
HEAT FLOW IN POLYGONS WITH REFLECTING EDGES

SAM FARRINGTON AND KATIE GITTINS

Abstract. We investigate the heat flow in an open, bounded set D in R2 with polygonal boundary

∂D. We suppose that D contains an open, bounded set D̃ with polygonal boundary ∂D̃. The initial

condition is the indicator function of D̃ and we impose a Neumann boundary condition on the edges

of ∂D. We obtain an asymptotic formula for the heat content of D̃ in D as time t ↓ 0.

1. Introduction

Let D ⊂ R2 be an open, bounded, connected set with polygonal boundary ∂D such that the

interior angles θ of ∂D satisfy 0 < θ < 2π. We call such a set D a polygonal domain. Let D̃ ⊂ D
be a polygonal subdomain. We consider the heat equation

∂u

∂t
= ∆u

on D with Neumann boundary condition imposed on ∂D, that is

∂u

∂n
(t;x) = 0, x ∈ ∂D, t > 0,

where n is the inward-pointing unit normal to ∂D (defined up to a set of measure zero), and initial
datum

lim
t↓0

u(t;x) = 1
D̃

(x), x ∈ D \ ∂D̃.

Here 1
D̃

is the indicator function of D̃. We denote the unique, smooth solution to this problem
by u

D,D̃
. Physically, u

D,D̃
(t;x) represents the temperature at x ∈ D at time t when the initial

temperature is 1 in D̃ and 0 in D \ D̃ and the total heat contained in D is conserved due to the
Neumann (fluxless or insulated) boundary condition. The solution u

D,D̃
can be obtained from the

unique Neumann heat kernel ηD(t;x, y) for D by

u
D,D̃

(t;x) =

ˆ
D
dy ηD(t;x, y)1

D̃
(y) =

ˆ
D̃
dy ηD(t;x, y).

We are interested in the heat content of D̃, that is the amount of heat inside D̃ at time t, which is
given by

H
D,D̃

(t) :=

ˆ
D̃
dxu

D,D̃
(t;x). (1)

The function H
D,D̃

(t) is smooth from the smoothness of u
D,D̃

and other properties can be deduced

from the L2-eigenfunction expansion of ηD. Let µj , j = 0, 1, . . . , denote the Neumann eigenvalues of
D with corresponding eigenfunctions φj that are normalised in L2(D). We recall that the Neumann
eigenvalues can be written in a non-decreasing sequence counted with multiplicity 0 = µ0 < µ1 ≤
µ2 ≤ . . . , where the only accumulation point is +∞. The Neumann heat kernel has the following
expansion

ηD(t;x, y) =
∞∑
j=0

e−tµjφj(x)φj(y).
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The heat content of D̃ can then be written

H
D,D̃

(t) =
∞∑
j=0

e−tµj
(ˆ

D̃
dxφj(x)

)2

,

from which we observe that t 7→ H
D,D̃

(t) is strictly decreasing on (0,∞),

∂

∂t
H
D,D̃

(t) =

∞∑
j=0

−µje−tµj
(ˆ

D̃
dxφj(x)

)2

< 0,

and strictly convex on (0,∞),

∂2

∂t2
H
D,D̃

(t) =
∞∑
j=0

µ2
je
−tµj

(ˆ
D̃
dxφj(x)

)2

> 0.

Since µ0 = 0 and φ0(x) = |D|−1/2, we see that

lim
t→∞

H
D,D̃

(t) = lim
t→∞

(ˆ
D̃
dxφ0(x)

)2

+
∞∑
j=1

e−tµj
(ˆ

D̃
dxφj(x)

)2
 =

|D̃|2

|D|
.

In the rest of this paper, we consider the small-time asymptotic behaviour of H
D,D̃

(t). Thus, in

what follows, by O(·) we consider the limit t ↓ 0.
The heat content of polygonal subdomains in, possibly unbounded, domains Ω ⊂ R2 can be

defined analogously to (1) by considering the heat equation on Ω with some boundary condition
imposed on ∂Ω (when the latter is non-empty). The small-time asymptotics for such cases have
been obtained in [8], [6], and [5] and we summarise these below. We denote the length of a segment

A ⊂ ∂D̃ by L(A) so that L(∂D̃) is the length of the boundary of D̃.

In [8], the authors consider the Dirichlet case, that is Ω = D̃, D̃ has initial temperature 1 and

Dirichlet boundary condition imposed on ∂D̃ for all t > 0. The Dirichlet heat content of D̃ is
defined as

Q
D̃

(t) :=

ˆ
D̃
dx

ˆ
D̃
dy π

D̃
(t;x, y),

where π
D̃

(t;x, y) is the Dirichlet heat kernel of D̃, and the authors obtain that

Q
D̃

(t) = |D̃| − 2L(∂D̃)

π1/2
t1/2 +

∑
γ∈A

f(γ)

 t+O
(
e−C1/t

)
,

where: A is the collection of interior angles at the vertices of D̃; C1 > 0 is a constant depending

only on D̃; and, f : (0, 2π)→ R is given by

f(γ) :=

ˆ ∞
0

dθ
4 sinh ((π − γ) θ)

sinh (πθ) cosh (γθ)
.

We note that in [8], the authors include the case where interior angles can be equal to 2π. One
can also introduce this for Neumann boundary conditions under a suitable generalisation of the
boundary condition which we discuss in Appendix B.

In [6], the authors consider the open case, that is Ω = R2, D̃ has initial temperature 1 and R2 \ D̃
has initial temperature 0. The open heat content of D̃ is defined as

H
D̃

(t) :=

ˆ
D̃
dx

ˆ
D̃
dy pR2(t;x, y),

where pR2(t;x, y) = (4πt)−1e−|x−y|
2/(4t) is the heat kernel for R2. The authors obtain that

H
D̃

(t) = |D̃| − L(∂D̃)

π1/2
t1/2 +

∑
γ∈A

a(γ)

 t+O
(
e−C2/t

)
,
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Figure 1. An example setup for our problem with D̃ highlighted in yellow and the

angles formed by D̃ and D labelled at the vertices.

where: A is as above; C2 > 0 is a constant depending only on D̃; and, a : (0, 2π)→ R is given by

a(γ) :=

{
1
π +

(
1− γ

π

)
cot γ, γ ∈ (0, π) ∪ (π, 2π),

0, γ = π.
(2)

In [5], the authors consider the Dirichlet-open case, that is Ω = R2 \ ∂D̃−, where ∂D̃− ⊂ ∂D̃ is

some collection of edges, D̃ has initial temperature 1, R2 \ D̃ has initial temperature 0 and Dirichlet

boundary condition imposed on ∂D̃− for all t > 0. The corresponding heat content of D̃ is defined
as

G
D̃,∂D̃−

(t) :=

ˆ
D̃
dx

ˆ
D̃
dy πR2\∂D̃−(t;x, y).

The authors obtain

G
D̃,∂D̃−

(t) = |D̃| −

(
L(∂D̃ \ ∂D̃−) + 2L(∂D̃−)

)
π1/2

t1/2

+

∑
γ∈A1

a(γ) +
∑
γ∈A2

f(γ) +
∑
γ∈A3

g(γ)

 t+O
(
e−C3/t

)
,

where: A1 is the collection of interior angles at vertices where two open edges intersect; A2 is the
collection of interior angles at vertices where two Dirichlet edges intersect; A3 is the collection of
interior angles at vertices where a Dirichlet edge and an open edge intersect; C3 > 0 is a constant

only depending on D̃; a and f are as above; and g : (0, 2π)→ R is given by

g(γ) := −3

4
+

ˆ ∞
0

dθ
4 sinh2

((
π − γ

2

)
θ
)
− sinh2 ((π − γ) θ)

sinh2
(
π
2 θ
)

cosh (πθ)
.

In the Dirichlet, open, and Dirichlet-open cases any boundary conditions are only imposed on

a subset of ∂D̃ and so the results only ever depend on the geometry of D̃. For the problem we

consider in this paper, this is not the case and we also have the relative geometry of D̃ with respect
to D to consider. Thus, in order to state our main result, we require some additional terminology

and notation. Let Ṽ denote the union of the vertices of D̃ and the vertices of D lying on ∂D̃.

Moreover, let Ẽ denote the collection of edges of parts of the boundary of ∂D̃ between vertices in

Ṽ . We call edges in Ẽ that lie in D (except, perhaps, the endpoints of the edges) open edges and

edges in Ẽ that lie on ∂D Neumann edges. Throughout this work we assume each vertex in Ṽ is of
one of the following types (see Figure 1 for an example).
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Figure 2. An example of each of the four possible types of vertices that can arise
in the problem. They are magnifications of the vertices in Figure 1 (see angle sub-
scripts). See Figure 3 for an example of the other type of NOON vertex.

(i) We say a vertex in Ṽ is an open vertex if it lies in D and it has two incident edges in Ẽ
which are open. Let A denote the collection of interior angles at all such open vertices.

(ii) We say a vertex in Ṽ is a Neumann–Open–Neumann (NON) vertex if it lies on ∂D and has

two incident edges in Ẽ, one of which is open and the other is Neumann. Let B denote the

collection of pairs (γ, β) at all such NON vertices where γ denotes the interior angle of D̃
at the vertex and β denotes the exterior angle relative to D at the vertex (see Figure 2).

(iii) We say a vertex in Ṽ is a Neumann–Open–Open–Neumann (NOON) vertex if it lies on ∂D

and it has two or four incident edges in Ẽ, for which two are open and the rest are Neumann.
Let C denote the collection of triples (γ, β, α) at all such NOON vertices where γ denotes
the angle between the open edges, which we call the middle angle at the vertex, and β and
α denote the two other angles between open and Neumann edges at the vertex (see Figure
2). The ordering of α and β does not matter but we only have one triple for each NOON

vertex. Note that NOON vertices either have that γ is an interior angle of D̃, or β and α

are both interior angles of D̃.

(iv) We say a vertex in Ṽ is a Neumann vertex if it lies on ∂D and has two incident edges in Ẽ
which are both Neumann.

Let ∂OD̃ denote the collection of open edges in Ẽ. Our main result is the following.

Theorem 1.1. There exists a constant C
D,D̃

> 0, depending only on D and D̃, such that

H
D,D̃

(t) = |D̃| − L(∂OD̃)

π1/2
t1/2

+

∑
γ∈A

a(γ) +
∑

(γ,β)∈B

b(γ, β) +
∑

(γ,β,α)∈C

c(γ, β, α)

 t+O
(
e−CD,D̃/t

)
,

where: a : (0, 2π)→ R is defined as above in (2); b(γ, β) is given by

b(γ, β) :=

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

cosh ((γ − β) θ)− cosh
((

π
2 − γ − β

)
θ
)

2 sinh ((γ + β) θ) sinh
(
π
2 θ
) ;

and c(γ, β, α) is given by

c(γ, β, α) := b(γ + β, α) + b(γ + α, β)

+

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

[cosh ((β + α) θ)− cosh ((β − α) θ)]

sinh ((γ + β + α) θ) sinh
(
π
2 θ
) .

Remark 1.2. If D were to have finitely many connected components, then the heat content of

D̃ would be the sum of its heat content on each of the connected components and thus Theorem
1.1 can be applied on each connected component. Theorem 1.1 can also be generalised to apply to
vertices with an arbitrary number of incident edges (see Appendix A) and to the case where D can
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have interior angles of angle 2π or where the heat content of D̃ is considered in R2 \ ∂D+ where
∂D+ ( ∂D is subject to a generalised Neumann boundary condition (see Appendix B). We omit
proofs of these in the main body of the paper for a clearer presentation.

It was observed in [6] that the function a(γ), which corresponds to the contribution from the
angles at an open vertex, is symmetric with respect to π. We observe that the function b(γ, β),
which corresponds to the contribution from the angles at a NON vertex, is symmetric in β and γ,
and that the function c(γ, β, α), which corresponds to the contribution from the angles at a NOON
vertex, is symmetric in α and β as mentioned above in (iii). By these symmetry properties of

a(γ) and b(γ, β) we have the following consequence of Theorem 1.1. If D̃1, D̃2 are two polygonal

subdomains of a bounded polygonal domain D such that D̃2 = D \ D̃1, then∣∣∣(HD,D̃1
(t)− |D̃1|

)
−
(
H
D,D̃2

(t)− |D̃2|
)∣∣∣ = O(e−C/t)

for some constant C > 0. Moreover, if |D̃1| = |D̃2|, then the heat contents of D̃1, D̃2 have the
same long-time asymptotic behaviour and the same small-time asymptotic behaviour up to an

exponentially small remainder. Analogous statements also hold when D̃1 has NOON vertices due
to properties of c(γ, β, α) (see Theorem 3.9).

Considering reflections of NON and NOON wedges with respect to a Neumann edge motivates
the following relations between a(γ), b(γ, β), and c(γ, β, α).

Proposition 1.3. For γ, β, α ∈ (0, π), we have the following.

(i) If γ + β < π, then c(2γ, β, β) = 2b(γ, β);

(ii) b(γ, π − γ) = 1
2a(2γ);

(iii) If γ + β + α = π and α ≤ β, then 2c(γ, β, α) = 2a(γ) + 2k(2α, γ, γ) and 2c(γ, β, α) =
a(2α)+a(2β)+2k(γ, 2α, 2β), where the function k(α, θ, σ) is given in [6] as part of the open
case when more than two open edges meet at a vertex, and is defined as

k(α, θ, σ) :=
1

2π

[
− (σ + θ + α− π) cot(σ + θ + α)− (α− π) cot(α)

+ (σ + α− π) cot(σ + α) + (θ + α− π) cot(θ + α)
]

for σ + θ + α 6= π, α 6= π, σ + α 6= π, θ + α 6= π. In any of the remaining cases, such as
α = π, k(α, θ, σ) is defined by taking appropriate limits via l’Hôpital’s rule.

Remark 1.4. The identities in the previous proposition ultimately arise from how one can obtain
Neumann heat kernels from the method of images. In particular, (ii) and (iii) arise from the
Neumann heat kernel for the half-plane and so we have the relation with the angular contributions
in the open case.

Proof. We prove (i) by direct calculation, namely

b(γ, β) =

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

cosh ((γ − β) θ)− cosh
((

π
2 − γ − β

)
θ
)

2 sinh ((γ + β) θ) sinh
(
π
2 θ
)

=

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

(cosh(2γθ) + cosh(2βθ)− 1)− cosh
((

π
2 − 2γ − 2β

)
θ
)

2 sinh (2 (γ + β) θ) sinh
(
π
2 θ
)

= b(2γ + β, β) +

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

[cosh (2βθ)− 1]

2 sinh (2 (γ + β) θ) sinh
(
π
2 θ
)

=
1

2
c(2γ, β, β).

For (ii) and (iii) we require an additional identity. For |z| < |π|, we have that by formula 3.511.9
in [15]
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Figure 3. Three polygonal subdomains of the square with the same area and same
small-time heat content expansion, up to an exponentially small remainder.

ˆ ∞
0

dθ
cosh(π2 θ) (cosh(zθ)− 1)

sinh(πθ) sinh(π2 θ)
=

2

π

ˆ ∞
0

dx
sinh2( zπx)

sinh2(x)
=

1

π
− z

π
cot(z). (3)

We observe that (ii) clearly holds for γ = π
2 . The case γ 6= π

2 is immediate from (3) by

b(γ, π − γ) =

ˆ ∞
0

dθ
cosh(π2 θ) (cosh((π − 2γ)θ)− 1)

2 sinh(πθ) sinh(π2 θ)
=

1

2π
+

1

2
(1− 2γ

π ) cot(2γ) =
1

2
a(2γ).

For (iii) it is sufficient to show that this identity holds when 2γ + 2α 6= π, 2α 6= π, γ + 2α 6= π.
By four uses of (3), we see that

a(γ) + k(2α, γ, γ) = a(γ) +
1

2π

[
− (γ + α− β) cot(γ + α− β)− (γ + β − α) cot(γ + β − α)

+ 2(β − α) cot(β − α)
]

=

ˆ ∞
0

dθ
cosh(π2 θ) (cosh((γ − β + α)θ)− 1)

2 sinh(πθ) sinh(π2 θ)

+

ˆ ∞
0

dθ
cosh(π2 θ) (cosh((γ + β − α)θ)− 1)

2 sinh(πθ) sinh(π2 θ)

+

ˆ ∞
0

dθ
cosh(π2 θ) (cosh(π − γ)θ)− cosh(β − α)θ))

sinh(πθ) sinh(π2 θ)

= b(γ + β, α) + b(γ + α, β)

+

ˆ ∞
0

dθ
cosh(π2 θ) (cosh(β + α)θ)− cosh(β − α)θ))

sinh(πθ) sinh(π2 θ)

= c(γ, β, α),

as desired. The other identity for c(γ, β, α) follows similarly. �

Inverse problems for the small-time asymptotic expansion of the Dirichlet heat content of polygons
have been investigated in [4, 21, 9]. Some analogous questions for the case of the open heat content
are currently under investigation by the second named author and Y. Wu. For the setting under
consideration in this paper, we can obtain polygonal subdomains of the unit square which have
the same small-time heat content expansion up to an exponentially small remainder, see Figure

3. Given a rectangle R with polygonal subdomain D̃, the idea is to reflect both of R and D̃ with
respect to one of the edges of R. We then take the union of R with its image under this reflection,

call this R1, and the union of D̃ with its image under this reflection and call it D̃1. Then we observe

that D̃1 is a polygonal subdomain of R1 and∣∣∣HR1,D̃1
(t)− 2H

R,D̃
(t)
∣∣∣ = O(e−C/t).
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Outline of the paper: In Section 2, we detail the strategy of the proof of Theorem 1.1 using

a partition of D̃. In Section 3 we compute a model heat content contribution for each part of
the partition using explicit formulae for the heat kernel. In Section 4 we prove that the difference
between each of these model heat content contributions and the actual heat content contributions
is exponentially small in small-time. We note that the proofs in Section 3 rely on analytic methods
whereas those in Section 4 rely on probabilistic ones via the relationship between the heat equation
and Brownian motion. In the appendices, we discuss some generalisations of Theorem 1.1.

2. Proof of Theorem 1.1

The proof of Theorem 1.1 follows the strategy employed in the papers [8], [6], and [5]. The main

idea is to partition D̃ in such a way that we can model the heat content contribution of each part
of the partition by the heat content of the same part in a different ambient space to D for which a
suitable, locally comparable heat kernel is known explicitly.

Let Ṽ be as defined in the last section and V denote the vertices of D. Our first goal is to create
an open sector, or the union of two open sectors at some NOON vertices, based at each vertex in

Ṽ given by S̃v(R) := BR(v) ∩ D̃ for some R > 0, where BR(v) is the open disc in R2 centred at v
of radius R. We define the quantities

R1 :=
1

2
inf

u∈Ṽ ∪V
inf

v∈Ṽ ∪V
v 6=u

d(u, v), R2 :=
1

2
inf

u∈Ṽ \V
d(u, ∂D),

and set R := min{R1, R2}. The definition of R1 ensures two things: S̃u(R)∩ S̃v(R) = ∅ for u, v ∈ Ṽ
with u 6= v and that Su(R) ∩ Sv(R) = ∅ also in this case, where Sv(R) := BR(v) ∩D. The second
point here is crucial for our comparisons. The definition of R2 also allows us to do the required
comparisons and calculations specifically for open vertices.

The next part of the partition we want to define is that of rectangles lying inside D̃ for which

one of its sides lies on ∂D̃. Let Ẽ be as defined in the last section. For ẽ ∈ Ẽ with length L(ẽ), we
want to have a rectangle of width L(ẽ)− 2R and height δ > 0 with a side of length L(ẽ)− 2R lying

on ẽ and the rectangle lying inside D̃. We denote this rectangle by Tẽ(R, δ). In order to apply our
comparisons in the proceeding sections, we require that no two of these rectangles intersect so we

must define a suitable choice of δ > 0. Denote the collection of interior angles of D̃ by A1 and the

collection of exterior angles of D̃ relative to D at NON and NOON vertices by A2. Then define the
quantities

γ1 :=

{
µ ∈ A1 : sin

µ

2
= min

κ∈A1

sin
κ

2
,

}
and

γ2 :=

{
µ ∈ A2 : sin

µ

2
= min

κ∈A2

sin
κ

2
,

}
.

We set δ1 := R sin γ1
2 and δ2 := R sin γ2

2 . Then we determine δ by setting δ := min{δ1, δ2}. The
definition of δ1 ensures that these rectangles do not overlap and the definition of δ2 allows us to
make our comparisons.

Now let D̃(R, δ) := {x ∈ D̃ : d(x, ∂D̃) > δ and d(x, Ṽ ) > R}. We observe that

D̃ 6=

⋃
v∈Ṽ

S̃v(R)

 ∪
⋃
ẽ∈Ẽ

Tẽ(R, δ)

 ∪ D̃(R, δ)

even up to a set of measure zero so we have one final model space to consider. The remainder is
the union of disjoint cusps which up to rigid planar motions are expressible as {x = (x1, x2) ∈ R2 :
0 < x1 < R, |x| > R, 0 < x2 < δ}. The definition of δ ensures no two of these cusps overlap. Each

sector S̃v(R) has two such cusps associated with it which we denote by C
(1)
v (R, δ) and C

(2)
v (R, δ).
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Then, up to a set of measure zero, we have that

D̃ =

⋃
v∈Ṽ

S̃v(R) ∪ C(1)
v (R, δ) ∪ C(2)

v (R, δ)

 ∪
⋃
ẽ∈Ẽ

Tẽ(R, δ)

 ∪ D̃(R, δ).

Now we have this partition, Theorem 1.1 follows immediately from the following theorem, which
is subsequently proved in detail throughout the rest of this paper.

Theorem 2.1. The following quantities are as defined above.

(i) ˆ
D̃(R,δ)

dx

ˆ
D̃
dy ηD(t;x, y) = |D̃(R, δ)|+O

(
e−δ

2/8t
)
.

(ii) If ẽ ∈ Ẽ lies on ∂D, i.e. is a Neumann edge, thenˆ
Tẽ(R,δ)

dx

ˆ
D̃
dy ηD(t;x, y) = |Tẽ(R, δ)|+O

(
e−δ

2/8t
)
.

(iii) If ẽ ∈ Ẽ lies in D, i.e. is an open edge, thenˆ
Tẽ(R,δ)

dx

ˆ
D̃
dy ηD(t;x, y) = |Tẽ(R, δ)| −

(L(ẽ)− 2R)

π1/2
t1/2 +O

(
e−δ

2/8t
)
.

(iv) If C(R, δ) is a cusp lying adjacent to an edge ẽ ∈ Ẽ lying on ∂D, i.e. is a Neumann cusp,
then we have thatˆ

C(R,δ)
dx

ˆ
D̃
dy ηD(t;x, y) = |C(δ,R)|+O

(
e−δ

2/8t
)
.

(v) If C(R, δ) is a cusp lying adjacent to an edge ẽ ∈ Ẽ lying in D, i.e. is an open cusp, then
we have thatˆ
C(R,δ)

dx

ˆ
D̃
dy ηD(t;x, y) = |C(δ,R)| − R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)
1
2

e−
R2y2w2

4t

+O
(
e−δ

2/8t
)
.

(vi) For v ∈ Ṽ an NN vertexˆ
S̃v(R)

dx

ˆ
D̃
dy ηD(t;x, y) = |S̃v(R)|+O

(
e−δ

2/8t
)
.

(vii) For v ∈ Ṽ a NON vertex with interior angle γ and exterior angle β,ˆ
S̃v(R)

dx

ˆ
D̃
dy ηD(t;x, y) = |S̃v(R)| − R

π1/2
t1/2 + b(γ, β)t

+
R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)
1
2

e−R
2y2w2/4t +O

(
e−C2/t

)
,

where C2 > 0 is a constant depending on R, γ and β.

(viii) For v ∈ Ṽ a NOON vertex with middle angle γ and exterior angles β, α,ˆ
S̃v(R)

dx

ˆ
D̃
dy ηD(t;x, y) = |S̃v(R)| − 2R

π1/2
t1/2 + c(γ, β, α)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)
1
2

e−R
2y2w2/4t +O

(
e−C3/t

)
,

where C3 > 0 is a constant depending on R, γ, β and α.
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The key point to note is that: sectors S̃v(R) at NN vertices have two associated Neumann cusps

which have trivial contribution, sectors S̃v(R) at NON vertices have one associated Neumann cusp
and one associated open cusp which cancels out the term

R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)
1
2

e−R
2y2w2/4t,

and sectors S̃v(R) at NOON vertices have two associated open cusps which cancel out the term

2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)
1
2

e−R
2y2w2/4t.

Analogous results also hold for the case of an open vertex with two neighbouring cusps. Indeed, we
recall the following results from [6].

Lemma 2.2 (Open vertex with two open cusps [6, Lem. 9 & §4.2]). We have thatˆ R

0
dr r

ˆ γ

0
dφ

ˆ ∞
0

dr0 r0

ˆ γ

0
dφ0 pR2(t; r, φ, r0, φ0) + 2

ˆ
C(R,δ)

dx

ˆ
D̃
dy pR2(t;x, y)

= |S̃v(R)|+ |C(R, δ)| − 2R

π1/2
t1/2 + a(γ)t+O

(
te−R

2Cγ,δ/t
)
,

where Cγ,δ > 0 is a constant depending only on γ, δ.

When one sums up all the heat content contributions from each part of the partition we get the
desired form of Theorem 1.1.

3. Model computations of heat content

In this section we prove some explicit heat content calculations that will act as our model heat
content contributions. This will prove half of Theorem 2.1 and give the explicit coefficients with
respect to the geometry that we are interested in. Full justification of why these approximations
are valid, and thus completing the proof of Theorem 2.1, is given in the next section but for this
section we will only give heuristic explanations so as to aid with the intuition for the problem.

From the construction of our partition in the previous section we see that D̃(R, δ) is compactly

contained in D̃ and thus in D and so in small-time heat should flow similar to as it would if we
simply replaced D by R2. Thus, the model content contribution from D̃(R, δ) is given byˆ

D̃(R,δ)
dx

ˆ
D̃
dy pR2(t;x, y)

where pR2(t;x, y) is the heat kernel for R2. For any x ∈ D̃(R, δ), we have that d(x, ∂D̃) ≥ δ hence

1 ≥
ˆ
D̃
dy pR2(t;x, y) =

ˆ
R2

dy pR2(t;x, y)−
ˆ
R2\D̃

dy pR2(t;x, y)

= 1− (4πt)−1

ˆ
R2\D̃

dy e−|x−y|
2/4t

≥ 1− (4πt)−1e−
δ2

8t

ˆ
R2

dy e−|x−y|
2/8t

= 1− 2e−δ
2/8t.

This is the analogue of the ‘principle of not feeling the boundary’ that was introduced in [18], see
also [3, Prop. 9(i)]. The idea is that in small-time on the interior we should not detect any heat
loss. Hence, as in [6, Lem. 4], it follows that∣∣∣∣∣

ˆ
D̃(R,δ)

dx

ˆ
D̃
dy pR2(t;x, y)− |D̃(R, δ)|

∣∣∣∣∣ ≤ 2e−δ
2/8t.
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For an edge ẽ ∈ Ẽ lying in D, in small-time the rectangle Tẽ(R, δ) should almost look like it is
living in R2 but instead in the case that the initial datum is the indicator function of the half-plane
containing Tẽ(R, δ) whose boundary contains ẽ. Up to a rigid planar motion, this reads:

Lemma 3.1 ([6, §4.1]). Let T = (0, L(ẽ)− 2R)× (0, δ). Then we have thatˆ
T
dx

ˆ
H
dy pR2(t;x, y) = |T | − L(ẽ)− 2R

π1/2
t1/2 +O

(
t1/2e−δ

2/8t
)
,

where H denotes the half-plane R× R>0.

The same can be done for a cusp C(R, δ) lying adjacent to an open edge and here one has:

Lemma 3.2 ([5, Lem. 2.3]).ˆ
C(R,δ)

dx

ˆ
H
dy pR2(t;x, y) = |C(R, δ)| − R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t

+O
(
t1/2e−δ

2/4t
)
.

Now if ẽ ∈ Ẽ lies on ∂D, then in small-time both the rectangle Tẽ(R, δ) and any cusp C(R, δ)
should look like they are lying in a half-plane with Neumann boundary condition imposed and
initial datum of the indicator function of the half-plane.

Explicitly, one can obtain the heat kernel of the half-plane H with Neumann boundary condition
imposed to be

ηH(t;x, y) := pR2(t;x, y) + pR2(t;x, y∗)

where y∗ = (y1,−y2). It is immediate from standard Gaussian integrals thatˆ
H
dy ηH(t;x, y) = 1

and hence for A = Tẽ(R, δ) or A = C(R, δ), we see thatˆ
A
dx

ˆ
H
dy ηH(t;x, y) = |A|.

So, as expected from physical intuition, we see that the phenomenon of not feeling the boundary
does also occur near edges with solely Neumann boundary condition imposed.

The remaining model computations are those of the sectors S̃v(R), however these are much more

technically involved. For a vertex v ∈ Ṽ lying on ∂D we model the heat content of the sector

S̃v(R), by the heat content of the same sector but instead lying in an infinite wedge with Neumann
boundary conditions imposed obtained by stretching Sv(R) out to infinity radially outwards from

v and initial datum of S̃v(R) stretched out to infinity in the same way. The idea is that the heat

content of S̃v(R) in each situation should be similar.
For 0 < γ < 2π, the Green’s function for the heat equation with Neumann boundary conditions

on the infinite wedge Wγ := {(r, φ) : r > 0, 0 < φ < γ}, that is the solution to{
sGWγ − ∂rrGWγ − r−1∂rGWγ − r−2∂φφGWγ = r−1δ(r − r0)δ(φ− φ0),

∂φGWγ = 0, φ = 0, γ

can be computed explicitly to be

GWγ (s; r, φ, r0, φ0) =
1

π2

ˆ ∞
0

dθKiθ(r
√
s)Kiθ(r0

√
s)Φγ(θ, φ, φ0)

where

Φγ(θ, φ, φ0) = cosh ((π − |φ0 − φ|) θ) +
sinh (πθ)

sinh (γθ)
cosh ((φ+ φ0 − γ) θ)

+
sinh ((π − γ) θ)

sinh (γθ)
cosh ((φ− φ0) θ) ,
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see, for example, [22, Appendix A] and references therein. Here the Kν are modified Bessel functions
of the second kind, that is the unique solution to the equation

z2K ′′ν (z) + zK ′ν(z)− (z2 + ν2)Kν(z) = 0.

We note that the above approach expresses the Green’s function of an infinite wedge as a Kontorovich
Lebedev transform. This approach was used by D. B. Ray to compute the angular contribution to
the small-time asymptotic expansion of the Dirichlet heat trace for a polygon (see the footnote on
page 44 of [20]) as well as in [5, 7, 8]. The unique Neumann heat kernel ηWγ on Wγ is given by the
inverse Laplace transform of GWγ i.e.

ηWγ (t; r, φ, r0, φ0) = L−1
{
GWγ (s; r, φ, r0, φ0)

}
(t).

By noting that the only solution to the heat equation on Wγ with Neumann boundary condition

and initial datum 1Wγ is u = 1Wγ , it is immediate that the heat content of S̃v(R) when v is an

NN vertex is |S̃v(R)|. However, the latter route is not as illuminating as to our method when the
computations become non-trivial. So we recall the relevant computations below to motivate the
following lemmas.

Lemma 3.3. For all t > 0,ˆ R

0
r dr

ˆ γ

0
dφ

ˆ ∞
0

r0 dr0

ˆ γ

0
dφ0 ηWγ (t, r, φ, r0, φ0) =

1

2
γR2.

Proof. Observe that we are computing the quantityˆ R

0
r dr

ˆ γ

0
dφ

ˆ ∞
0

r0 dr0

ˆ γ

0
dφ0 L−1

{
GWγ (s, r, φ, r0, φ0)

}
(t)

=

ˆ R

0
r dr

ˆ γ

0
dφ

ˆ ∞
0

r0 dr0

ˆ γ

0
dφ0 L−1

{
1

π2

ˆ ∞
0

dθKiθ(r
√
s)Kiθ(r0

√
s)Φγ(θ, φ, φ0)

}
(t)

and that by Fubini’s theorem we can rearrange the integrals. One can easily compute thatˆ γ

0
dφ

ˆ γ

0
dφ0 Φγ(θ, φ, φ0) =

2γ

θ
sinh (πθ)

and hence we now want to compute the quantity

2γ

π2
L−1

{ˆ R

0
r dr

ˆ ∞
0

r0 dr0

ˆ ∞
0

dθ

θ
Kiθ(r

√
s)Kiθ(r0

√
s) sinh(πθ)

}
(t).

This quantity has been computed before in [8, §2] and is 1
2γR

2 as desired. For the sake of com-
pleteness we give the calculation here. Combining formulae 6.561.16 and 8.332.3 in [15], we see
that ˆ ∞

0
dr rKiθ(r

√
s) =

πθ

2s sinh
(
π
2 θ
) (4)

and formula 6.794.2 in [15] reads ˆ ∞
0

dθKiθ(r
√
s) cosh

(
π
2 θ
)

=
π

2
.

Hence, applying these successively we see that

2γ

π2
L−1

{ˆ R

0
r dr

ˆ ∞
0

r0 dr0

ˆ ∞
0

dθ

θ
Kiθ(r

√
s)Kiθ(r0

√
s) sinh(πθ)

}
(t)

=
2γ

π
L−1

{
1

s

ˆ R

0
r dr

ˆ ∞
0

dθKiθ(r
√
s) cosh(π2 θ)

}
(t)

= γL−1

{
1

s

ˆ R

0
r dr

}
(t) =

1

2
γR2.

(5)

�
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The case of NON and NOON vertices is much more involved and will require the following
technical tools that we shall now prove.

Lemma 3.4. Let T := {(σ, ρ, λ) : 0 < λ < ρ < σ < 2π}. Let ξ : T → R be a function in only ρ and
λ, denoted ξ(ρ, λ), such that 0 ≤ ξ(ρ, λ) < 2σ.

(i) We have that the collection {AN , BN}N∈Z≥0
, where

AN := {(σ, ρ, λ) ∈ T : |π2 − (2N + 1)σ + ξ(ρ, λ)| < σ}
and

BN := {(σ, ρ, λ) ∈ T : π2 + ξ(ρ, λ) = 2(N + 1)σ},
forms a covering of T . Moreover, for N ≥ 1 fixed, any (σ, ρ, λ) ∈ AN or (σ, ρ, λ) ∈ BN ,
and any 1 ≤ n ≤ N , we have that 0 < π

2 − 2nσ + ξ(ρ, λ) < π
2 .

(ii) If ξ(ρ, λ) > 0 then we have that the collection {CN , DN}N∈Z≥0
, where

CN := {(σ, ρ, λ) ∈ T : |π2 − (2N − 1)σ − ξ(ρ, λ)| < σ}
and

DN := {(σ, ρ, λ) ∈ T : π2 − ξ(ρ, λ) = 2Nσ},
forms a covering of T . Moreover, for N ≥ 1 fixed, any (σ, ρ, λ) ∈ CN or (σ, ρ, λ) ∈ DN ,
and any 1 ≤ n ≤ N , we have that 0 < π

2 − 2(n− 1)σ − ξ(ρ, λ) < π
2 .

Proof. For (i) we have that (σ, ρ, λ) ∈ AN if and only if−σ < π
2−(2N+1)σ+ξ(λ, σ) < σ which occurs

if and only if 2Nσ < π
2 + ξ(ρ, λ) < 2(N + 1)σ. Now pick an arbitrary point (σ, ρ, λ) ∈ T . Suppose

that π
2 + ξ(ρ, λ) 6= 2(M + 1)σ for any M ∈ Z≥0. Then clearly there exists a K ∈ Z≥0 such that

2Kσ < π
2 + ξ(ρ, λ) < 2(K + 1)σ and hence (σ, ρ, λ) ∈ AK . If we have that π

2 + ξ(ρ, λ) = 2(K ′+ 1)σ
for some K ′ ∈ Z≥0, then (σ, ρ, λ) ∈ BK′ . Since our choice of point (σ, ρ, λ) was arbitrary, we
indeed have that {AN , BN}N∈Z≥0

is a covering of T . Now fix N ≥ 1. Let us choose an arbitrary
(σ, ρ, λ) ∈ AN . For 1 ≤ n ≤ N , we have that

π
2 − 2nσ + ξ(ρ, λ) ≤ π

2 − 2σ + ξ(ρ, λ) < π
2

and that
π
2 − 2nσ + ξ(ρ, λ) ≥ π

2 − 2Nσ + ξ(ρ, λ) > 2Nσ − 2Nσ = 0.

Now let us choose (σ, ρ, λ) ∈ BN . For 1 ≤ n ≤ N , we have that
π
2 − 2nσ + ξ(ρ, λ) ≤ π

2 − 2σ + ξ(ρ, λ) < π
2

and that
π
2 − 2nσ + ξ(ρ, λ) ≥ π

2 − 2Nσ + ξ(ρ, λ) = 2(N + 1)σ − 2Nσ = 2σ > 0.

So we have proven (i).
We prove (ii) in a similar fashion. We have that (σ, ρ, λ) ∈ CN if and only if 2(N − 1)σ <

π
2 − ξ(ρ, λ) < 2Nσ. Now pick an arbitrary point (σ, ρ, λ) ∈ T . Suppose that π

2 − ξ(ρ, λ) 6= 2Mσ for
any M ∈ Z≥0. Then clearly there exists a K ∈ Z≥0 such that 2(K − 1)σ < π

2 − ξ(ρ, λ) < 2Kσ and
hence (σ, ρ, λ) ∈ CK . If we have that π

2 − ξ(ρ, λ) = 2K ′σ for some K ′ ∈ Z≥0, then (σ, ρ, λ) ∈ DK′ .
Since our choice of point (σ, ρ, λ) was arbitrary, we indeed have that {CN , DN}N∈Z≥0

is a covering
of T . Now fix N ≥ 1. Let us choose an arbitrary (σ, ρ, λ) ∈ CN . For 1 ≤ n ≤ N , we have that

π
2 − 2(n− 1)σ − ξ(ρ, λ) ≤ π

2 − ξ(ρ, λ) < π
2

and that
π
2 − 2(n− 1)σ − ξ(ρ, λ) ≥ π

2 − 2(N − 1)σ − ξ(ρ, λ) > 2(N − 1)σ − 2(N − 1)σ = 0.

Now let us choose an (σ, ρ, λ) ∈ DN . For 1 ≤ n ≤ N , we have that
π
2 − 2(n− 1)σ − ξ(ρ, λ) ≤ π

2 − ξ(ρ, λ) < π
2

and that
π
2 − 2(n− 1)σ − ξ(ρ, λ) ≥ π

2 − 2(N − 1)σ − ξ(ρ, λ) = 2Nσ − 2(N − 1)σ = 2σ > 0.

So we have proven (ii). �
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Before moving forward, let us state some known results for small-time asymptotics for inverse
Laplace transforms.

Lemma 3.5. (i) For a, b ∈ R such that |a| < |b|, we have that

L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh(aθ)− 1

θ sinh(bθ)

}
(t) = O

(
te−R

2/4t
)
.

(ii) For −π
2 < a < π

2 , we have that

L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

sinh(aθ)

θ

}
(t) = O

(
te−R

2 cos2(a)/4t
)
.

(iii) For a > 0, we have that

L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

tanh(aθ)

θ

}
(t) = O

(
te−R

2/4t
)
.

Proof. Proofs of (ii) and (iii) can be found in [8, §2]. For (i), note that if |a| < |b| thenˆ ∞
0

dθ

∣∣∣∣cosh(aθ)− 1

θ sinh(bθ)

∣∣∣∣ <∞,
and we immediately obtain the result following similar methods to those in [5, §4]. �

Using the previous two lemmata we can now prove the following crucial lemma, which is done in
the spirit of the proof that the remainder is exponentially small in [8].

Lemma 3.6. Let (σ, ρ, λ) ∈ T and ξ be as in Lemma 3.4.

(i) Then

L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh((π2 − σ + ξ(ρ, λ))θ)− 1

θ sinh(σθ)

}
(t) = O

(
te−R

2Cσ,ρ,λ1 /4t
)
,

where Cσ,ρ,λ1 > 0 is a constant depending only on σ, ρ and λ.
(ii) If ξ(ρ, λ) > 0, then

L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh((π2 + σ − ξ(ρ, λ))θ)− 1

θ sinh(σθ)

}
(t) = O

(
te−R

2Cσ,ρ,λ2 /4t
)
,

where Cσ,ρ,λ2 > 0 is a constant depending only on σ, ρ and λ.

Proof. Let us prove (i). Let {AN , BN}N∈Z≥0
be the covering of T as given in Lemma 3.4(i). For

(σ, ρ, λ) ∈ A0, the result is immediate by Lemma 3.5(i) and for (σ, ρ, λ) ∈ B0 we see that

cosh((π2 − σ + ξ(ρ, λ))θ)− 1

θ sinh(σθ)
=

tanh(σ2 θ)

θ

and the result is immediate from Lemma 3.5(iii). Let N ≥ 1. Suppose (σ, ρ, λ) ∈ AN and observe
that

cosh((π2 − σ + ξ(ρ, λ))θ)− 1

θ sinh(σθ)
= 2

N∑
n=1

sinh((π2 − 2nσ + ξ(ρ, λ))θ)

θ

+
cosh((π2 − (2N + 1)σ + ξ(ρ, λ))θ)− 1

θ sinh(σθ)
,

then the result comes from applying Lemmata 3.5(i) and 3.5(ii). Suppose (σ, ρ, λ) ∈ BN , then we
can observe that

cosh((π2 − σ + ξ(ρ, λ))θ)− 1

θ sinh(σθ)
= 2

N∑
n=1

sinh((π2 − 2nσ + ξ(ρ, λ))θ)

θ
+

tanh(σ2 θ)

θ
,

and the result comes from applying Lemmata 3.5(ii) and 3.5(iii). Since {AN , BN}N∈Z≥0
is a covering

of T we are done.
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Now let us prove (ii). Let {CN , DN}N∈Z≥0
be the covering of T as given in Lemma 3.4(ii). For

(σ, ρ, λ) ∈ C0, the result is immediate by Lemma 3.5(i) and for (σ, ρ, λ) ∈ D0 we see that

cosh((π2 + σ − ξ(ρ, λ))θ)− 1

θ sinh(σθ)
=

tanh(σ2 θ)

θ

and the result is immediate from Lemma 3.5(iii). Let N ≥ 1. Suppose (σ, ρ, λ) ∈ CN and observe
that

cosh((π2 + σ − ξ(ρ, λ))θ)− 1

θ sinh(σθ)
= 2

N∑
n=1

sinh((π2 − 2(n− 1)σ − ξ(ρ, λ))θ)

θ

+
cosh((π2 − (2N − 1)σ − ξ(ρ, λ))θ)− 1

θ sinh(σθ)
,

then the result comes from applying Lemmata 3.5(i) and 3.5(ii). Suppose (σ, ρ, λ) ∈ DN , then we
can observe that

cosh((π2 + σ − ξ(ρ, λ))θ)− 1

θ sinh(σθ)
= 2

N∑
n=1

sinh((π2 − 2(n− 1)σ − ξ(ρ, λ))θ)

θ
+

tanh(σ2 θ)

θ
,

and the result comes from applying Lemmata 3.5(ii) and 3.5(iii). Since {CN , DN}N∈Z≥0
is a covering

of T we are done. �

Remark 3.7. From the above it is clear that for (i) and (ii), if ξ(ρ, λ) depends only on ρ, then the

constants Cσ,ρ,λ1 > 0 and Cσ,ρ,λ2 > 0 depend only on σ and ρ. Moreover, in case (i) if ξ(ρ, λ) = 0

then Cσ,ρ,λ1 > 0 depends only on σ.

With this toolbox now in hand we are ready to compute the model computations for the NON
and NOON vertex cases. First let us state a result that was computed in [8, §2] (see equations
(2.10) and (2.14) there) and will be used in what follows:

L−1

{ˆ R

0
r dr

ˆ ∞
0

r0 dr0

ˆ ∞
0

dθKiθ(r
√
s)Kiθ(r0

√
s)

2 sinh2(π2 θ)

π2θ2

}
(t)

= L−1

{
1

s

ˆ R

0
r dr

ˆ ∞
0

dθKiθ(r
√
s)

sinh(π2 θ)

πθ

}
(t)

=
R

π1/2
t1/2 − R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t.

(6)

Theorem 3.8. Let v be a NON vertex with interior angle γ and exterior angle β. Under the variable
change γ = ρ, β = σ − ρ, we have that 0 < ρ < σ < 2π and the model heat content contribution

from S̃v(R) isˆ R

0
r dr

ˆ ρ

0
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

0
dφ0 ηWσ(t; r, φ, r0, φ0)

=
1

2
ρR2 − R

π1/2
t1/2 + b̂(σ, ρ)t

+
R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cσ,ρ/4t
)

= |S̃v(R)| − R

π1/2
t1/2 + b(γ, β)t

+
R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cγ,β/4t
)
,

where

b̂(σ, ρ) =

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

cosh((σ − 2ρ)θ)− cosh
((

π
2 − σ

)
θ
)

2 sinh(σθ) sinh(π2 θ)
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and Cσ,ρ, Cγ,β > 0 are constants depending only on σ, ρ > 0 and γ, β > 0 respectively.

Proof. As in the case of the NN wedge, we compute the angular terms first. Again we can do this
by Fubini’s theorem. With standard hyperbolic trigonometric identities, one can show that

ˆ ρ

0
dφ

ˆ ρ

0
dφ0 Φσ(θ, φ, φ0)

=
2ρ

θ
sinh(πθ) +

2

θ2
(cosh((π − ρ)θ)− cosh(πθ)) +

2 sinh((π − σ)θ)

θ2 sinh(σθ)
(cosh(ρθ)− 1)

+
sinh(πθ)

θ2 sinh(σθ)
(cosh((σ − 2ρ)θ) + cosh(σθ)− 2 cosh((σ − ρ)θ))

=
2ρ

θ
sinh(πθ)− 2

θ2
sinh2(π2 θ) +

2 sinh(π2 θ)

θ2 sinh(σθ)

{
cosh

(
π
2 θ
)

cosh((σ − 2ρ)θ)

− cosh
((

π
2 − σ

)
θ
)}
.

We know how to treat the first two terms in the last line of the equation above from equations (5)
and (6), so we only need to treat the third term. Applying the identity in equation (4) twice, we
see that

L−1

{
2

ˆ ∞
0

r dr

ˆ ∞
0

r0 dr0

ˆ ∞
0

dθKiθ(r
√
s)Kiθ(r0

√
s) sinh(π2 θ)

×
cosh

(
π
2 θ
)

cosh((σ − 2ρ)θ)− cosh
((

π
2 − σ

)
θ
)

π2θ2 sinh(σθ)

}
(t)

= L−1

{
1

2s2

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

cosh((σ − 2ρ)θ)− cosh
((

π
2 − σ

)
θ
)

sinh(σθ) sinh(π2 θ)

}

=
t

2

ˆ ∞
0

dθ
cosh

(
π
2 θ
)

cosh((σ − 2ρ)θ)− cosh
((

π
2 − σ

)
θ
)

sinh(σθ) sinh(π2 θ)
.

Thus, by the linearity of the inverse Laplace transform, we have that

ˆ R

0
r dr

ˆ ρ

0
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

0
dφ0 ηWσ(t, r, φ, r0, φ0)

=
1

2
ρR2 − R

π1/2
t1/2 + b̂(σ, ρ)t− S1(t) +

R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t,

where

S1(t) = L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh
(
π
2 θ
)

cosh((σ − 2ρ)θ)− cosh
((

π
2 − σ

)
θ
)

πθ sinh(σθ)

}
(t).

Thus, it suffices to show that S1(t) is exponentially small as t ↓ 0. Observe that

cosh
(
π
2 θ
)

cosh((σ − 2ρ)θ)− cosh
((

π
2 − σ

)
θ
)

πθ sinh(σθ)

=
cosh((π2 − σ + 2ρ)θ) + cosh((π2 + σ − 2ρ)θ)− 2 cosh((π2 − σ)θ)

2πθ sinh(σθ)

=
cosh((π2 − σ + 2ρ)θ)− 1

2πθ sinh(σθ)
+

cosh((π2 + σ − 2ρ)θ)− 1

2πθ sinh(σθ)

−
cosh((π2 − σ)θ)− 1

πθ sinh(σθ)
.
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Hence, we have that

S1(t) = L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh((π2 − σ + 2ρ)θ)− 1

2πθ sinh(σθ)

}
(t)

+ L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh((π2 + σ − 2ρ)θ)− 1

2πθ sinh(σθ)

}
(t)

− L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

cosh((π2 − σ)θ)− 1

πθ sinh(σθ)

}
(t).

Using Lemmata 3.6(i) and 3.6(ii), we see immediately that S1(t) = O
(
te−R

2Cσ,ρ/t
)

where Cσ,ρ > 0

is a constant depending only on σ and ρ. Undoing the variable substitution one sees that, b̂(σ, ρ) =

b(γ, β) with b as defined in Theorem 1.1 and 1
2ρR

2 = 1
2γR

2 = |S̃v(R)|, which concludes the proof. �

Theorem 3.9. Let v be a NOON vertex with middle angle γ and exterior angles β and α. Under
the variable change γ = ρ− λ, β = σ − ρ and α = λ, we have that 0 < λ < ρ < σ < 2π. The model

heat content contribution from S̃v(R) when γ is an interior angle of D̃ is

ˆ R

0
r dr

ˆ ρ

λ
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

λ
dφ0 ηWσ(t; r, φ, r0, φ0)

=
1

2
(ρ− λ)R2 − 2R

π1/2
t1/2 + ĉ(σ, ρ, λ)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cσ,ρ,λ/4t
)

= |S̃v(R)| − 2R

π1/2
t1/2 + c(γ, β, α)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cγ,β,α/4t
)
,

and when β and α are interior angles of D̃ is

ˆ R

0
r dr

ˆ
(0,λ)∪(ρ,σ)

dφ

ˆ ∞
0

r0 dr0

ˆ
(0,λ)∪(ρ,σ)

dφ0 ηWσ(t; r, φ, r0, φ0)

=
1

2
(λ+ σ − ρ)R2 − 2R

π1/2
t1/2 + ĉ(σ, ρ, λ)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cσ,ρ,λ/4t
)

= |S̃v(R)| − 2R

π1/2
t1/2 + c(γ, β, α)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cγ,β,α/4t
)
.

Here,

ĉ(σ, ρ, λ) = b̂(σ, ρ) + b̂(σ, λ)

−
ˆ ∞

0
dθ

cosh
(
π
2 θ
)

(cosh((σ − ρ− λ)θ)− cosh((σ − ρ+ λ)θ))

sinh(σθ) sinh(π2 θ)

and Cσ,ρ,λ, Cγ,β,α > 0 are constants depending only on σ, ρ, λ > 0 and γ, β, α > 0 respectively.

Proof. First let us consider the case where γ is an interior angle of D̃. Again, as in the case of the
NN and NON wedges, we begin with the integrals over the angles. We first observe that by Fubini’s
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theoremˆ ρ

λ
dφ

ˆ ρ

λ
dφ0 Φσ(θ, φ, φ0) =

ˆ ρ

0
dφ

ˆ ρ

0
dφ0 Φσ(θ, φ, φ0) +

ˆ λ

0
dφ

ˆ λ

0
dφ0 Φσ(θ, φ, φ0)

− 2

ˆ λ

0
dφ

ˆ ρ

0
dφ0 Φσ(θ, φ, φ0)

and we have treated the first two terms on the right-hand side in the NON wedge case. So only the
third term needs to be treated. We have thatˆ λ

0
dφ

ˆ ρ

0
dφ0 cosh((π − |φ− φ0|)θ)

=
2λ

θ
sinh(πθ) +

1

θ2

[
cosh((π − λ)θ) + cosh((π − ρ)θ)− cosh(πθ)

− cosh((π + λ− ρ)θ)
]

=
2λ

θ
sinh(πθ) +

1

2θ2 sinh(σθ)

[
sinh((π + σ − λ)θ)− sinh((π − σ − λ)θ)

+ sinh((π + σ − ρ)θ)− sinh((π − σ − ρ)θ)− sinh((π + σ)θ)

+ sinh((π − σ)θ)− sinh((π + σ − ρ+ λ)θ) + sinh((π − σ − ρ+ λ)θ)
]
,

(7)

as well as

sinh(πθ)

sinh(σθ)

ˆ λ

0
dφ

ˆ ρ

0
dφ0 cosh((φ+ φ0 − σ)θ)

=
sinh(πθ)

θ2 sinh(σθ)

[
cosh((σ − ρ− λ)θ) + cosh(σθ)− cosh((σ − λ)θ)

− cosh((σ − ρ)θ)
]

=
1

2θ2 sinh(σθ)

[
2 sinh(πθ) cosh((σ − ρ− λ)θ) + sinh((π + σ)θ)

+ sinh((π − σ)θ)− sinh((π + σ − λ)θ)− sinh((π − σ + λ)θ)

− sinh((π + σ − ρ)θ)− sinh((π − σ + ρ)θ)
]
,

(8)

and that

sinh((π − σ)θ)

sinh(σθ)

ˆ λ

0
dφ

ˆ ρ

0
dφ0 cosh((φ− φ0)θ)

=
sinh((π − σ)θ)

θ2 sinh(σθ)

[
cosh(λθ) + cosh(ρθ)− cosh((ρ− λ)θ)− 1

]
=

1

2θ2 sinh(σθ)

[
sinh((π − σ + λ)θ) + sinh((π − σ − λ)θ)

+ sinh((π − σ + ρ)θ) + sinh((π − σ − ρ)θ)− sinh((π − σ + ρ− λ)θ)

− sinh((π − σ − ρ+ λ)θ)− 2 sinh((π − σ)θ)
]
.

(9)

Summing (7), (8), and (9) we obtain thatˆ λ

0
dφ

ˆ ρ

0
dφ0 Φσ(θ, φ, φ0) =

2λ

θ
sinh(πθ) +

1

θ2 sinh(σθ)

(
sinh(πθ) cosh((σ − ρ− λ)θ)

− 1

2
sinh((π + σ − ρ+ λ)θ)− 1

2
sinh((π − σ + ρ− λ)θ)

)
=

2λ

θ
sinh(πθ) +

sinh(πθ)

θ2 sinh(σθ)

(
cosh((σ − ρ− λ)θ)

− cosh((σ − ρ+ λ)θ)
)
.

(10)
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Hence, using the identity (5) and the identity (4) twice, we have that

L−1

{ˆ R

0
r dr

ˆ ∞
0

r0 dr0

ˆ λ

0
dφ

ˆ ρ

0
dφ0GWσ(s, r, φ, r0, φ0)

}
(t)

=
1

2
λR2 − S2(t) + t

ˆ ∞
0

dθ
cosh(π2 θ) (cosh((σ − ρ− λ)θ)− cosh((σ − ρ+ λ)θ))

2 sinh(σθ) sinh(π2 θ)

where

S2(t) = L−1

{
1

s

ˆ ∞
R

r dr

ˆ ∞
0

dθKiθ(r
√
s)

×
cosh

(
π
2 θ
)

(cosh((σ − ρ− λ)θ)− cosh((σ − ρ+ λ)θ))

πθ sinh(σθ)

}
(t).

Now observing that

cosh
(
π
2 θ
)

cosh((σ − ρ− λ)θ)

πθ sinh(σθ)
−

cosh
(
π
2 θ
)

cosh((σ − ρ+ λ)θ)

πθ sinh(σθ)

=
cosh((π2 + σ − ρ− λ)θ)− 1

2πθ sinh(σθ)
+

cosh((π2 − σ + ρ+ λ)θ)− 1

2πθ sinh(σθ)

−
cosh((π2 + σ − ρ+ λ)θ)− 1

2πθ sinh(σθ)
−

cosh((π2 − σ + ρ− λ)θ)− 1

2πθ sinh(σθ)

by using Lemmata 3.6(i) and 3.6(ii) we have S2(t) = O
(
te−R

2Cσ,ρ,λ/t
)

where Cσ,ρ,λ > 0 is a constant

depending only on σ, ρ and λ. Now by the linearity of the inverse Laplace transform we have that

L−1

{ˆ R

0
r dr

ˆ ρ

λ
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

λ
dφ0GWσ(s, r, φ, r0, φ0)

}
(t)

= L−1

{ˆ R

0
r dr

ˆ ρ

0
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

0
dφ0GWσ(s, r, φ, r0, φ0)

}
(t)

+ L−1

{ˆ R

0
r dr

ˆ λ

0
dφ

ˆ ∞
0

r0 dr0

ˆ λ

0
dφ0GWσ(s, r, φ, r0, φ0)

}
(t)

− 2L−1

{ˆ R

0
r dr

ˆ λ

0
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

0
dφ0GWσ(s, r, φ, r0, φ0)

}
(t)

=
1

2
(ρ− λ)R2 − 2R

π1/2
t1/2 + ĉ(σ, ρ, λ)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cσ,ρ,λ/4t
)
.

Undoing the variable substitution one sees that, ĉ(σ, ρ, λ) = c(γ, β, α) with c as defined in Theorem

1.1 and 1
2(ρ− λ)R2 = 1

2γR
2 = |S̃v(R)|.

The case where β and α are interior angles of D̃ follows on from this. Note that by Fubini’s
theorem we have thatˆ

(0,λ)∪(ρ,σ)
dφ

ˆ
(0,λ)∪(ρ,σ)

dφ0 Φσ(θ, φ, φ0)

=

ˆ σ

0
dφ

ˆ σ

0
dφ0 Φσ(θ, φ, φ0) +

ˆ ρ

λ
dφ

ˆ ρ

λ
dφ0 Φσ(θ, φ, φ0)

− 2

ˆ ρ

λ
dφ

ˆ σ

0
dφ0 Φσ(θ, φ, φ0).

We see from (10) that ˆ ρ

λ
dφ

ˆ σ

0
dφ0 Φσ(θ, φ, φ0) =

2(ρ− λ)

θ
sinh(πθ).
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Hence by (5) we have

L−1

{
2

ˆ R

0
r dr

ˆ ρ

λ
dφ

ˆ ∞
0

r0 dr0

ˆ σ

0
dφ0GWσ(s, r, φ, r0, φ0)

}
(t) = (ρ− λ)R2,

and by Lemma 3.3 we have

L−1

{ˆ R

0
r dr

ˆ σ

0
dφ

ˆ ∞
0

r0 dr0

ˆ σ

0
dφ0GWσ(s, r, φ, r0, φ0)

}
(t) =

σ

2
R2.

Thus, we have

L−1

{ˆ R

0
r dr

ˆ
(0,λ)∪(ρ,σ)

dφ

ˆ ∞
0

r0 dr0

ˆ
(0,λ)∪(ρ,σ)

dφ0GWσ(s, r, φ, r0, φ0)

}
(t)

=
1

2
(σ + ρ− λ− 2(ρ− λ))R2 − 2R

π1/2
t1/2 + ĉ(σ, ρ, λ)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cσ,ρ,λ/4t
)

=
1

2
(β + α)R2 − 2R

π1/2
t1/2 + c(γ, β, α)t

+
2R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O
(
te−R

2Cγ,β,α/4t
)

which completes the proof.
�

4. Comparisons for model computations

We now show that the difference between our model heat content contributions and the actual
heat content contributions are exponentially small as t ↓ 0. Although some comparison results
for Neumann heat kernels are known [23], these were not sufficient for our purposes. In addition,
the Neumann heat kernel does not satisfy all properties that the Dirichlet heat kernel does. For
example, domain monotonicity for the Neumann heat kernel holds in some cases, see for example
[10, 11, 16, 19], but does not hold in general [1].

We obtain the required results using probabilistic methods as has been done before in [8] for
Dirichlet boundary conditions. The probabilistic interpretation arises from the fact that transition
densities for Brownian motion (BM) are given by heat kernels. We note that for us BM will be
associated with the operator −∆+∂t, which is merely the ‘standard’ BM in the probability literature
run at twice the speed. Moreover, imposing Neumann boundary conditions corresponds to reflecting
BM at the boundary, which we call reflecting Brownian motion (RBM). A good summary of RBM’s
and their relation to Neumann heat kernels for C3 domains is given in [17]. We use the construction
of RBM’s in polygonal domains given by Gallavotti and McKean in [14], which we summarise below
for convenience of the reader.

Let D be a, possibly unbounded, polygonal domain whose edges are labelled 1 through n. Then
for each string a1a2 · · · an with 1 ≤ ai ≤ n and ai+1 6= ai we can obtain a copy Da1a2···an of D
by reflecting D across the sides a1, a2, . . . , an successively. We also have the copy of D obtained
by carrying out no reflection and simply denote it D. We declare each of these copies of D to be
different and the collection K of all these copies is a covering sheet of D. From K, we can obtain the
open manifold M := K − {images of vertices of D}, which we view as a flat Riemannian manifold
and call it the manifold generated by D. Figure 4 shows a visualisation of this for an equilateral
triangle. For M , there is the self-evident continuous projection ΨM : M → D∗ := (D ∪ ∂D)\V ,
where V denotes the vertices of D. We obtain an RBM X on D by simply projecting a BM B on
M onto D∗ via ΨM , i.e. X = ΨM ◦B.

Before proving our comparisons, let us briefly give some notation: PΩ
x is the probability measure

associated with BM on Ω if Ω is a manifold and RBM on Ω if Ω is a polygonal domain; X and Y
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D∗ D∗
D∗1

D∗12

D∗121

D∗1212

D∗12121

D∗3
D∗32

D∗323

D∗3231

D∗32313

D∗31

2

31

2

312

1

2 1

1

2

3

1 3

M

Figure 4. Visualisation of part of the manifold generated by an equilateral triangle
D∗. Note that conventionally we would identify D∗12121 with D∗2 but we treat them
as distinct here. (This figure is an adaptation of Figures 2 and 3 in [14].)

will denote RBM’s on some given polygonal domains; and B, possibly with some superscript, will
denote a BM on a manifold generated by a polygonal domain or on R2. We note that the following
lemma was inspired by ideas in [2].

Lemma 4.1. Let D be a polygonal domain and δ > 0 fixed.

(i) Let x ∈ D with d(x, ∂D) ≥ δ, then we have that for any Borel sets A1 ⊂ D∗ and A2 ⊂ R2

with Bδ(x) ∩A1 = Bδ(x) ∩A2,∣∣∣∣ˆ
A1

dy ηD(t;x, y)−
ˆ
A2

dy pR2(t;x, y)

∣∣∣∣ ≤ 4e−δ
2/8t.

(ii) Let ẽ be an edge of ∂D and x ∈ D with d(x, ẽ) ≤ δ and d(x, ∂D\ẽ) ≥ δ. Let Hẽ denote the
half-plane with ẽ ⊂ ∂Hẽ and x ∈ Hẽ. Then we have that for any Borel sets A3 ⊂ D∗ and
A4 ⊂ Hẽ with A3 ∩D∗ ∩Bδ(x) = A4 ∩Hẽ ∩Bδ(x),∣∣∣∣ˆ

A3

dy ηD(t;x, y)−
ˆ
A4

dy ηHẽ(t;x, y)

∣∣∣∣ ≤ 4e−δ
2/8t.

(iii) Let v be a vertex of ∂D with interior angle γ. Let Wγ be the infinite wedge of angle γ with
vertex at v and suppose that B2δ(v) ∩D = B2δ(v) ∩Wγ. Then for any Borel sets A5 ⊂ D∗

and A6 ⊂W ∗γ with A5 ∩D∗ ∩B2δ(x) = A6 ∩W ∗γ ∩B2δ(x),∣∣∣∣ˆ
A5

dy ηD(t;x, y)−
ˆ
A6

dy ηWγ (t;x, y)

∣∣∣∣ ≤ 4e−δ
2/8t.

Proof. We do the comparisons at the manifold level. Let N1 ⊂ M1 and N2 ⊂ M2 be submanifolds
of some Riemannian manifolds M1 and M2. Suppose there is an isometry h : N1 → N2, then we
have that

PM1
x (B

(1)
t ∈ A, τN1 > t) = PM2

h(x)(B
(2)
t ∈ h(A), τN2 > t),

where: A ⊂M1 is a Borel set, B(1) is a BM on M1 started at x ∈M1; B(2) is a BM on M2 started at
h(x) ∈M2; and, τN1 and τN2 are the first exit times of B(1) and B(2) from N1 and N2 respectively.

Throughout M1 will always be the manifold generated by D and M2 will either be R2 or another
manifold generated by a polygonal domain. For notational purposes, for a polygonal domain D we
define the set

F (y, δ,D) := {x ∈ D∗ : |x− y| < δ}
and for an RBM X on D we define τX(y, δ) as the first exit time of X from F (y, δ,D), that is

τX(y, δ) := inf{t ≥ 0 : |Xt − y| ≥ δ}.
If y = x, then we simply denote this quantity by τX(δ).
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(i) R2 comparison (ii) Half-plane comparison (iii) Wedge comparison

Figure 5. Local illustrations of the preimages of subsets of a polygonal domain D,
whose exit times we are interested in, on the manifold generated by D.

For (i), we have M2 = R2 and let B(2) be a Brownian motion on M2. Let X := ΨM1 ◦B(1) be an

RBM on D given as the projection of a BM B(1) on M1. Via the construction of X we immediately
have that

PDx (Xt ∈ A1, τX(δ) > t) = PM1
x (B

(1)
t ∈ Ψ−1

M1
(A1), τN1 > t)

where N1 is the connected component of Ψ−1
M1

(F (x, δ,D)) containing x. Now N1 is isometric to the

ball N2 = Bδ(x) ⊂ R2, see Figure 5(i), and so we deduce that

PM1
x (B

(1)
t ∈ Ψ−1

M1
(A1), τN1 > t) = PR2

x (B
(2)
t ∈ A2, τN2 > t) = PR2

x (B
(2)
t ∈ A2, τB(2)(δ) > t),

by the restriction of the exit time and that A1 ∩Bδ(x) = A2 ∩Bδ(x). Hence

PDx (Xt ∈ A1, τX(δ) > t) = PR2

x (B
(2)
t ∈ A2, τB(2)(δ) > t),

and since A1, A2 are arbitrary in the statement we further deduce that

PDx (τX(δ) ≤ t) = PR2

x (τB(2)(δ) ≤ t).

From [8, §3], we know the bound PR2

x (τB(2)(δ) ≤ t) ≤ 4e−δ
2/8t. Now we haveˆ

A1

dy ηD(t;x, y) = PDx (Xt ∈ A1)

= PDx (Xt ∈ A1, τX(δ) > t) + PDx (Xt ∈ A1, τX(δ) ≤ t)

≤ PR2

x (B
(2)
t ∈ A2, τB(2)(δ) > t) + PDx (τX(δ) ≤ t)

≤ PR2

x (B
(2)
t ∈ A2) + 4e−δ

2/8t

=

(ˆ
A2

dy pR2(t;x, y)

)
+ 4e−δ

2/8t.

(11)

Reversing the roles of X and B(2), we obtain the result.
For (ii) the strategy is essentially the same as for (i) except we are comparing X with an RBM Y

on the half plane Hẽ. The key subtlety is that the manifold generated by Hẽ is simply M2 = R2 again
and B(2) will again denote a Brownian motion in the plane. Except we see that Ψ−1

M1
(F (x, δ,D))

is now comprised of the disjoint union of sets which are each the union of two overlapping balls
of radius δ, see Figure 5(ii), and we take N1 to be the connected component of Ψ−1

M1
(F (δ, x,D))

containing x. Arguing in the same way as in (i),

PDx (Xt ∈ A3, τX(δ) > t) = PHẽ
x (Yt ∈ A4, τY (δ) > t)
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and hence we see that PDx (τX(δ) ≤ t) = PHẽ
x (τY (δ) ≤ t). It is easy to see that

PHẽ
x (τY (δ) ≤ t) ≤ PR2

x (τB(2)(δ) ≤ t) ≤ 4e−δ
2/8t.

Hence following the argument as in (11) replacing B(2) with Y , we obtain the result.
For (iii) again the strategy is essentially the same as for (i) but now M2 is the manifold gen-

erated by the wedge Wγ , N1 and N2 are the connected components of Ψ−1
M1

(F (v, 2δ,D)) and

Ψ−1
M2

(F (v, 2δ,Wγ)) containing x respectively, see Figure 5(iii), and we are comparing X with an
RBM Y on the infinite wedge Wγ . But N1 and N2 are clearly isometric and thus one determines
immediately as above that

PDx (Xt ∈ A5, τX(v, 2δ) > t) = PWγ
x (Yt ∈ A6, τY (v, 2δ) > t)

and hence PDx (τX(v, 2δ) ≤ t) = PWγ
x (τY (v, 2δ) ≤ t). The radial component of RBM in the Neumann

wedge W ∗γ is the same as that of a BM in R2. So, since x ∈ F (v, δ,Wγ), we see that PWγ
x (τY (v, 2δ) ≤

t) ≤ 4e−δ
2/8t. Hence following the argument as in (11) replacing B(2) with Y , one obtains the

result. �

The proof of Theorem 2.1 now follows by combining Lemma 4.1 with the model computations
proven in the previous section. Let R and δ be as they are defined in Section 2.

For D̃(R, δ), we know that each x ∈ D̃(R, δ) satisfies d(x, ∂D) ≥ δ and so we immediately deduce

that from Lemma 4.1(i) taking A1 = A2 = D̃ that∣∣∣∣∣
ˆ
D̃(R,δ)

dx

ˆ
D̃
dy ηD(t;x, y)−

ˆ
D̃(R,δ)

dx

ˆ
D̃
dy pR2(t;x, y)

∣∣∣∣∣
≤
ˆ
D̃(R,δ)

dx

∣∣∣∣ˆ
D̃
dy ηD(t;x, y)−

ˆ
D̃
dy pR2(t;x, y)

∣∣∣∣
≤ 4|D̃(R, δ)|e−δ2/8t.

This inequality also holds if we replace D̃(R, δ) with an open cusp or with a rectangle Tẽ(R, δ) lying

on an open edge. For a sector S̃v(R) at an open vertex, we note that B2R(v) ⊂ D and so for each

x ∈ S̃v(R) we have that d(x, ∂D) ≥ R and we can apply Lemma 4.1(i) as in the other cases.
For Neumann cusps and rectangles lying on Neumann edges, we apply Lemma 4.1(ii) in the same

way except that we take A3 = D̃ and A4 = Hẽ. Moreover, for sectors S̃v(R) at NN, NON, and

NOON vertices with interior angle σ with respect to D, we know that for all x ∈ S̃v(R) we have
that d(x, v) ≤ R and that S2R(v)∩D = S2R(v)∩Wσ, for the infinite wedge Wσ by our definition of

R. Thus, we can apply Lemma 4.1(iii) as above with A5 = D̃ and A6 a suitable infinite wedge based
at v as described in Section 3 where we calculated the model computations for sectors at Neumann
vertices.

Appendix A. Model computations for other vertices

The computations in Section 3 can be extended to vertices with an arbitrary number of incident

edges in Ẽ. The case of open vertices lying in D with an arbitrary number of incident edges which
are all open is dealt with in [6]. Here we outline the case when the vertex lies on the Neumann
boundary ∂D. The notation used below is the same as that used in the proofs of Theorems 3.8 and
3.9 in Section 3

We choose such a vertex v ∈ Ṽ with interior angle with respect to D denoted σ ∈ (0, 2π).
Translating v to the origin and rotating as necessary, choose R > 0 sufficiently small so that

BR(0) ∩ D̃ = BR(0) ∩

(
k⋃
i=1

W ρi
λi

)
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where
W ρi
λi

:= {(r, φ) : r > 0, λi < φ < ρi}

and 0 ≤ λ1 < ρ1 < λ2 < ρ2 < · · · < λk < ρk ≤ σ. Then, as in Section 2, we set S̃v(R) = BR(0) ∩ D̃
and we model the heat content contribution from S̃v(R) by

k∑
i=1

k∑
j=1

L−1

{ˆ R

0
r dr

ˆ ρi

λi

dφ

ˆ ∞
0

r0 dr0

ˆ ρj

λj

dφ0GWγ (s; r, φ, r0, φ0)

}
(t)

=

k∑
i=1

L−1

{ˆ R

0
r dr

ˆ ρi

λi

dφ

ˆ ∞
0

r0 dr0

ˆ ρi

λi

dφ0GWγ (s; r, φ, r0, φ0)

}
(t)

+
k∑
i=1

∑
1≤j≤k
j 6=i

L−1

{ˆ R

0
r dr

ˆ ρi

λi

dφ

ˆ ∞
0

r0 dr0

ˆ ρj

λj

dφ0GWγ (s; r, φ, r0, φ0)

}
(t).

For 0 ≤ λ < ρ ≤ σ, we define

f̂(σ, ρ, λ) :=


0, λ = 0, ρ = σ

b̂(σ, ρ) λ = 0, ρ < σ

b̂(σ, σ − λ) λ > 0, ρ = σ

ĉ(σ, ρ, λ) λ > 0, ρ < σ

,

where b̂ and ĉ are defined in the statements of Theorems 3.8 and 3.9 respectively. Then, from
Lemma 3.3 and Theorems 3.8 and 3.9, we know thatˆ R

0
r dr

ˆ ρ

λ
dφ

ˆ ∞
0

r0 dr0

ˆ ρ

λ
dφ0 ηWσ(t; r, φ, r0, φ0)

=
1

2
(ρ− λ)R2 −

(2− 1{0}(λ)− 1{σ}(ρ))R

π1/2
t1/2 + f̂(σ, ρ, λ)t

+ (2− 1{0}(λ)− 1{σ}(ρ))
R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O(e−C/t),

(12)

from some constant C > 0 depending on R, σ, ρ, and λ (note that when λ = 0 and ρ = σ we
consider a Neumann vertex so there is no remainder as in Lemma 3.3).

Suppose W.L.O.G. that 0 ≤ λ < ρ < λ′ < ρ′ ≤ σ. By Fubini’s theorem we observe thatˆ ρ

λ
dφ

ˆ ρ′

λ′
dφ0 Φσ(θ, φ, φ0) =

ˆ ρ

0
dφ

ˆ ρ′

0
dφ0 Φσ(θ, φ, φ0) +

ˆ λ

0
dφ

ˆ λ′

0
dφ0 Φσ(θ, φ, φ0)

−
ˆ λ

0
dφ

ˆ ρ′

0
dφ0 Φσ(θ, φ, φ0)−

ˆ ρ

0
dφ

ˆ λ′

0
dφ0 Φσ(θ, φ, φ0).

Using (10) on each of these four double integrals, we see thatˆ ρ

λ
dφ

ˆ ρ′

λ′
dφ0 Φσ(θ, φ, φ0) =

sinh(πθ)

θ2 sinh(σθ)

(
cosh((σ − ρ′ − ρ)θ)− cosh((σ − ρ′ + ρ)θ)

+ cosh((σ − λ′ − λ)θ)− cosh((σ − λ′ + λ)θ)

− cosh((σ − ρ′ − λ)θ) + cosh((σ − ρ′ + λ)θ)

− cosh((σ − λ′ − ρ)θ) + cosh((σ − λ′ + ρ)θ)
)

=:
sinh(πθ)

θ2 sinh(σθ)
ĝ(θ;σ, ρ, λ, ρ′, λ′).

Using similar arguments as in the proof of Theorem 3.9 and repeated use of Lemma 3.6, one can
deduce that
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L−1

{ˆ R

0
r dr

ˆ ρ

λ
dφ

ˆ ∞
0

r0 dr0

ˆ ρ′

λ′
dφ0GWγ (s; r, φ, r0, φ0)

}
(t)

=

ˆ ∞
0

dθ
cosh(π2 θ)ĝ(θ;σ, ρ, λ, ρ′, λ′)

2 sinh(σθ) sinh(π2 θ)
+O(e−C

′/t)

=: ĥ(σ, ρ, λ, ρ′, λ′) +O(e−C
′/t),

(13)

where C ′ > 0 is a constant depending on R and the angles σ, λ, ρ, λ′, ρ′. Using (12) and (13), we

see that the model heat content contribution of S̃v(R) is

|S̃v(R)| −
(2k − 1{0}(λ1)− 1{σ}(ρk))R

π1/2
t1/2 +

 k∑
i=1

f̂(σ, ρi, λi) +
k∑
i=1

∑
1≤j≤k
j 6=i

ĥ(σ, ρi, λi, ρj , λj)

 t

+(2k − 1{0}(λ1)− 1{σ}(ρk))
R

π1/2
t1/2
ˆ ∞

1

dw

w2

ˆ 1

0
dy

y

(1− y2)1/2
e−R

2y2w2/4t +O(e−C
′′/t)

for some constant C ′′ > 0 depending on R and the angles σ, λ1, ρ1, . . . , λk, ρk.

To extend Theorem 1.1 to include vertices with an arbitrary number of incident edges in Ẽ,
one would need to construct a partition analogously to the construction given in Section 2. We
remark that we believe these ideas can be used for such wedges where instead of Neumann boundary
conditions we have Dirichlet boundary conditions or mixed Dirichlet-Neumann boundary conditions.
This would give rise to analogues of Theorem 1.1 in the Dirichlet-Open-Open-Dirichlet (DOOD)
case, the Dirichlet-Open-Open-Neumann (DOON) case, and so on.

Appendix B. Vertices with interior angle 2π and unbounded domains

Theorem 1.1 readily extends to include vertices of D with interior angle 2π as we shall now
describe. To make sense of this we first need to consider a generalised Neumann boundary condition
in the spirit of [12]. Consider the manifold metric

d̂(x, y) := inf{`(γ) : γ is piecewise C1 from x to y}
on D where `(γ) denotes the length of γ. The topology generated on D by this metric is precisely

the Euclidean topology however the completion D̂ of D in this metric is not a subset of R2, rather

an abstract space. We have a new boundary ∂D̂ := D̂ \D for which the normal derivative n̂ on the
boundary can be defined almost everywhere in the obvious way. The heat equation with Neumann
boundary conditions and initial datum f ∈ L∞(D) then becomes

∂u

∂t
(t;x) = ∆u(t;x), t > 0, x ∈ D,

∂u

∂n̂
(t;x) = 0, t > 0, x ∈ ∂D̂ a.e. ,

lim
t↓0

u(t;x) = f(x), x ∈ D.

Existence of a solution to this problem comes from the existence of a Neumann heat kernel using
a simple adaptation of the manifold construction by reflection discussed in Section 4 following [14,
§3]. Uniqueness of the solution to the heat equation can be obtained via the classical energy method

using a generalised Green’s formula, see [13, Thm 4.5], in light of D̂ being a pseudo Jordan domain,
see [12]. Alternatively, one can use a suitable generalisation of the maximum principle to prove this.

For a vertex with interior angle 2π the comparison to make is with the 2π wedge W2π := {(r, φ) :

r > 0, 0 < φ < 2π}. We impose the generalised Neumann boundary condition on ∂Ŵ2π. Existence
of a Neumann heat kernel in this case again comes from an adaptation of the methods in [14, §3],
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or indeed by observation comparing with the Neumann heat kernel for the wedge with angle < 2π,
i.e. the inverse Laplace transform of

GW2π(s; r, φ, r0, φ0) =
1

π2

ˆ ∞
0

dθKiθ(r
√
s)Kiθ(r0

√
s)Φ2π(θ, φ, φ0),

using the notation from Section 3. For model computations with this Green’s function, the results
of Section 3 and Appendix A readily extend to this case and the comparisons work in the exact
same way as in Section 4. The only point left to prove is the uniqueness of the Neumann heat kernel
for the 2π wedge. We do not do this directly here and leave an outline of the idea in Remark B.4.

Theorem 1.1 also extends to the case of polygonal domains whose boundary is a collection of
Neumann edges and open edges. Consider a polygonal domain D with each interior angle strictly
less than 2π. Now pick a sub-collection ∂D+ ( ∂D of edges of D and define a new domain

Ω := R2 \ ∂D+. In what follows, Ω will be a domain of this form and Ω̂ will denote its closure with
respect to the manifold metric. On Ω we can consider the (generalised) Neumann heat equation
with initial datum f ∈ L∞(Ω), i.e.

∂u

∂t
(t;x) = ∆u(t;x), t > 0, x ∈ Ω,

∂u

∂n̂
(t;x) = 0, t > 0, x ∈ ∂Ω̂ a.e. ,

lim
t↓0

u(t;x) = f(x), x ∈ Ω.

(14)

Via a simple adaptation of the method in [14], one can construct a suitable generalised Neumann
heat kernel on Ω from the fundamental solution to the heat equation on a manifold constructed
from reflected copies of Ω, and so there exists a bounded solution to (14). In fact, such a solution
is unique, see Proposition B.1. In particular, we can take f = 1

D̃
for some polygonal subdomain

D̃ ⊂ D ⊂ Ω and consider the heat content of D̃ and obtain a small-time asymptotic formula of
the form in Theorem 1.1 in this case. The comparisons work on the manifold level as in Section 4,
which justifies the local approximations of the heat content in small-time.

Finally, we prove the uniqueness of a bounded solution to (14).

Proposition B.1. Let Ω = R2 \ ∂D+ as above. For f ∈ L∞(Ω), there exists a unique bounded
solution to (14).

To prove Proposition B.1, we employ a result from [13] (in particular, page 307). This result
relies on three properties. We address the first one in Lemma B.2.

Lemma B.2. We have that C0(Ω̂) ∩H1(Ω) is dense in H1(Ω) with respect to the H1-norm and is

dense in C0(Ω̂) with respect to the uniform norm.

Proof. Take a finite cover {Ui} of Ω̂ by open sets in the following way. Let V+ denote the collection
of endpoints of connected components of ∂D+, note that for each v ∈ V+, there is a unique corre-
sponding v ∈ V+ such that there is a path through ∂D+ to v. We call v the connected partner of
v. Fix r > 0 such that for all v1, v2 ∈ V+, Br(v1)∩Br(v2) = ∅. These become our first collection of

open sets of Ω̂, which we shall call vertex sets in our cover. Then along each side of the boundary
between a given vertex v ∈ V+ and its connected partner v, pick two disjoint bounded open sets U1

and U2 on each side of the boundary such that Br(v) ∩ Uj , Br(v) ∩ Uj 6= ∅, d̂(V+, Uj) > 0 and are

at a positive distance from any other part of the boundary of ∂Ω̂. These we call boundary sets and

form our next part of the open cover. Finally, choose an open set U that covers the rest of Ω̂ and

lies at a positive distance from ∂Ω̂, we denote this set by U1. Now we have our open cover {Ui}, we
take {χi} to be a partition of unity subordinate to this open cover. See Figure 6 for a visualisation
of such an open cover for an example case where ∂D+ is comprised of two edges.
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U1

U2

U3

U4

U5

∂D+

Figure 6. An illustration an open cover U1, . . . , U5 of the case when ∂D+ is com-
prised of two edges. U1 is as described in the proof of Lemma B.2, U2 and U3 are
vertex sets in this cover and U4 and U5 are boundary sets.

Pick a function u ∈ H1(Ω). Then we can view χ1u as lying in H1(R2) and so we can find a

sequence u
(1)
n ∈ H1(R2) ∩ C0(R2) such that u

(1)
n → χ1u in the H1-norm as n → ∞. In particular,

we can choose the u
(1)
n such that their supports are contained U1. For a boundary set Ui, i 6= 1,

we can view Ui as a subset of a bounded polygonal domain D′ with interior angles < 2π. Then we

can view χiu as lying in H1(D′) and so we can find a sequence of functions u
(i)
n ∈ H1(D′)∩C0(D′)

converging to χiu in the H1-norm and moreover we can choose the u
(i)
n such that their supports

are contained in Ui. Finally for Ui = Br(v) a vertex set in our cover, we can view Ui as the ball of
radius r centred at the origin with the slit [0, r)× {0} removed. Then we know from [12] that this

is a pseudo Jordan domain and that there exist functions u
(i)
n ∈ H1(Ui)∩C0(Ui) converging to χiu

in the H1-norm and again we can choose the u
(i)
n such that their supports are contained in Ui.

Since our open cover was finite, putting this all together we see that

H1(Ω) ∩ C0(Ω̂) 3
∑
i

u(i)
n →

∑
i

χiu = u ∈ H1(Ω)

as n → ∞. Since u was arbitrary, we see that H1(Ω) ∩ C0(Ω̂) is dense in H1(Ω) in the H1-norm.

The fact that H1(Ω) ∩ C0(Ω̂) is dense in C0(Ω̂) with respect to the uniform norm can be deduced
in essentially the same way. �

The remaining two required properties of Ω follow by observation:

• There exists a regular exhaustion of (Ωn)n≥1 of Ω, that is a collection of smooth bounded
connected domains with Ωn ⊂ Ωn+1 and

⋃
n≥1 Ωn = Ω, such that

sup
n
|(∂Ωn) ∩Br(0)| <∞, ∀r > 0.

• For each y ∈ Ω̂ and i = 1, 2, there exists an open neighbourhood U of y and f ∈ H1(Ω)
such that f(x) = xi for all x ∈ U ∩ Ω.

With these two properties and the result from Lemma B.2 in hand, the following result from [13]
holds.

Lemma B.3. Let Ω = R2 \ ∂D+ as above. There exists a process X̂ on Ω̂ such that under the

natural quasi-continuous inclusion map ι : Ω̂ → Ω, we see that X := ι ◦ X̂ has the following
Skorokhod decomposition

Xt = X0 +Bt +

ˆ t

0
n̂(X̂s) dLs, t ≥ 0,

where B is a two-dimensional Brownian motion martingale additive functional of X̂ and L is a

positive continuous additive functional associated with the surface measure of Ω̂.
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The proof of Proposition B.1 now follows by similar arguments to those in [14].

Proof of Proposition B.1. Existence was already addressed in our preceding discussion. It remains

to prove uniqueness. We may assume that X̂ does not hit any of the vertices V̂ of ∂Ω̂. And so for

any u ∈ C∞((0,∞)× Ω̂\V̂ ), we can deduce a suitable variation of Itô’s lemma from Lemma B.3 in
this case. Namely, that

u(t; X̂t)− u(0; X̂0) =

ˆ t

0
∇u(s; X̂s) · dXs +

ˆ t

0

(
∂

∂t
+ ∆

)
u(s; X̂s) ds

=

ˆ t

0
∇u(s; X̂s) · dBs +

ˆ t

0
∇u(s; X̂s) · n̂(X̂s) dLs +

ˆ t

0

(
∂

∂t
+ ∆

)
u(s; X̂s) ds.

And since u is a solution to the heat equation on Ω with (generalised) Neumann boundary condition,
we see that

u(T − t; X̂t)− u(T ; X̂0) =

ˆ t

0
∇u(T − s; X̂s) · dBs,

from which we can deduce the uniqueness of u following the proof of Theorem 3.6 in [14]. �

Remark B.4. The uniqueness of bounded solutions to the heat equation on the 2π wedge with
bounded initial datum can be deduced in a similar way by decomposing a reflecting Brownian motion
on the 2π wedge into its radial and angular parts and following the lines of the final part of the proof
of Proposition B.1.
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