
III. International Conference on Electrical, Computer and Energy Technologies (ICECET 2023)
16-17 November 2023, Cape Town-South Africa

Comparative Study of Face Tracking Algorithms for
Remote Photoplethysmography

J.A.S.Y. Jayasinghe1, Stamos Katsigiannis2, and Lakmini Malasinghe3

1,3Department of Electrical and Electronic Engineering, Sri Lanka Institute of Information Technology, Malabe, Sri Lanka
2Department of Computer Science, Durham University, Stockton Road, Durham, DH1 3LE, UK

Emails: 1shehanijay@gmail.com, 2stamos.katsigiannis@durham.ac.uk, 3lakmini.m@sliit.lk

Abstract—Remote Photoplethysmography (rPPG) is a non-
invasive approach for monitoring Heart Rate (HR) that can be
used in various applications in healthcare and biometrics. rPPG
measurements acquired using facial videos have become very
popular and one of the main steps of this technique is facial
tracking and Region of Interest (ROI) extraction. This research
paper investigates four widely used face tracking algorithms,
namely MediaPipe Face Mesh (MPFM), Haar Cascade, Multi-
task Cascaded Convolutional Network (MTCNN), and Dlib,
concerning their ROI extraction capabilities for rPPG HR mea-
surements. Using evaluation metrics such as accuracy, processing
time, and ease of extracting ROIs, this work also recommends
the most suitable face tracking algorithm from those mentioned
above for rPPG measurements, and presents a compilation of a
prioritization list of ROIs based on their sensitivities for rPPG
measurements. Experimental results showed that the MPFM
algorithm and cheek ROIs provided the best measurements of
HR.

Index Terms—remote Photoplethysmography, Face Tracking,
ROI Extraction, Machine Learning.

I. INTRODUCTION

Heart Rate (HR), which is the number of times that a heart
beats per minute, is a vital indicator of many underlying health
conditions, and it is easily accessible and contains valuable
prognostic information. HR has been used to detect and predict
numerous cardiovascular diseases and to get a sense of a per-
son’s psychophysiology as well as in behavioral medicine [1].
An approach developed from Photoplethysmography, known
by different names including remote Photoplethysmography
(rPPG) and imaging Photoplethysmography (iPPG) utilizes a
video feed obtained using a camera to analyze the amount of
ambient light absorbed by the skin [2]. This absorbed amount
of light has been proven to be proportional to the changes in
blood volume passing through blood vessels beneath the skin.
This approach can be applied in situations where physical
contact with a person is undesirable. The most reliable HR
measurements have been obtained from the signals extracted
from facial videos [3]–[7]. Once videos are acquired, the face
of the person should be detected and tracked so that the signal
obtained across all of the frames in the video maps to the
same Region of Interest (ROI) of the face. It has been found
that different regions of the skin have different degrees of
sensitivity related to light absorption [8], [9]. This indicates

that rPPG requires preserving continuity from frame to frame.
This means the tracked region must remain constant across
frames, with no additional or reduced information, ensuring
that noise is kept at a minimum once spatial averaging for the
ROIs is conducted. Therefore, the efficiency and performance
of the face detection and tracking algorithm is very vital. There
have been many rPPG research studies conducted by utilizing
various face tracking algorithms, but due to the unavailability
of standardization, the performance of these algorithms needs
to be evaluated and compared to find the best approach
for rPPG measurements concerning different scenarios and
environments.

Rendon et al. [10] have discussed the usage of the Haar
Cascade Classifier for face detection through which a signal
extracted from the forehead ROI has been utilized to calculate
HR. This research is limited to data obtained from the fore-
head. Nikolaiev et al. [11] and Monsalve et al. [12] use the
whole face alongside skin detection to obtain the areas of the
skin visible for HR calculations. However, light absorption
varies with different parts of the skin [8], [9]. This means
that different ROIs, such as cheeks, chin and forehead, have
varying degrees of sensitivity related to absorption of light.
Therefore, when spatial averaging is applied for the whole
face, the area taken into consideration is not precise and the
larger area of skin results in more noise in the signal extracted.
Hence, the most visible and sensitive ROIs should be reliably
selected and extracted.

Nikolaiev et al. [11] used the Haar Cascade Classifier as
a means of calculating the stress index using Heart Rate
Variability as well as the time duration of a heartbeat, while
Chang et al. [13] used it to obtain rPPG measurements for
physiological signal feedback control in fitness training. By
combining Haar Cascade and Dlib toolkit to detect face bound-
ing boxes and to obtain pre-trained 68 facial landmarks to crop
out selected ROI regions respectively, Ma et al. [14] imple-
mented a rPPG system with the addition of an FIR Band-Pass
filter. Smelyakov et al. [15] and Zhang et al. [16] compared
MTCNN with YOLO and MTCNN with YOLOv3 respectively
and found that MTCNN was more accurate. Smelyakov et al.
[17] developed their model further by comparing MTCNN,
YOLOv3, Dlib, and Retinaface and found MTCNN and Reti-
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naface were more accurate than Dlib and YOLOv3. One of
the drawbacks of MTCNN and Retinaface is that they only
contain 5 facial landmarks as opposed to 68 facial landmarks
in Dlib [18]. But it was found that Dlib has a longer processing
time than MTCNN [18]. Kaiser et al. [19] compared Dlib and
MTCNN and the results showed that Dlib was more accurate.
This was in contrast to the outcome obtained by Smelyakov
et al. [17] as mentioned earlier. Hence, the outcomes of these
past researches are inconsistent and show varying degrees of
accuracy. They have also been compared with reference to
facial detection and not specifically for rPPG measurements.
Therefore, there is a need for better performance comparisons
between some of the most utilized facial detection algorithms
for HR measurements. Although Haar Cascade Classifiers
have been used frequently for rPPG measurements, novel
approaches such as MediaPipe Face Mesh, MTCNN, and Dlib
toolkit have not been thoroughly examined. Hence, this paper
discusses the comparison between the aforementioned facial
detection/tracking algorithms for rPPG applications.

ROIs used for signal extraction during the past research
studies include Full Face [20]–[22]; facebox detection fol-
lowed by skin segmentation, Palm [23] ; Palm detection
followed by skin detection, Cheeks [24]–[27]; ROI extrac-
tion using facial landmarks, Forehead [24], [25], [27]; ROI
extraction using facial landmarks and Adaptive ROI [28],
[29]; Finding the Signal to Noise ratio and dropping pixels
with lower ratios. During real-world scenarios, a specific ROI
cannot be predefined assuming there will be no obstructions in
this fixed region or this predefined area will always be visible.
Hence, in case one ROI is not visible, a different ROI should
be utilized to obtain the HR. This has not been implemented
in past research and they have not evaluated the accuracy of
the signals obtained from different ROIs to find the order of
sensitivities in order to find the most suitable ROI in practical
scenarios. Therefore, it is essential that for further research
in dynamic ROI selection, the different ROIs should be given
priorities in order of their sensitivities.

This research paper analyzes four methods of facial tracking
and compares different ROIs for HR calculation. The contri-
butions of this paper include the following;

• ROI extraction for MediaPipe Face Mesh, Haar Cascade,
MTCNN and Dlib face tracking algorithms.

• Recommendation of the most suitable face tracking algo-
rithm for rPPG HR measurements through the analysis of
accuracy, processing time and ease of extracting ROIs.

• Compilation of a prioritization list of different ROIs by
evaluating their sensitivities for rPPG measurements.

The rest of this paper is organised in three sections. Sec-
tion II describes the steps in the methodology. Section III
presents and analyses our experimental results, whereas Sec-
tion IV recounts the main techniques and results of this work.

II. METHODOLOGY

This section describes the steps and techniques used for
HR calculation. The steps include video acquisition, facial
tracking, ROI extraction, spatial averaging, signal processing,

spectral analysis, machine learning, and HR calculation. Fig. 1
shows a block diagram of the methodology. The following
subsections discuss the above steps in detail.

A. Video Acquisition

This experiment was conducted using a publicly available
dataset which included continuous facial recordings and the
respective ground truth HR measurements of the subjects.
The dataset used was the UBFC-RPPG dataset [20]. UBFC-
RPPG contains video recordings and ground truth heart rate
measurements of 42 subjects. The videos are in uncompressed
8-bit RGB format and have been acquired using a low-cost
Logitech C920 HD pro webcam at 30 frames per second with
a resolution of 640 × 480. The ground truth measurements
have been obtained using the Contec Medical CMS50E pulse
oximeter finger clip sensor [20]. The data has been obtained
from subjects that are stationary under constant lighting con-
ditions.

B. Face tracking and ROI extraction

In this work, four face detection and tracking algorithms
have been compared, namely, MediaPipe Face Mesh, Harr
Cascade, Dlib, and MTCNN:

1) MediaPipe Face Mesh (MPFM): MPFM utilizes a ma-
chine learning algorithm that can estimate the position of 468
3D facial landmarks in real time [30]. Fig. 2 shows the facial
landmarks obtained using MPFM, while Fig. 3a shows the
extracted ROIs of the subject. As shown in Fig. 3a, the ROIs
were extracted by using the coordinates of the landmark points
for the forehead, chin, right cheek, and left cheek. These points
were used to create a mask to perform bitwise AND operation
in order to obtain the area inside the ROIs which were then
cropped using a bounding box. Since MPFM provides 468
landmark points, another two ROIs were considered for the
two cheeks, as shown in Fig. 3b.

2) Haar feature-based Cascade Classifier: The Haar-like
features serve as the main building block for Haar classifier
object detection. These features are extracted using the Viola
Jones algorithm [31] which uses the difference in contrast
between neighboring rectangular groupings of pixels instead
of intensity values of individual pixels. Relatively light and
dark areas are identified using the contrast discrepancies
between pixel groups [32]. A Haar-like feature is formed
by two or three neighboring groups with a relative contrast
variance. Using a combination of these features, a face can
be detected [33]. After using AdaBoost algorithm to train
predictors sequentially, each trying to correct its predecessor,
the following stage chooses the features with the lowest
error rate because they are the features that most effectively
distinguish a face from a non-face, while other features are
rejected. OpenCV provides a training method as well as pre-
trained models that can be used as Haar Cascade classifiers.
The application of this face detection model is shown in Fig. 4
where the image of a subject is given on the left and the
cropped out face detected by the Haar Cascade classifier is
given on the right. By using proportional values inside the



Fig. 1: Block Diagram of the Methodology

Fig. 2: MediaPipe Face Mesh Facial Landmarks.

(a) (b)
Fig. 3: (a) First set of ROIs extracted using Face Mesh. (b)
Second set of ROIs extracted using Face Mesh.

bounding box of the face, 4 coordinates for each ROI were
obtained to extract them as shown in Fig. 5.

Fig. 4: Face detected through Haar Cascade Classifier.

3) Multi-task Cascaded Convolution Networks (MTCNN):
MTCNN is a network architecture built by cascading mul-
tiple tasks of a CNN. The positions of the faces and facial

Fig. 5: ROIs extracted using Haar Cascade Classifier.

landmarks are obtained using a cascaded three-layer network
structure that consists of three stages, namely Proposal Net-
work (P-Net), Refine Network (R-Net), and Output Network
(O-Net) [34]. P-Net utilizes an image pyramid with the original
image being resized and is used to extract the preliminary
features [16] as well as the corresponding vectors which
contain bounding box regression information [35]. In R-Net
layer, calibration based on bounding box regression and NMS
takes place while in order to choose numerous groups of
locally optimal face candidate frames, elimination of the face
candidate frames with poor scores also occurs [16]. O-Net
layer is similar to R-Net layer but it selects the best candidate
frames and outputs five facial landmark points [16]. Fig. 6a
shows the landmark points obtained for a sample taken from
the UBFC-RPPG dataset. These points were then used to
obtain approximate coordinate points for the forehead, chin,
left cheek, and right cheek, and these ROIs were extracted as
shown in Fig. 6b.

4) Dlib: Dlib is a cutting-edge C++ toolkit that includes
machine learning techniques and tools for developing sophis-
ticated software to address real-world issues. The Dlib library
consist of four components namely Bayesian Nets, Linear
Algebra, Optimization and Machine Learning Tools [36].
Dlib contains a facial landmark detector that utilizes pre-
trained models for face detection using 68 facial landmarks
corresponding to the outer edge of the chin, cheeks, eyebrows,
eyes, the outline of the nose, and the inner and outer edges of
the mouth. Fig. 7a shows the landmarks detected on a sample
video from the dataset, whereas Fig. 7b depicts the landmark
points considered for each of the forehead, chin, left cheek,
and right cheek and the extracted ROIs.



(a) (b)
Fig. 6: (a) MTCNN Facial Landmarks. (b) ROIs extracted
using MTCNN.

(a) (b)
Fig. 7: (a) Dlib Facial Landmarks. (b) ROIs extracted using
Dlib.

C. Spatial Averaging

Once the ROIs were extracted, the average pixel values of
the ROIs in each frame were recorded. For the videos in the
UBFC-RPPG dataset, a 30-second window corresponds to 900
frames. This calculation is shown in Eq. (1) where WS =
window size, FPS = Frames Per Second, and WT = window
duration in seconds.

WS = FPS ×WT (1)

By considering all of the frames corresponding to the last 30-
second window, the mean and the standard deviation of these
average pixel values were calculated in order to obtain the
normalized pixel values of each frame. Equation (2) shows
the calculation of the normalized pixel values.

normalized =
window −mean

std
(2)

D. Signal Processing

After obtaining the normalized pixel values of the ROIs,
Independent Component Analysis was applied to reduce the
Signal to Noise Ratio (SNR) by separating independent signals
from a linear mixture of underlying sources. For this experi-
ment, ICA was implemented using the FastICA algorithm from
the scikit-learn machine learning library. Here it was assumed
that the signal is formed of a mixture of three source signals
(RGB) and the 2nd component is said to contain the most

information regarding the HR of a person [37]. Malasinghe
et al. [38] has shown that when using a three-channel video,
green channel offers the best HR measurements. Therefore, the
green channel source signal was used for the HR calculation.
The range of heart rates considered in this research are in
between 50bpm to 240 bpm. These corresponds to frequencies
0.833Hz and 4Hz. Hence, the source signal obtained through
ICA is then filtered using a Butterworth band-pass filter
having a lower cutoff frequency of 0.8Hz and an upper cutoff
frequency of 4Hz to remove any unnecessary frequencies that
falls out of range of the heart rates considered.

E. Spectral Analysis and HR Calculation

Once the filtered signal is obtained, Fast Fourier Transform
(FFT) is applied to generate the power spectrum. The heart
rate range considered in this research is 50bpm to 240bpm, and
earlier research has shown that the frequency corresponding to
the maximum power of the spectrum corresponds to the heart
rate in beats per second (bps) at a given time [37]. Therefore
by multiplying this frequency value (in Hz) by 60 s, the HR
in beats per minute (bpm) was calculated for each second.

F. Machine Learning Model

The raw HR values obtained from the spectral analysis and
the corresponding ground truth values were used to train a
machine learning algorithm to determine the most accurate and
precise HR value. The ML algorithm used for this experiment
is the decision tree. The raw HR values of all ROIs considered,
for each of the MPFM, Haar Cascade, MTCNN, and Dlib
methods, as well as the ground truth HR values, were then
split into training data and test data according to a 4:1 ratio.
The training data were used to train the decision tree regression
model after which the Root Mean Squared Error (RMSE) and
Mean Absolute Error (MAE) of each face tracking algorithm
were used as the evaluation metrics for comparison.

Equation (3) shows the calculation of the Root Mean
Squared Error (RMSE), where N is the sample size, ŷi is the
predicted value for the ith observation, and yi is the actual
value for the ith observation.

RMSE =

√√√√ 1

N

N∑
i=1

(ŷi − yi)2 (3)

Equation (4) shows the calculation of the Mean Absolute
Error where N is the sample size, xi is the actual value for
the ith observation, and yi is the predicted value for the ith

observation.

MAE =

N∑
i=1

|xi − yi| (4)

The HR results obtained through the four face tracking
algorithms have been analysed in the following section.

III. RESULTS AND DISCUSSION

The results obtained through the processing steps are de-
picted in Fig. 8, Fig. 9, and Fig. 10), by using outcomes from
the MPFM algorithm applied for the left cheek ROI of one



subject from the UBFC-RPPG dataset. The plot of the mean
green pixel values calculated using the MPFM algorithm for
the left cheek ROI is shown in Fig. 8. The power spectra
obtained for the unfiltered signal as well as the band-pass
filtered signal are shown in Fig 9. Here, it can be seen that the
frequencies lower than 0.8Hz and higher than 4Hz have been
filtered out while the frequencies between these two thresholds
have been allowed to pass. The maximum power (shown in
the legend of the graph) of the unfiltered signal can be seen
as 85.647 dB and corresponds to a frequency of 0.033 Hz.
This would indicate that at the moment, the subject has a
HR 1.98 bpm, which is incorrect. But, once the Butter-worth
band-pass filter is applied, the maximum power equals 40.245
dB and corresponds to a frequency of 1.833 Hz. This shows
that the HR is around 109.98 bpm which was approximately
equal to the ground truth value of 110 bpm. This conveys that
noise from external illumination sources has been filtered out
through the band-pass filter. Fig. 10 shows the plot of heart
rates of the subject obtained from the left cheek using the
MPFM algorithm.

Fig. 8: Plot of Mean pixel values and Calculated Heart Rates

Fig. 9: Power spectra of unfiltered and filtered signal

Fig. 10: Plot of calculated heart rates

A. Performance Comparison of Face tracking Algorithms

The performance of the four face tracking algorithms have
been discussed in terms of accuracy, processing time, and ease
of ROI selection in the following subsections.

1) Accuracy: The RMSE and MAE values of the four
algorithms are illustrated in TABLE I. For MPFM, the RMSE
and MAE for both set of ROIs are given in the table. These
metrics were calculated using the training and test data used
for the ML model which included data from the whole dataset.

The last two columns of the table have been added to include
the RMSE and MAE averages between the two cheeks. Here
it can be seen that the lowest RMSE and MAE corresponds
to the MPFM algorithm followed by Dlib, MTCNN and Haar
Casade. This conveys that for rPPG HR measurements, among
the considered face tracking algorithms, MediaPipe Face Mesh
offers the best accuracy. The table also illustrates how the
bandpass filter (BPF) has improved the HR measurements.

2) Processing time: TABLE II provides the processing
times (on an Intel Core i7-10750H CPU @ 2.60GHz with
16 GB RAM) of each of the four face tracking algorithms
for HR calculations. These were calculated using a video
containing 1547 frames taken from the dataset. Here it can
be seen that MPFM took the lowest time to process the
video, followed by Haar Cascade, while Dlib took the longest,
followed by MTCNN. Hence, it can be concluded that Dlib
and MTCNN are not suitable for real-time applications of
rPPG HR calculations.

3) Ease of ROI selection: By referring to Fig. 2, Fig. 6a,
and Fig. 7a, it can be seen that MPFM offers the highest
number of options for ROI selection followed by Dlib and
MTCNN. This is due to the higher number of landmark
points available for drawing ROIs. The higher number of
facial landmark points recognized by MPFM allows more
ROI options and precise ROI locations even when the face is
angled. This can be seen in Fig. 11. Even in situations where
the face is obstructed, the higher number of landmark points
enables dynamic selection of points for ROI selection.

Fig. 11: Angled face recognized by Face Mesh

Even though Haar Cascade has a lower processing time, a
considerable flaw of Haar Cascade is the unreliability of the
algorithm in the presence of patterns that may seem similar to
Haar features. This can be seen in Fig. 12 where the pattern
in the subject’s clothes have been recognized as Haar features
and hence, the facebox extracted is inaccurate and has led
to incorrect ROI extraction. Another drawback is that Haar
Cascade does not provide landmark points. The process of ROI
selection in the Haar Cascade algorithm depends solely on a
calculation using the dimensions of the facebox. Hence, if the
face is angled as shown in Fig. 13a, the ROIs extracted would
be incorrect. However as can be seen in Fig. 13b, MPFM is
much better for such instances.

By taking into consideration the accuracy, the processing
time and the number of landmark pints of the four face track-
ing algorithms, it can be concluded that MediaPipe MPFM is
the most suitable approach for accurate and fast real-time HR
monitoring.

B. Prioritization list of ROIs
By analyzing the results given in TABLE I, when consid-

ering the different ROIs, it can be concluded that the most



TABLE I: RMSE and MAE of different ROIs corresponding to each face tracking algorithm
RMSE MAEFace Tracking Algorithm ROI Without BPF With BPF Without BPF With BPF

Average RMSE
With BPF

Average MAE
With BPF

Forehead 11.4436 9.1415 7.9628 6.3681 9.1415 6.3681
Chin 13.9826 11.6099 10.2766 8.2552 11.6099 8.2552
Left Cheek ROI 1 11.3001 9.3603 7.8576 6.4347
Right Cheek ROI 1 14.0226 11.7035 10.3537 8.3943 10.5319 7.4145

Left Cheek ROI 2 8.4206 6.488 5.5881 4.617

MediaPipe Face Mesh

Right Cheek ROI 2 6.789 5.8033 4.8667 4.1692 6.14565 4.3931

Forehead 12.1799 11.4241 8.8769 8.974 11.4241 8.974
Chin 14.3916 13.3531 10.9268 10.1685 13.3531 10.1685
Left Cheek 12.3403 10.9737 8.8667 7.9054Haar Cascade

Right Cheek 11.1409 9.9506 7.9267 6.9295 10.46215 7.41745

Forehead 14.0401 12.5782 10.7017 9.0973 12.5782 9.0973
Chin 14.901 11.9909 11.2184 8.8844 11.9909 8.8844
Left Cheek 8.5034 6.2706 5.7688 4.3256MTCNN

Right Cheek 11.5042 9.4529 8.0674 6.5073 7.86175 5.41645

Forehead 9.9025 8.7857 6.4888 6.4493 8.7857 6.4493
Chin 15.5086 12.4773 11.7919 9.0823 12.4773 9.0823
Left Cheek 11.1143 8.5824 7.3184 5.9809Dlib

Right Cheek 9.0459 6.4084 5.7593 4.3469 7.4954 5.1639

TABLE II: Processing times of each face tracking algorithm

Face Tracking Algorithm Processing time Frames processed
per second

Face Mesh with ROI 1 00:22.8924 67.5770125
Face Mesh with ROI 2 00:19.6821 78.5993365
Haar Cascade 00:54.7827 28.2388418
MTCNN 14:06.8707 1.82672514
Dlib 36:51.9116 0.69939504

Fig. 12: Pattern in subject’s clothes detected as Haar Features

sensitive ROIs are the cheeks followed by the forehead and
the chin. In the case of the Face Mesh algorithm, the smaller
ROIs performed better than the larger areas. This may have
occurred owing to the lower amount of noise from motion
artifacts and external illumination sources in the smaller area.
It can be seen that except for MTCNN, the right cheek offered
better HR measurements than the left cheek. This could also be
due to external illumination conditions that affect the two sides
of the face to different degrees. This order of sensitivity can

(a) HaarCascade (b) Face Mesh
Fig. 13: ROIs of an angled face recognized by Haar Cascade
and Face Mesh

be used to give precedence to the ROIs with higher sensitivity
when only a part of the face is visible or when obstructions
are present.

IV. CONCLUSION

In this research, we investigated and compared different
face tracking algorithms, namely MediaPipe Face Mesh, Haar
Cascade, MTCNN, and Dlib, for rPPG heart rate measure-
ments with reference to their ROI extraction methods. We
also analyzed their accuracy, processing time and ease of
ROI selection along with the sensitivities of ROIs for HR
measurements.

Through the results obtained, it can be concluded that the
highest accuracy and lowest processing time are provided by
MPFM. When compared to Haar Cascade, Dlib and MTCNN,
MPFM provides the most flexibility when choosing a ROI
because it is possible to select ROIs using a larger choice of
landmark points. Since MPFM can identify a greater number
of landmarks on the face, it can pinpoint the location of
a ROI regardless of the angle at which the face is seen.
The increased number of landmark points permits dynamic
selection of points for ROI selection even when the face
is obscured. We conclude that MediaPipe Face Mesh is the
optimal method for precise and quick real-time HR monitoring
based on its superior performance across all three metrics
compared to the other three face tracking algorithms. Based on
the data, the cheeks are the most effective ROI for extracting
rPPG readings, followed by the forehead and the chin. This
discovery can be utilized to prioritize these ROIs when only a
portion of the face is visible or when there are impediments in
the way. With these contributions, we believe that this research
gave deep insight to methods and techniques that can further
improve rPPG HR monitoring systems.
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