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Abstract

Rotational abnormalities in the lower limbs causing patellar mal-tracking negatively affect patients’ lives, particularly young
patients (10—17 years old). Recent studies suggest that rotational abnormalities can increase degenerative effects on the joints
of the lower limbs. Rotational abnormalities are diagnosed using 2D CT imaging and X-rays, and these data are then used
by surgeons to make decisions during an operation. However, 3D representation of data is preferable in the examination of
3D structures, such as bones. This correlates with added benefits for medical judgement, pre-operative planning, and clinical
training. Virtual reality can enable the transformation of standard clinical imaging examination methods (CT/MRI) into
immersive examinations and pre-operative planning in 3D. We present a VR system (OrthopedVR) which allows orthopaedic
surgeons to examine patients’ specific anatomy of the lower limbs in an immersive three-dimensional environment and to
simulate the effect of potential surgical interventions such as corrective osteotomies in VR. In OrthopedVR, surgeons can
perform corrective incisions and re-align segments into desired rotational angles. From the system evaluation performed by
experienced surgeons we found that OrthopedVR provides a better understanding of lower limb alignment and rotational
profiles in comparison with isolated 2D CT scans. In addition, it was demonstrated that using VR software improves pre-
operative planning, surgical precision and post-operative outcomes for patients. Our study results indicate that our system
can become a stepping stone into simulating corrective surgeries of the lower limbs, and suggest future improvements which
will help adopt VR surgical planning into the clinical orthopaedic practice.

Keywords Virtual reality - Surgical planning - Virtual collaborative osteotomies - Decision-making - VR collaborative
environment

1 Introduction phy (CT) examination. Surgical treatment of these defects
depends on the degree of deformity [26] and the patient’s

Rotational abnormalities of the lower limbs are a rela- age [2].

tively common orthopaedic problem (Fig. 1). The estimated
incidence rate of patients suffering from this pathology
is approximately 5.8 per 100,000, and this incidence rate
increases in patients 10—17 years old. A misaligned joint axis
(Fig. 2) can lead to joint overloading, the onset of exercise
pain, and cause early-onset osteoarthritis. Medical diagnosis
of rotational abnormalities requires quantifying the rotational
profile of the whole limb both by clinical examination and
imaging techniques, preferably by computational tomogra-
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Recently, the amount of data collected before a surgical
procedure has significantly increased as modern imaging
systems are widely available. Virtual reality (VR) tech-
nologies can lead the way in taking advantage of the now
abundant patient-specific data, aiding in their immersive 3D
visualisation and correct interpretation, improving our under-
standing of human anatomy substantially [31]. For example,
a patient’s brain 3D model is used by a neurosurgeon for clip
pre-selection on aneurysms, invasive coronary artery bypass,
or virtual oncologic liver surgery [22, 32, 34]. In most of the
aforementioned cases, 3D models were created from CT or
MRI screening that are mostly recorded in 3D volumes [12,
42].
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A B
Fig. 1 Difference between a healthy anatomy of the lower limbs (A),
pathological anatomy affected by varus deformity (B), and pathological

anatomy affected by valgus deformity (C). (Licensed by BioRen-
der.com)

In this paper, we investigate how VR can be used to exam-
ine patients’ anatomy and visualise surgical outcomes for
de-rotational corrective procedures such as the femoral, tib-
ial, and tibial-tuberosity osteotomy. We design & implement
a VR system, OrthopedVR, where surgeons can simulate
“breaking” the bone and adjusting the rotational profile in
each bone segment separately. New segment angles are cal-
culated and the post-operative change in angle is visualised.
We achieve this by designing an application-specific 3DUI
and integrating it in collaborative VR.

Our system was inspired by medical specialists’ growing
demand for VR visualisation tools [11]. As standalone VR
hardware becomes more affordable, 2D CT and magnetic
resonance images (MRI) transformed into 3D models can
be viewed and manipulated stereoscopically in an immer-
sive environment, improving (i) medical judgment, (ii)
clinical training, and (iii) operation planning [45]. We specif-
ically focus on VR surgical planning, that enables surgeons
understand pathological and anatomical spatial relationships,
boosting surgical confidence [37]. As complex surgical pro-
cedures & training future surgeons requires teamwork [4, 35],
OrthopedVR also supports VR collaboration & remote con-
sultation with colleagues. We evaluate our VR system based
on surgeons’ performance when determining bone incision
locations and lower limb rotational profile angles in VR,
compared to surgical planning using standard clinical digital
imaging and communications in medicine (DICOM) view-
ers for axial CT images. Our study confirms VR’s practical
benefit in lower limb clinical assessment planning.

Our three specific contributions include:

— We developed OrthopedVR, enabling surgeons to exam-
ine & manipulate 3D reconstructions of CT scans of
patients suffering from rotational abnormalities and
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Fig.2 Lower limb anatomy (left), including the patello-femoral knee
joint (right). (Licensed by BioRender.com)

patellar mal-tracking in an immersive, multi-user, col-
laborative environment.

— To facilitate this, we designed an application-specific,
hybrid 3DUI combining contextual and static UI designs.
The 3DUI controls the surgical planning simulation
by providing incision positioning, post-incision leg re-
alignment, and post-operative angles calculation & visu-
alisation.

— We perform a quantitative and qualitative evaluation for
corrective osteotomy planning of the lower limbs in VR.
Four expert orthopaedic surgeons endorse our methodol-

ogy.

2 Related work

2.1 Rotational deformities in femur & tibia, and
patellar instability in the lower limbs

Several factors ensure a normally working patellofemoral
joint (PFJ) (Fig. 2): soft connective tissues around the
knee, the correct geometry of osseous structures and prop-
erly aligned components in the lower limb. The rotational
alignment of the femur and tibia determine the correct
patellofemoral tracking and properly working knee joint.
Orthopaedic doctors are especially interested in the femoral
version (FV), tibial rotation and knee joint rotation angle
(KJRA) [38] (Fig. 3). Significant femoral anteversion leads
to an internally rotated gait unless a simultaneous external
tibial torsion rotates the leg outward maintaining a normal
foot progression angle during gait. Increased femoral antev-
ersion and tibial torsion produce patellofemoral instability.
The patellar mal-tracking manifests itself in occasional or
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Fig. 3 The femoral neck-horizontal axis angle (A); distal femoral
condyle-horizontal axis angles (B); Proximal tibial condyles-horizontal
axis at the level of the knees (C); Bimalleolar-horizontal axis angles at
the level of the ankles (D)

permanent instability & chronic pain in the knee region.
The anatomic relationship between the resultant force from
the quadriceps and the line of pull of the patellar tendon is
called the Q-angle and is normally 10-15°. The first defor-
mity that affects the patella tracking is valgus (knock knee
syndrome) or varus (bow leg syndrome) of the tibia (Fig. 1).
Commonly in paediatric patients, the tibia is in the valgus.
The varus-valgus deformities in the tibia are the most com-
mon. Secondary deformities are also, in some cases, found
in the rotated distal femur [7, 19].

2.2 Clinical diagnostics and surgical treatment

The patient history, physical examination and gait observa-
tions can indicate signs of patellar mal-tracking, in-toeing or
out-toeing gait. Sometimes, malalignments of the hips and
knees go unnoticed, perpetuating pain and discomfort, due
to the two adverse rotations of the femur and tibia that would
otherwise maintain the patient’s feet in a parallel position
when walking.

Images taken from the front of the leg, the back, or the side
during single or bi-planar X-ray examinations do not reveal
the rotational abnormalities [13, 17]. Moreover, the assess-
ment accuracy solely by CT/radiography is questionable [23,
33]. Previous studies showed that 3D reconstruction of bi-

planar radiographs or CT versus standard 2D visualisation
of radiological data on PACS systems, did not exhibit signif-
icant differences during the lower limb length and alignment
angle measurements. Significant differences were found only
for pelvic obliquity and rotation. Even though 3D reconstruc-
tions of radiological data are interchangeable with clinically
standard 2D viewing methods, they presented a superior
inter-reader agreement [3, 14].

The Modified Perth Protocol, employing 2mm thick
select axial CT scan acquisition through femoral necks,
knees and ankle joints, is often used to diagnose rotational
abnormalities [6, 20]. Conventionally, radiologists deter-
mine the lower limb rotational profile by measuring various
CT angles directly on 2D CT slices (Fig. 3). The femoral
neck-horizontal axis angle determines the femoral neck
anteversion/retroversion angle. The distal femoral condyle-
horizontal axis angles are then measured and the degree of
femoral rotation is determined as a relative angle between
proximal femoral neck-horizontal axis and distal femoral
condyle-horizontal axis angles, expressed as femoral inter-
nal or external rotational angles. The tibial torsion angles
are calculated as a relative angle between the proximal tib-
ial condyles-horizontal axis at the level of the knees and
bimalleolar-horizontal axis angles at the level of the ankles;
the tibial torsion is described either as positive external rota-
tional or negative internal rotation [16].

Patella tracking can be treated surgically [8, 18, 27] when
the tibia is in valgus or varus deformity, by guided growth
using plates. However, if the correction of the varus/valgus
deformity does not improve the Q-angle, the external rotation
of the distal segment of the femur must be considered. If mal-
tracking persists, a displacement osteotomy of the patella
insertion on the tibia may be required.

2.3 Virtual reality for surgical planning

VR in orthopaedics are mainly related to procedure train-
ing, education, diagnosis, and rehabilitation [1, 15, 25, 30,
41]. By providing a virtual environment, VR enables the
evaluation of different anatomical regions of the body, facil-
itating the development of an accurate preoperative plan
and the visualisation of the entire operative process [43].
For example, in a case report by Kim et al. 2020 [21],
surgeons conducted preoperative planning in VR for total
maxillectomy and orbital floor reconstruction and they par-
ticularly remarked the strengths of this technology. The use
of VR in orthopedic surgery training has also demonstrated
a measurable improvement of surgical skills and knowl-
edge acquisition among orthopedic surgeons and a flattening
of the initial learning curve [10, 15]. However, to the best
of our knowledge, there exist no studies/solutions targeting
VR surgical planning for derotational osteotomies based on
patient-specific data.
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VR surgical planning has also shown its potential in clip
pre-selection in aneurysms [22], where VR provided neu-
rosurgeons with improved spatial understanding of vascular
anatomy leading to outstanding aneurysm closure rates. VR
has aided surgeons with oncologic liver surgeries planning
[32], curtailing procedure-related complications. 3D models
of patient’s specific liver geometry were involved. Inva-
sive coronary artery bypass for Kawasaki disease [34] has
also been demonstrated, where the interactive reconstruc-
tion of CT images helped plan the insertion of thoracoscopic
ports and determine the ideal location for anterior mini-
thoracotomy. Overall, VR has shown great potential in
improving orthopedic surgery and rehabilitation, but more
research is required to fully understand its benefits and lim-
itations.

3 OrthopedVR

OrthopedVR, provides surgeons with a VR environment
where they can rehearse an osteotomy beforehand, based on
real patient measurements, and visualise its outcome. Vari-
ous angle correction amounts can be appraised and visualised
before operating on the patient. A surgeon first indicates the
anticipated incision plane. Our system then recalculates the
geometry of the segmented bones and generates two superim-
posed bone segments that can be manipulated independently
and then fused back, in a collaborative manner. Orthope-
dVR is implemented in Unity3D (Unity Technologies) and
deployed on Meta Quest 2 headsets.

3.1 Collaborative virtual environment

We implemented a multi-user mode in OrthopedVR as col-
laborative virtual environments enable surgeons to work on
patient cases jointly, increasing their ability to understand a
case, and treat it effectively. Additionally, the implementation
of collaborative mode provided respondents with adequate
VR training by the study coordinator before they were asked
to evaluate our system (Fig. 4). At the start of the VR training
session, respondents are able to observe the instructor inter-
act with the 3DUI elements in the VR environment, but also
practice the controls themselves.

The Photon Engine PUN2 solution (Exit Games GmbH,
Germany) has been integrated into our Unity3D-based imple-
mentation to enable communication between individual
clients. This solution provides synchronisation of position
and rotation with interactive objects in the scene, and also
remote procedure calls responsible for script execution dis-
tribution across all network users.

Environment. The user enters a simple, square room
in VR, where all interaction happens. A 3D-model of the
patient’s lower limbs hovers in the centre of the room. Follow-
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Fig. 4 A study coordinator (green avatar) and the respondent (blue
avatar) training on a collaborative osteotomy before the beginning of
the evaluation session

ing preliminary testing we chose colors for the background
and the different osseous structures to maintain a strong
perceived contrast and enhance their distinctiveness. Using
brighter colours (the natural beige colour of bones) was
avoided, as it strained users’ eyes during preliminary test-
ing.

Avatars. Virtual avatars have been implemented to ensure
coordination between multiple users sharing the same virtual
environment (up to 5, currently). These avatars are spawned
for each player when joining the virtual room. An avatar
consists of a sphere corresponding to the head of the user
with a VR headset model attached indicating the direction
of the other user’s head. Additionally, models of hands are
visualised so users can point to areas of the patient’s anatomy
to each other.

Audio. Surgeons not sharing the same physical envi-
ronment with their colleagues when discussing cases or
investigating and planning surgical procedures require audio
chatting capabilities. Therefore a Photon Voice plugin has
been implemented to provide users with such functionality.
Recorder and Photon Voice Network components implement
the transmissions of players’ voices. The Recorder com-
ponent records the audio from the user’s microphone and
distributes it to other users via the Photon Voice Network
component. The audio source is located at the centre of
the player’s avatar head. Therefore, the origin of the sound
appears to follow users as they move.

The main task that must be performed in VR is bone cut-
ting and repositioning based on bone segment angles. To
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PATIENT'S INFORMATION

Case number: A2

ANGLE MEASUREMENTS OBTAINED
FROM CT BY A RADIOLOGIST:

Fig. 5 A The contextual 3DUI providing bone-cutting actions and
relevant information visualisation. B The world-positioned UI, omni-
present, communicating essential information. C Dynamic control

do so, the user grabs a Cutting Cube using the controller,
which defines the position and direction of the cutting plane.
The plane has six degrees of freedom (6-DoF). We devised
a whole set of different 3DUISs, to aid the cutting process
decision-making, which we present in the next section.

3.2 3DUI

Our application-specific 3DUI (Fig. 5) combines multiple
UI principles [24] to aid with decision-making and informa-
tion visualisation, and is only controlled with two physical
buttons, Index Triggers and Hand Triggers. We combine
three different Ul design paradigms to enable users make
treatment-related decisions & actions whilst having access to
all required information at all times. The dynamic UI main-
tains relevant items/options visible and ready to select/view
depending on the surgery simulation state, without tedious
searching in non-intuitive scroll-view menus.

3.2.1 Contextual Ul

A contextual Ul enables direct interaction with the lower
limbs, appearing where a segmentation is being performed.
The user adjusts the rotation of the limb segment by touch-
ing the limb and rotating their wrist. A protractor (Fig. 5A)
indicates the rotation angles achieved for each bone segment.
This Ul provides essential data for decision-making, increas-
ing situational awareness when manipulating bone structures.

3.2.2 World-positioned Ul

A World-positioned UI displays key patient/procedure-
related data that should be available at all times, collected
during the clinical examination, e.g., rotational angles mea-

panel U, attached to the one hand of the user and controlled with their
other hand, containing context-specific actions that get dynamically
updated

sured in different locations on both lower limbs (Fig. 5B).
This Ul is purposefully fixed, always-present.

3.2.3 Dynamic control panel Ul

This is a point-and-click control panel, dynamically updated,
visible at all times, attached to the left controller (user’s left
hand - for right-handed users; can be swapped for left-handed
users) providing immediate access to the most essential func-
tions (Fig. 5C). This point-and-click Ul circumvents the use
of several physical controller buttons to perform the large
variety of tasks required during pre-operative planning. It
contains simple call-to-action (CTA) buttons that execute
functions essential to bone-cutting. The right controller (can
be swapped for left-handed users) can be used to point to
the CTAs. Pressing the Secondary Index Trigger selects the
indicated task.

3.3 Collaborative osteotomies

Once a tentative cutting plane has been positioned, and a cut
is initiated using the dynamic control panel UI, a series of
processes are triggered, generating a new, segmented mesh.
Our algorithm performs an exclusion check of the intersect-
ing vertices in the limb vertex list. Two vertex lists are created
in the intersection plane, and checks are performed to estab-
lish on which side of the cut the final original vertices lie.
Then two new meshes are created from each vertex list. New
vertex normals are then calculated along with their bound-
aries and tangents for accurate lighting. Different materials
are assigned to each segment: a green material indicates the
split-off part that should be rotated (orange material means
fixed). To perform this osteotomy in a collaborative envi-
ronment and calculate accurate angles, we address several
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technical challenges, such as the complex synchronisation
required between meshes and environment states. We include
more technical details of our implementation in the supple-
mental document (Sect. 1).

3.4 Optimisations for standalone VR deployment

Scene lighting is a blend of “pre-baked” and real-time lights.
The scene’s ambient lighting, such as the walls, ceiling
and floors, is calculated using pre-computed light transport
(“baked” light, into a single 1024x1024 pixels lightmap -
helping reduce the number of draw-calls when static batching
is enabled). Objects which share the same material, as well as
the lightmap, are drawn in the same draw-call. Lightmaps are
generated by the Progressive CPU Renderer [40]. Pixel light
count is set to 1, to maintain high performance on stand-
alone VR headsets [28]. Global illumination is processed
using the Shadow Mask lighting mode [39]. Lighting the
dynamic objects is based on real-time calculations. In order
to avoid unnecessary real-time light ray casting onto static
models, layer-based filtering is used. Real-time shadow cast-
ing is disabled as it would lead to increased draw-calls and
polygons due to the high-res lower limb segmentation.

4 Evaluation

We evaluated our VR system both quantitatively and quali-
tatively.

4.1 Materials and methods

Quantitatively, our focus was on surgeons’ examination per-
formance when manipulating patient CT data on a standard
desktop DICOM viewer (as in a picture archiving and com-
munication system, PACS) compared to our immersive 3D
reconstruction of the data in OrthopedVR. Our objective per-
formance metric was task completion time for each case and
method of assessment. Task completion time serves as an
excellent proxy to assess the respondent’s spatial understand-
ing of the unique pathological anatomy of the patient. Our
goal was not only to measure how much time our technique
saves, compared to PACS, but rather establish, in combina-
tion with the qualitative questionnaires and user feedback that
significantly less cognitive resources are required to diagnose
and plan a surgery in VR, versus 2D viewing. System data
such as CPU and GPU utilisation & average FPS count were
also recorded.

Qualitative evaluation data were collected in the form
of post-session questionnaires and feedback, particularly
focusing on the usability of our 3DUI. An additional, conven-
tional Ul usability study with non-experts would not provide
valuable data for our purposes, as members of the general
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population without experience in derotational osteotomies,
would not be able to evaluate the UI in the context of surgi-
cal planning. More specifically, the qualitative questionnaire
is designed to assess user experience when using Orthope-
dVR for osteotomy planning. We obtained feedback on the
visual fidelity, user interface, multi-user interaction capa-
bilities, the quality of the 3D data reconstruction, and the
perceived performance of the VR simulation among other
things. We also gauged the potential of VR in pre-operative
orthopaedic assessment and planning, and assessed the will-
ingness of users to adopt and recommend VR technology for
pre-operative planning to colleagues and trainees, thus pre-
dicting the potential acceptance and uptake of the technology
in the orthopaedic community. Participants responded using
an extended Likert scale (1 = “very negative” to 10 = “very
positive”). Participants were also asked for insights outside
of the pre-set questions. The full set of 15 questions can be
found in the supplemental document (Sect. 3).

4.2 CT data acquisition

Following ethical approval by our department, we obtained
five anonymised data sets of patients indicated to undergo
lower limb corrective surgery from our country’s national
health system. The Modified Perth Protocol of our national
health system only records the areas of the proximal femur,
femoral condyles, and taulus from an axial view (0.4-0.6 mm
slice thickness in coronal view, 0.4-0.5 mm in sagittal view,
and 3.3-3.6mm slices) to reduce X-ray radiation dosage.
Visualisation of the non-continuous dataset is included in
the supplemental document (Sect. 2). Due to the missing CT
data between the proximal femur, femoral condyles and the
taulus, we model the missing structures synthetically. This
was required to provide doctors with a realistic 3D model
enabling them to locate anatomical features, but no leg joint
data were interpolated, or joint angles where affected. We
also optimise the 3D models for standalone VR. We present
our bone interpolation/optimisation technique in the next sec-
tion 4.2.1. The CT data were segmented using 3D Slicer
based on the master volume range on the Yen’s threshold
method and using the Robust Statistics Segmenter [36, 44].
Our CT data segmentation and processing was validated by a
Lead Consultant Musculoskeletal Radiologist specialising in
diagnostic, interventional musculoskeletal and sports imag-
ing (co-author).

4.2.1 Mesh augmentation and optimisation

Due to the aforementioned limitation of missing CT data
between the proximal femur, femoral condyles and the taulus,
it is necessary to model the missing structures synthetically.
This is essential to provide doctors with a realistic 3D model
enabling them to locate anatomical features. The remodelling
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Participant 1

Participant 2

Sequence:
CT1,CT2,CT4

Participant 3

Sequence:
CT4, CT1,CT2

Sequence:
CT2, CT3, CT5

Fig. 6 We split the evaluation cohort in two groups of two, enabling
us to draw a plethora of conclusions, despite the limited cohort and
dataset size. In the clinical and pre-operative studies we directly com-
pared performance between respondents using a DICOM viewer and
OrthopedVR on three cases. All of the data collected from the testing

does not affect or adjust the original bone parts as recorded
on CT, but rather only adds structures in-between them.
This additional geometry helps visualise how different angle
changes in various areas of the leg affect one-another. We
used a mesh of the lower limb generated from an open-source
contiguous CT stack, as the base mesh for the remodelling
of the in-between structures. The modelling filling process
is performed in Maya (Autodesk, USA), (mean data prepa-
ration time 1h 36 m (SD = 0h 24 m).

3D Slicer produces 3D models with dense topology con-
taining millions of polygons and saves them into a.stl CAD
format. Due to the noise and artefacts that are present in
the CT slices, significantly more -unnecessary- polygons are
generated. Importing such 3D models with dense topolo-
gies in VR significantly impacts the rendering performance.
To ensure a well-performing VR experience, data first go
through a re-meshing and decimation process. We used
MeshLab [5], an open-source software for processing and
editing 3D triangular meshes. By applying surface simpli-
fication using quadric error metrics, we unify neighbouring
vertices that share the exact coordinates and reduce the poly-
gon count of the segmented 3D models [9]. After applying
this procedure, we obtain an optimised model made of just a
few thousands of vertices instead of hundreds of thousands.
During software testing, we observed that the model of the
entire structure of both lower limbs decreased in polygon
count more than 90 times, from 755,644 to 8,234 poly-
gons. That ensures stable performance during run-time on
the Meta Quest 2. The initial dimensions and shape of the
original segmentation are conserved by setting the preserve
boundary function in MeshLab. We studied the possibility
of accidentally deforming the anatomical structures, thus
decreasing anatomical accuracy, and we found no signifi-
cant proportional changes in the optimised model. Models
from MeshLab are exported in the.obj file format. Following
the mesh augmentation and optimisation processes, the col-
laborating radiologist (co-author of the paper) validated the
reconstruction by utilising segmentation software to over-
lay the 3D reconstructed mesh over the CT volumetric data.

Pre-operative planning study

Overall comparison
All Participants All Participants
All collected data Al collected data

Participant 4

Sequence:
CT3, CT5, CT2

session were then included in the overall comparison of the DICOM
viewer versus OrthopedVR, regardless of the study type. Note that the
illustration of the testing sequences does not follow the exact order of
how respondents viewed the individual cases; the order was randomised
for each participant

This process ensured that possible geometrical deviations in
the 3D model compared to the CT image were detected. No
inaccuracies were detected in the 3D reconstruction by the
radiologist.

4.3 Participants

According to the most recent report of our national register
for knee osteotomies, 49 surgeons are registered in the UK
healthcare system [29]. Due to the complicated and invasive
nature of derotational procedures, these types of surgeries
are only performed by a very limited number of individuals
with a vast experience in the field. Despite the scarcity of
experienced specialists in derotational osteotomies, we man-
aged to recruit 4 experienced orthopaedic surgeons (8.16%
of the professional body in our country) averaging 20 years
of experience in the field (SD =2.36), mean age 50 years (SD
= 2.87). Two surgeons out of four are performing corrective
osteotomies regularly. Two surgeons focus on primary and
revision hip and knee replacement and one of them partly
performs corrective osteotomies. None of them had previous
experience with VR. The doctors were not involved in the
development process of our system and were not aware of its
functioning.

4.4 Procedure

CT scans of five pediatric and young adult patients suf-
fering from patellar mal-tracking either caused by femoral
or tibial rotational abnormalities were selected, processed
(Sect. 4.2.1) and were used for the evaluation. To make
the most of our evaluation cohort, we split the participants
into two groups of two, each group running their own study
(Fig. 6). The first group of participants (clinical assessment
study) comprised one surgeon with experience in hip & knee
replacements and some corrective osteotomy experience and
one surgeon with experience in hip & knee replacements and
experience in indicating patients with rotational abnormali-
ties for expert surgeons primarily focusing on this area. The
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first group’s objectives were to examine and set diagnoses
based initially on the axial CT images and later on 3D recon-
structions of the CT data in VR and provide us with a direct
comparison regarding decision-making between different
methods (Sect. 4.5.1). The second group of participants
(pre-operative planning study), including two exceedingly
experienced osteotomy surgeons was used to provide a direct
comparison in decision-making for surgical intervention and
surgical planning between different cases and assessment
methods with and without prior examination of CT images
(Sect. 4.5.2). Participants of this group had to explain their
surgical plan.

4.5 Clinical assessment study and pre-operative
planning study

During the first part of each study, participants were shown
patient data on a desktop computer using a DICOM viewer
with radiological annotations including femoral horizontal
axis angle, femoral condylar horizontal axis angles, tibial
condyles horizontal axis angles, and bimalleolar horizontal
axis angles (Fig. 3). Patient data presentation order was ran-
domised for each participant and method. Participants were
not aware that the cases presented in Orthoped VR or in
the DICOM viewer could be of the same patients. For each
patient case, we asked participants to establish a diagnosis
and indication for a surgical procedure (in addition to a sur-
gical plan for the pre-operative planning study). We recorded
task completion time and their diagnosis.

Before the second part of each study (evaluation in Virtual
Reality), each participant underwent a tutorial session in col-
laborative VR with the session coordinator (primary author of
this paper), during which they were trained on how to interact
with the user interface and perform incisions on a 3D model
of the lower limbs specifically for training (not included in
the testing set). Then, during the examination of patients’ 3D
reconstructions in VR, participants were again asked to estab-
lish patients’ diagnoses. The task completion and details of
the diagnosis were recorded for each patient’s case. After the
clinical assessment in OrthopedVR, participants were asked
to fill up the qualitative questionnaire. This post-session ques-
tionnaire followed an informal feedback discussion probing
the participant’s experience with the virtual reality system to
specifically indicate its benefits and potential issues before
implementation into clinical medicine.

4.5.1 First group: clinical assessment study

The intent of the clinical assessment study was to compare
task completion times of Participant 1’s performance of set-
ting patient’s diagnoses based on the CT images prior to the
visualisation in OrthopedVR, and Participant 2 being only
able to use OrthopedVR, and to compare overall task com-
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pletion times spent examining and diagnosing on a desktop
CT DICOM viewer and by using OrthopedVR.

Participant 1 was presented with CT data of five patients.
Participant 2 was presented CT data of only three patients’
prior to the VR examination. This was done in order to be
able to compare task completion times of a participant who
was able to examine CT data prior to the visualisation onto
the Orthoped VR system, and a participant who was not pro-
vided CT images beforehand with an exemption of a single
case. Participant 2 only saw three out of five cases in order to
limit their possible bias when directly comparing both par-
ticipants’ performance per case using different methods, i.e.,
we wanted to ensure that they did not see all cases in both
systems. Participant 1 was presented all five cases in both
methods for us to observe changes in understanding of the
patients’ anatomy if cases are seen in both systems.

4.5.2 Second group: pre-operative planning study

The purpose of the pre-operative planning study was to com-
pare task completion times of Participant’s 3 performance of
surgical planning on the CT images prior to the visualisa-
tion in OrthopedVR and Participant 4 only being able to use
OrthopedVR.

Participant 3 was presented all five cases for clinical
evaluation on the desktop DICOM viewer and later on the
Orthoped VR system. Participant 3 also performed an exam-
ination of CT 3D reconstructions in the OrthopedVR system
in a different randomised order to eliminate any learning
effects. Participant 4 was presented with three cases each for
clinical evaluation on the desktop DICOM viewer and in the
VR system with one case overlapping between both exam-
ination methods. As in the case of the Clinical assessment
study group, presenting just three cases for each method to
Participant 4 was done to minimise bias and learning effects
due to them seeing a patient’s case with a different visualisa-
tion method when comparing each participant’s performance
per each case.

5 Results and discussion
5.1 Quantitative measurements

Task completion times of all participants and study groups for
desktop-CT versus VR strongly indicated that participants
completed the tasks much faster in VR. Mean comple-
tion time in VR was shorter (mean = 1m 52s, SD = Om
295s) in contrast to examinations performed on the desktop
DICOM viewer (mean = 4m 23s, SD = 1 m 445s) (Fig. 7).
We tested the difference of the completion times over all
participants and both study groups for desktop-CT versus
OrthopedVR using a non-parametric Mann—Whitney U test
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due to log-normal distribution reported by Shapiro-Wilk test.
A Mann-Whitney test indicated statistical significance in task
completion times differences (DICOM viewer (Mdn =218 s)
versus OrthopedVR (Mdn = 85s), U = 30, p = .0001).
These results, taken together with very positive user feed-
back (see next subsection), establish that VR indeed enabled
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Fig. 9 The results of the qualitative questionnaire (10 is better)
(Sect. 5.2). Please note that Q7 was an open-ended question (also see
supplemental for full questionnaire)

a better understandings of patients’ pathological anatomy in
the OrthopedVR system.

5.1.1 First group: clinical assessment study

Task completion times analyses indicate a better understand-
ing of patients’ anatomy when in VR, and improvement

@ Springer
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in decision-making. Participant 1 assessed three selected
patients’ CT scans on a desktop DICOM viewer. Participant
2 examined the same three selected patients’ 3D recon-
structions in OrthopedVR without being able to examine
CT datasets in the DICOM viewer beforehand. Our mea-
surements indicated that Participant’s 2 understanding was
strengthened from the 3D reconstructions (Participant 1:
mean = 7m 3s, SD = 3m 36s vs Participant 2: mean =
Im 10s, SD = Om 165s) (Fig. 8). Participant’s 2 decision-
making was 6x faster in OrthopedVR than Participant’s 1
decision-making on the DICOM viewer. Participant’s 1 aver-
age total task completion time for setting on a diagnosis for
all 5 patients in OrthopedVR (mean = 3m 25s, SD = Im
15s) improved by 46.3% in comparison with the average
total task completion time while examining all patients’ data
in the DICOM viewer (mean = 6m 22s, SD = 3m 225).
Comparing average task completion times across both par-
ticipants in OrthopedVR (mean = 2m 14s, SD = 1m 30s)
and desktop DICOM viewer (mean =4m 585, SD =3m 85)
showed a 55% difference (more than 2x) between methods
in favour of OrthopedVR.

5.1.2 Second group: pre-operative planning study

The results of the pre-operative planning study provided us
with insights on how experienced surgeons could benefit
from surgical planning in an immersive VR environment. We
observed much shorter task completion times for Participant
4 during the clinical examination and surgical planning in
Orthoped VR (without being able to first examine CT images)
(mean = 2m 29s, SD = O0m 56s) compared to Participant’s
3 examination and planning in the DICOM viewer (mean
=4m 37s, SD = 1m 3s), overall a 46,2% difference in
decision-making time (Fig. 8). During the clinical exami-
nation and surgical planning of all patients’ data, Participant
3 performed 77,3% faster in OrthopedVR (mean = 1 m 5,
SD =0, 175s) than in the DICOM viewer (mean = 4m 46s,
SD =1m 195s).

When using 2D CT scans, the surgery planning appeared
to be faster than the clinical assessment (again, for 2D CT
scans). However, this trend is reversed in VR: it is faster
to do the clinical assessment than to plan the surgery. We
attribute this to the greater experience of respondents in the
“Surgical Planning” group. However, it was expected that
the surgical planning itself will take more time in VR than
clinical assessment, as the surgeons were asked to provide a
more comprehensive report on how they would proceed.

5.1.3 VR system performance
OrthopedVR running on the Meta Quest 2 had consistently

stable frame rates throughout clinical testing. The CPU util-
isation of the device was low (mean = 20%, SD = 5.76%)
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and the GPU utilisation was moderate (mean = 50.75%, SD
=9.99%). Frames-per-second (FPS) were locked to a maxi-
mum of 72 FPS during testing, supported by our optimisation
methods (mean = 71.8 FPS, SD = 1.3 FPS).

5.2 Qualitative measurements

Responses to the questionnaires support that Participants felt
that OrthopedVR offered a better understanding of lower
limb alignment and rotational profile in comparison with
isolated 2D axial CT images (mean = 8.25/10, SD = 1.5)
(Q10) (Fig. 9). They agreed that such a VR system can play
a significant role in orthopedic assessment (mean = 9/10,
SD = 0.81) (Q8). The majority of the participants felt neu-
tral, and one participant felt positive about reducing their
reliance on conventional radiological manual measurement
of angles on CT images (mean = 6.25/10, SD = 2.75, min.
=3, max. =9) (Q11). Participants further indicated that VR-
based orthopaedic planning will be used in the future (mean
= 8.75/10, SD = 1.25) (Q9). They shared a positive feed-
back relating to the increased reproducibility of lower limb
rotation profile angle measurements as part of pre-operative
planning and reduced variation in angles related to human
factors (mean = 7.75/10, SD = 2.21) (Q12). Based on the
respondents’ feedback, use of VR software in conjunction
with radiology reports could improve the surgical planning,
precision, and post-operative outcomes for the patients (mean
=8.25/10, SD = 1.25) (Q13).

They were positive about them being confident that VR
should be incorporated in future clinical practice (mean =
8.25/10, SD = 0.95) (Q14), and they would recommend VR
rotational profile alignment software for pre-operative plan-
ning to their colleagues and trainees (mean = 8.25, SD =
0.95) (Q15). Participants found the collaborative functional-
ity in OrtopedVR useful for training and cooperation (mean
=8.5/10, SD = 1.29) (Q3). Participants also stated that they
appreciated more the collaborative tutorial they underwent
before the testing session of Ortoped VR with the study coor-
dinator than they would have a pre-recorded video tutorial
(mean = 8.5/10, SD = 0.57) (Q4). Participants found the VR
environment visually appealing (mean = 8.25/10, SD = 1.25)
(Q0).

Participants appreciated the contrast between the anatom-
ical structures of the patient and the darker background.
Participants did not complain during the testing for any
strain on their eyes. Participants also indicated general sat-
isfaction with the visual performance during the osteotomy
planning (mean = 8.25, SD = 1.25) (Q1).Participants showed
positive feedback towards the combination of contextual,
world-static, and dynamic control panel Uls (mean = 8/10,
SD = 0.8) (Q5). Participants also rated that the application
was perceivably stable during their individual testing session
(mean score = 9.25/10, SD = 0.95) (Q2).
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5.3 Summary

Reflecting upon the quantitative and qualitative study results,
the reconstruction of patients’ CT data into an immersive
environment has an undoubtedly positive impact on diagno-
sis and surgical planing. Our framework enables surgeons to
essentially rehearse a surgery before performing it and try
out different parameters and observe the result. Moreover,
OrthopedVR, works based on the current -limited- clinical
protocols of our health system, without requiring any addi-
tional data or radiation dosage.

This is the first study, to our knowledge, that concentrates
on improving surgical planning during orthopaedic proce-
dures of the lower limbs, whose current gold standard for
diagnosis and pre-operative planning is only a CT scan, an
anterior-posterior X-ray, or a physical examination of the
patient by an orthopaedic doctor.

5.4 Limitations

A limitation of this study is the amount of available datasets of
patients suffering from rotational abnormalities of the lower
limbs. Obtaining pediatric cases was exceedingly difficult as
our national body reports only 620 cases between the years
of 2014-2017 and 70% of patients were between 40 and 55
years of age [29]. These abnormalities are not that widely
diagnosed in the younger population as patients are often told
to wait until they are candidates for knee arthroplasty despite
the fact that knee osteotomy could delay the progression of
arthritis. As a result of this, we were only able to gather
data from 5 cases. A second limitation stems from the fact
that due to current clinical protocols attempting to reduce
radiation exposure, there exist no post-operative CT datasets
serving as a ground truth comparison for the pre-operative
planning. We relied on the experience of the four surgeons to
validate their outputs. We did not ask the surgeons to cross-
validate each other as their preferred operating approaches
(angles & incision technique) to treat mal-tracking differed
substantially depending on their personal preference.

6 Conclusion and future work

We presented OrthopedVR, a VR system implementing an
application-specific 3DUI to (i) visualise rotational abnor-
malities of the lower limbs and (ii) enable surgeons first
rehearse a derotational osteotomy in VR. Our quantita-
tive and qualitative evaluation showed beyond doubt that
immersive surgical planning in VR can be beneficial for
more accurate understanding of structural abnormalities, the
patient’s pathological anatomy, efficient surgical planning
and improved clinical outcome. OrthopedVR can function
based on existing clinical screening protocols without requir-

ing additional data or radiation exposure. To our knowledge,
this is the first system & study to improve surgical planning
for lower limb orthopaedic procedures, whose gold standard
for diagnosis and pre-operative planning is only a CT scan,
an anterior-posterior X-ray, or a physical examination by an
orthopaedic doctor.

Based on extensive discussions with the experienced sur-
geons, future work could involve: (i) creating a virtual model
enabling an understanding of the effect of additional inter-
ventions on patella tracking, e.g., as the distance between the
lower pole of the patella and the tibial tuberosity remains the
same, the femoral condyle moves around that point; It would
thus be beneficial for surgeons to be able to view the knee in
extension, 30, 60, 90, and 120 degrees of flexion and observe
the relation of the patella to the trochlear groove. (ii) Pro-
vide the ability for surgeons to mix and match techniques to
gain an understanding of what happens with each interven-
tion and how interventions affect one another. One surgeon
also suggested the implementation of medial patellofemoral
ligament reconstruction into the VR simulation. (iii) Fur-
ther work on tailored CT protocols, to improve the overall
quality and reduce time for producing 3D models for sim-
ulated VR environments. This would also allow to validate
our approach on a large sample of patients data including
post-operative screening serving as the ground truth. Finally,
future work could also validate our approach on a larger sam-
ple of patient data as well as to compare the results of the VR
pre-operative planning to actual post-operative CT screen-
ings, which, however, will require a fundamental change of
the clinical data acquisition protocols in our health system.

Supplementary Information  The online version contains supplemen-
tary material available at https://doi.org/10.1007/s00371-023-02949-
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