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Abstract

Recently, methods for skeleton-based human activity
recognition have been shown to be vulnerable to adversar-
ial attacks. However, these attack methods require either
the full knowledge of the victim (i.e. white-box attacks), ac-
cess to training data (i.e. transfer-based attacks) or fre-
quent model queries (i.e. black-box attacks). All their re-
quirements are highly restrictive, raising the question of
how detrimental the vulnerability is. In this paper, we show
that the vulnerability indeed exists. To this end, we consider
a new attack task: the attacker has no access to the vic-
tim model or the training data or labels, where we coin the
term hard no-box attack. Specifically, we first learn a mo-
tion manifold where we define an adversarial loss to com-
pute a new gradient for the attack, named skeleton-motion-
informed (SMI) gradient. Our gradient contains informa-
tion of the motion dynamics, which is different from existing
gradient-based attack methods that compute the loss gra-
dient assuming each dimension in the data is independent.
The SMI gradient can augment many gradient-based attack
methods, leading to a new family of no-box attack meth-
ods. Extensive evaluation and comparison show that our
method imposes a real threat to existing classifiers. They
also show that the SMI gradient improves the transferability
and imperceptibility of adversarial samples in both no-box
and transfer-based black-box settings.

1. Introduction

Deep learning models are vulnerable to adversarial at-
tacks, which compute data perturbations strategically to
fool trained networks. Since its discovery [31], a wide vari-
ety of models in different tasks have been attacked [1], rais-
ing severe concerns as these perturbations are impercepti-
ble to humans. Recently, the adversarial attack in skeleton-
based human activity recognition (S-HAR) has attracted at-
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Information White-  Queried  Transferred No- Hard
Accessible Box  Black-Box Black-Box Box No-Box
Model Parameters v X X X X
Queries of Victims v v X X X
Training Samples X X v X X
Labels v v v v X

Table 1. Comparisons on different settings of adversarial attacks.
v/ and X indicate if a method needs to access the corresponding
information.

tention as skeletal data have been widely used in security-
critical applications such as sports analysis, bio-mechanics,
surveillance, and human-computer interactions [24].

Existing attacks in S-HAR are categorized into white-
box and black-box approaches. White-box approaches
require prior knowledge of the full details of a victim
model [18, 36] while black-box approaches require a large
number of queries to the victim model [7] or the access to
training data and labels [36]. On the one hand, the victim
model details and the training data and labels are unlikely
to be available to the attacker in real-world scenarios. On
the other hand, making frequent and numerous queries (e.g.
tens of thousands) to the victim model is time-consuming
and raises suspicion. In other words, the settings of existing
S-HAR attacks are overly restrictive. A key to a success-
ful attack is to reduce the required information of the victim
model, training data and labels.

In this paper, we introduce a new threat model that re-
quires no access to the victim model, training data or labels.
We name the new threat model the hard no-box attack, dif-
ferentiating from the recent no-box attack on images [16]
that does not require access to the victim model but still
needs access to the labels (i.e. soft no-box attack). Table
1 demonstrates the comparison on different settings of ad-
versarial attacks. Among all attack settings, our hard no-
box attack requires the least amount of knowledge, as it can
only access the testing data without labels. Designing such
an attack is nontrivial and challenging. Without access to
the victim model, the attack method cannot rely on the gra-
dient of a classification loss [12], data manipulation during



training [25], and the feedback of a classifier [2]. The chal-
lenge is further exacerbated by the requirement of no label
and training sample access, where no surrogate model can
be trained to attack or estimate the data distribution.

To tackle the challenges, we propose a contrastive learn-
ing (CL) [34] solution with a manifold-based no-box ad-
versarial loss. First, we introduce a new application of CL
to learn a latent data manifold where similar samples are
naturally aggregated while dissimilar samples are dispersed
without the need of class labels. It provides a good descrip-
tion of sample similarity that facilitates generating skele-
tal adversarial samples. CL is suitable for hard no-box at-
tack settings due to its ability to capture the discriminative
high-level features under our restricted attack conditions.
Second, we compute the perturbation to drag a data sample
away from its similar neighbors in the latent space, bounded
by a pre-defined budget. In particular, we design a new no-
box adversarial loss to maximize each adversary’s dissimi-
larity with positive samples while minimizing its similarity
with negative samples. The loss serves as guidance for the
adversary search in our gradient-based attack scheme.

While gradient-based attack methods like [-FGSM [14]
are shown to be effective on S-HAR attacks [36, 18], the
gradient is computed based on the victim model and the la-
bels, making it unsuitable for hard no-box attacks. Since
adversarial samples are likely to lie in or near the motion
manifold [7], ideally, we want to explore along the mani-
fold. That is, the computation of adversarial loss gradient
should consider the local motion manifold.

To this end, we propose to explicitly model motion dy-
namics for describing the local manifold around a given
motion. Specifically, we introduce the skeleton-motion-
informed (SMI) gradient that employs dynamics models
(e.g. Markovian and autoregressive) to represent motion
dynamics for the loss gradient computation. As a result,
while existing methods generally assume each dimension
in a data sample to be independent when computing the loss
gradient, SMI gradient explicitly considers the dependency
between frames in time. Furthermore, the SMI gradient is
compatible with existing gradient-based methods including
[-FGSM and MI-FGSM [8], allowing us to effectively con-
struct a new family of no-box attack methods.

Extensive experiments show that our method generates
effective adversarial samples that successfully attack var-
ious victim models across datasets (HDMOS5, NTU60 and
NTU120). Our SMI-gradient based attacks improve the at-
tack transferability in both no-box and transferred black-
box settings, with better imperceptibility. Our contributions
are summarized as:

* We confirm the S-HAR threat by introducing a new hard
no-box attack and proposing the first method to generate
adversarial samples without access to the victim model
or training data or labels, to the best of our knowledge.

* We propose a new skeleton-motion-informed gradient
that guides the adversary search along the motion man-
ifold, explicitly considering the spatial-temporal nature
of skeletal motions.

* We present a family of novel gradient-based attack strate-
gies facilitated by the new gradient, improving the trans-
ferability and imperceptibility of adversarial samples in
no-box and transferred black-box attacks.

2. Related Works

Skeleton-Based Human Action Recognition S-HAR
has attracted considerable attention in many applications
[24] where deep learning-based approaches have achieved
state-of-the-art performance [30, 13]. Recurrent neural net-
works are employed to model the temporal domain of hu-
man motions [9, 29]. Furthermore, unlike images and
videos, the skeleton has a graph structure, so graph convolu-
tional networks have shown to be effective in modelling the
spatial or spatial-temporal features [28, 41]. The effective-
ness is generally achieved by considering the skeleton as a
topological graph where the joints and bones correspond to
nodes and edges [21]. Improved graph designs and network
architectures are subsequently proposed [20, 44, 45, 43].

Adversarial Attacks on Skeletons Adversarial attacks
were initially introduced in [31], which showcases the vul-
nerability of deep neural networks and has been extended
to other data types. Generally, adversarial attack is a spe-
cial technique of data augmentation that aims to reveal the
vulnerability of a system by finding new samples, while
other data augmentation techniques may have diverse pur-
poses, e.g. training efficiency and inference performance
[27]. Recently, the attack on S-HAR has received increas-
ing attention. Wang et al. [36] analyzed the perceptibility
of adversarial skeletal samples and proposed a new percep-
tual loss. Liu et al. [18] focused on GCN-based models
and utilized generative adversarial networks to synthesize
adversarial examples. Tanaka et al. [32] proposed a new
lower-dimensional attack, in which only the length of bones
could be perturbed. These methods all require the complete
knowledge of victim models, a setting known as the white-
box attack. In contrast, Diao et.al [7] introduced the first
black-box S-HAR attack method, which searches motion
manifolds for adversaries. Still, black-box attacks need to
frequently query the victim models, which can be infeasi-
ble in real-world systems. In contrast, we consider a more
practical threat setting named the hard no-box attack, where
an attacker only has access to unlabeled skeletal data.

Gradient-Based Attack Strategies The core compo-
nent of adversarial attacks is to generate adversarial samples
[1]. Gradient-based attack methods have been widely used
to introduce perturbations to a sample following the direc-
tion of the loss gradient. Goodfellow et al. [12] proposed
the fast gradient sign method (FGSM) that perturbs a sam-
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Figure 1. The training (left) and attack (right) processes for the
hard no-box attack. The trained query encoder in the training pro-
cess is used for attacks in the attack process.

ple by a single step along the loss gradient. Kurakin et al.
[14] proposed I-FGSM by extending FGSM to an iterative
process. Dong et al. [8] presented MI-FGSM by adding mo-
mentum to the gradient, which boosted the transferability of
adversarial samples. Xie et al. [40] applied diversified aug-
mentations to the inputs before each iteration to craft more
transferable samples. While these gradient-based strategies
are successful in static data and have been adapted to skele-
tal motions, they neglect the dependency between frames
for gradient computation, which is crucial in time series.
This motivates us to propose our skeleton-motion-informed
attack strategies, which explicitly model the motion dynam-
ics in the temporal domain [39, 35].

3. Hard No-Box Attack for Skeletal Data

Figure 1 shows the overview of our method. The left part
is the training process where we adopt contrastive learning
to obtain a latent data manifold to distinguish data samples.
The attack process is shown on the right-hand side. We first
design a new no-box adversarial loss in the trained latent
space to guide the adversary search using samples that are
dissimilar to the attacked sample. Then we propose a novel
skeleton-motion-informed gradient and a new family of at-
tack methods for generating adversarial samples.

3.1. Contrastive Learning for Motion Manifold

While the fundamental idea of adversarial attacks is to
perturb a data sample to cross class boundaries, such bound-
aries cannot be estimated for hard no-box attacks due to the
lack of labels. To estimate such boundaries without labels,
we present a new application of contrastive learning (CL)
[34] to aggregate similar data samples as soft class bound-
aries in latent space. Such boundaries enable us to adver-
sarially perturb a sample to cross boundaries. We also train
an encoder to extract discriminative high-level features for

the motion manifold in latent space. Overall, our CL con-
structs boundaries in latent space without labels via aggre-
gating similar samples and segregating dissimilar samples.
Our attack is guided by the dissimilarity of high-level fea-
tures between samples for generating adversarial samples,
instead of using class boundaries to lead the attack [2].

To incorporate both spatial and temporal information, we
train an encoder (Fig. 1 left) based on adaptive graph convo-
lutional network (AGCN) [28]. To force encoders to focus
on high-level features, we apply skeleton-specific data aug-
mentations to an input sequence .S and obtain two different
views Sy and Si. Augmentations include spatial operations
(e.g. pose transformations, joint jittering, etc.) and temporal
operations (e.g. temporal crop and resize) [34] (detailed in
supplementary material). Then, we feed S, and S}, into the
query encoder f, and the key encoder f, respectively for
the info-noise-contrastive estimation (InfoNCE) [23]:

Leontrast = (D
exp (fq(Sq) - fu(Sk)/T)

O S a(8a)  Fa(Sk)/T) + > exp (Ja(Sq) - Fuf)’

Fp~N

where 7 is the temperature parameter, N is the dynamic
queue storing the features of negative samples F;, obtained
in the training process. After training, we use the query
encoder f,, which encodes the motion manifold, for attack.

3.2. Adversarial Loss for Unlabeled Skeletal Data

The adversarial loss of hard no-box attack is significantly
different from most existing methods that heavily depend
on labels and class boundaries. Since class labels and class
boundaries are unavailable in hard no-box attacks, we uti-
lize data samples that are dissimilar to a given sample (i.e.
negative samples) for defining the adversarial loss. Cor-
respondingly, samples that are similar to the given sample
are considered as positive samples. We argue when a given
sample is perturbed towards its negative samples and away
from its positive samples, it tends to become an adversary.
This is because the negative samples generally indicate the
high-density areas of other classes in the latent space.

The hard no-box adversarial loss is designed as:

exp [Sim (fq (s) , fq (5))] 2
Zj exp [Sim (fq (s), fq (5;))]

where Sim is the cosine similarity, s is the adversarial sam-
ple to be computed, s is the clean sample regarded as the
positive sample, and s; are the negative samples. Maximiz-
ing L4, moves s away from s and towards s; in the latent
manifold. With L,4,, gradient-based attacks are employed.

To maximize Eq. 2, the selection of negative samples s;
is crucial and we design a method tailored for no-box at-
tacks. Existing work [10] utilizes cluster-fit [42] to generate

Lagy = — IOg



pseudo labels for selecting negative samples during adver-
sarial training, which is less suitable for the no-box attack
as it requires another pretrained off-line encoder to obtain
pseudo labels. Instead, we adapt K-means, an unsupervised
method, to select negatives, removing the need of any pre-
training. We discard () clusters whose cluster centers are the
closest to the input sample, mitigating the risk of mislead-
ing attacks. The remaining cluster centers are considered as
the negative samples 5;.

4. Skeleton-Motion-Informed Gradient

Existing gradient-based attack methods treat each di-
mension of the data as an independent variable, i.e. raw
gradient. Attacks based on raw gradients tend to drag a sam-
ple away from the data manifold [11]. With the guidance of
class boundaries and a limit on the perturbation budget, the
raw gradient can still find deceiving adversaries. However,
this setting is infeasible in hard no-box attacks. Without
class boundaries, raw gradients that point to the negative
samples can drag the adversary far away from the manifold.
This is because while the perturbations are towards negative
samples, they are not necessarily in a direction orthogonal
to the class boundary. Consequently, larger perturbations
are needed to cross the boundary, leading to adversaries be-
ing far off the manifold. This creates the need to constrain
the perturbation within or near the manifold, at least locally.
Since the motion manifold is constrained by the motion dy-
namics [38], we argue that the gradient needs to explicitly
capture the dynamics. Therefore, we propose a new gradi-
ent named skeleton-motion-informed (SMI) gradient, cap-
turing the manifold information that has been largely ig-
nored by existing methods in loss gradient computation.

4.1. Dynamics in the Gradient Structure

Given a skeletal sequence S = [S1, So, -, 5] and the
adversarial loss J(S), a straightforward but effective strat-
egy to craft adversarial perturbations is the gradient-based
attack [1]. It utilizes backpropagation of the loss function
VJ(S) to iteratively change input samples S:

S =5+ a-sign(VJ(S)), 3)

where « is the attack step size and S is the adversarial sam-
ples. In skeletal motions, this attack gradient V.J(S) con-
sists of a set of partial derivatives over all frames:

aJ(S) aJ(S)  aJ(S)
J(S) = e 4
The partial derivative a.]étS) assumes each frame is indepen-

dent, and this is the raw gradient employed in existing meth-
ods [36]. However, human motions contain rich dynamics
so that the system can be described as S; = f(S<t). So

far, various dynamics models have been attempted to model
human motions, such as Markovian models [33, 37], au-
toregressive models [39], and many-to-many mapping [38],
all of which can capture the dynamics at different scales in
time. We explore these models to reveal the missing dy-
namics in the structure of the raw gradient and propose our
SMI-gradients that consider motion dynamics.

Markovian Model We assume the motion dynamics can
be captured by a Markovian model, i.e. S; = f41(Si—1).
This allows us to derive the 1st-order SMI-gradient:

<8J(S)) _0J(S) , 0J(S) s,
98,1),  0S—_1 ' 0S8, dSi’

®)

ddSS t— is the temporal relationship between two con-
t—1

secutive frames that will be instantiated. Eq. 5 shows that
the attack gradient along the motion manifold needs to con-
sider the first-order information in the motion, e.g. velocity.

where

Autoregressive Model Besides the first-order dynamics,
we also model the second-order dynamics by assuming
St = fa2(S¢—1, St—2), as 2nd-order dynamics (i.e. joint ac-
celeration) capture the smooth temporal dynamics of skele-
tal motion [36]. We extend Eq. 5 as:

(aJ(S)> _9J(5) | 0J(S) 9814

0Si—2 ) 4y 0Si—a  0Si-1 0Si» ©)
aJ(S) , 9s, 9S;  0S;_1
a8, '(aSH 9S,_1 05,0

While higher-order models can also be considered,
there is an empirical evidence that the first three or-
ders are the most important in skeletal motion adversar-
ial attack [36]. Therefore, we express the SMI gradi-
ents of the whole skeletal sequence as (VJ(S))a1 =

[(M)dl’ (agéf))dh... )(‘”(S))dl} and (VJ(95))a2 =

85’1 aSt
[(%Jéf’)dz, (agéf))d27~" 7(%7&5))@]
4.2. Time-Varying Autoregressive Models for Dy-
namics

We employ explicit models [39] to compute the
dynamics-related derivatives in SMI gradients. While im-
plicit models [33] may also be considered, they would
require another network to be trained, making them less
preferable in hard no-box attacks. To realize fy; and fyo,
we use time-varying autoregressive models (TV-AR) [3],
which effectively estimates the dynamics of skeleton se-
quence [39] due to its ability of modelling the temporal
non-stationary signals:

far: Si=A¢ - Si—1 4+ By + v, @)



fdg : St = Ct . St—l + Dt : St—2 + Et +’Yt7 (8)

where Eq. 7 and Eq. 8 are denoted as TV-AR(1) and TV-
AR(2) respectively. The model parameters 3; = [A;, By
and 32 = [C}, Dy, E] are all time-varying parameters and
determined by data-fitting. -y, is a time-dependent white
noise representing the dynamics of stochasticity.

Using Eq. 7 to compute 62;*’: , Eq. 5 becomes:
oJ(S oJ(S) oaJ(S
() 25, 000,
astfl d1l 85},1 aSt
Similarly, using Eq. 8, we can compute C; = 62;9; and
D; = 533 For G3=t, weuse Sy = Cio1 - Sio +
Dy - Si—3+ Ey_1 + v to compute it: Cy_; = %'
Then, Eq. 6 becomes:
8J(S)) aJ(S) aJ(S) 8J(S)
- “Cr1+— = (Dt +Ct - Cron).
(8515*2 d2 85t72+85t,1 t-1t aS; (De+Ct-Cio1)
(10)

5. Skeleton-Motion-Informed Attack

We construct new gradient-based attack methods based
on our novel SMI gradient. Due to its compatibility, our
proposed gradient can be integrated with most existing
gradient-based methods. We select -lFGSM and MI-FGSM,
which have been proven for their efficiency on S-HAR at-
tacks [36, 18]. We augment them with first and second-
order SMI-gradients, leading to four new attack methods.

Fast Gradient Sign Methods (FGSM) FGSM [12] is
a single-step attack method that generates the adversarial
samples S =58+r by maximizing the adversarial loss
function J(S), where r denotes an adversarial perturbation
that is constrained within a budget ||r||, < ¢, where |-||,
denotes the l,-norm. One variant of FGSM is the Iterative
Fast Gradient Sign Method (I-FGSM) [14], which extends
FGSM to an iterative process:

Svi—i-l :§z+a51gn(v5J(S))a (11)

where « is the attack step size and ¢ means iteration. An-
other variant is MI-FGSM [8], which considers the momen-
tum of the attack to avoid local maxima:

- , VJ (S)
i+1 7 s
g =09 s (12)
Vs (9]l
S+l = Giyq- sign (g“‘l) , (13)

where p is the momentum decay factor and g; is the gradient
in iteration ¢.

SMI-gradient Based Attacks We replace the original
gradient V.J(S) in I-FGSM and MI-FGSM with our SMI
gradient (V.J(S))q1 or (VJ(S))42. This creates four new

Algorithm 1 S;I-FGSM and S;I-FGSM

Input: An encoder k£ with a loss function J; a skeletal sequence sample
S the size of attack step «; iterations I; the budget of perturbation e.
Output: An adversarial example S with ||S — S||, < e.
1: Initialization: S° = S;
2: Fitting S with TV-AR model to obtain the time-varying parameters
Bt;
fort: =0to] —1do
Input St to k;
Obtain the raw gradient V.J(S%) on J;
Calculate the SMI gradient (VJ(S%))g; with Eq. 9, or
(VJ(5%)) g2 with Eq. 10, using 3¢ and V.J (5%);
7: Update i+t by applying the sign gradient as:

DNk w

St = 8% 4 o - sign (Vf(éi))ﬂ) » or
i N B (14)
Sitl = & 4 o sign (VJ(Sl))ﬂ) :

8: end forA )
9: return § = S7

dynamic attack strategies: first-order SMI I-FGSM (S, 1-
FGSM), second-order SMI I-FGSM (S;I-FGSM), first-
order SMI MI-FGSM (S;MI-FGSM), and second-order
SMI MI-FGSM (SoMI-FGSM). The processes of SI-FGSM
are shown in Algorithm 1. The algorithm of SMI-FGSM
can be found in the supplementary material.

6. Experiments

We refer the readers to the supplementary material for
extra experimental results.

Datasets We select three widely used skeletal datasets:
HDMOS5 [22] (2,337 sequences of 130 classes performed by
5 actors), NTU60 [26] (56,880 sequences of 60 classes),
and NTU120 [19] (114,480 sequences of 120 classes, an
extended version of NTU60, one of the largest datasets in
the field). We pre-process HDMOS following [9] and both
NTU datasets following [28]. The different skeletons are
mapped to a standard 25-joint structure as in [38]. For our
hard no-box attack, we only use the testing data and do not
use the training data, the training labels and the testing la-
bels during attacks.

Target Models We choose multiple state-of-the-art mod-
els as victims: ST-GCN [41], 2s-AGCN [28], AS-GCN
[15], SGN [44] and MS-G3D [20]. They are trained us-
ing the official implementations and following the training
protocols. For 2s-AGCN, we attack both the single joint
stream model (js-AGCN) and the two-stream model.

Implementation Details We pre-train the CL encoder f,
following [34]. The unsupervised network is trained with a
temperature value 7 = 0.07 and SGD optimizer for 450
epochs. The learning rate is set to 0.01 with a weight decay
of 0.0001. Due to the limitation of hard no-box settings,
the attacker cannot access the training samples during the
whole process. Therefore, the encoder is trained on the test-



Victim Self-sup  AGCN | No-box No-box No-box No-box No-box No-box
models | Attacker Attacker | -FGSM  S{I-FGSM  S3I-FGSM  MI-FGSM  S;MI-FGSM  S;MI-FGSM
js-AGCN | 11.21% —_— 26.05% 28.09% 30.87% 30.68% 34.75% 36.58%
3 | 2s-AGCN | 5.36% —_— 13.94% 15.04% 16.45% 16.47% 18.23% 19.31%
o | ST-GCN 3.57% 12.93% 9.55% 9.86% 9.96% 11.11% 11.36% 11.56%
II | MS-G3D 8.39% 3523% | 10.57% 11.14% 11.69% 11.76% 12.85% 14.11%
© SGN 21.25%  26.03% | 34.09% 34.46% 35.23% 38.49% 38.75% 38.81%
ASGCN 5.69% 20.87% | 13.92% 14.85% 14.67% 15.95% 16.82% 17.75%
js-AGCN | 10.12% —_— 22.84% 24.36% 26.46% 25.70% 29.64% 30.88%
& | 2s-AGCN | 5.04% —_— 11.36% 12.19% 13.03% 12.30% 13.85% 15.56%
g ST-GCN 3.26% 10.33% 7.87% 7.99% 8.04% 8.84% 9.07% 9.19%
I | MS-G3D 5.19% 31.28% 9.18% 9.51% 9.99% 10.01% 10.26% 12.98%
w SGN 2095%  23.30% | 29.61% 30.20% 30.74% 33.32% 33.63% 34.54%
ASGCN 5.54% 18.77% | 11.42% 12.05% 12.29% 12.77% 13.69% 14.37%
js-AGCN | 7.19% —_— 19.70% 20.32% 21.23% 20.04% 22.76% 24.33%
S | 2s-AGCN | 3.70% —_— 7.93% 9.80% 10.56% 9.80% 11.26% 12.66%
g ST-GCN 2.46% 7.88% 5.65% 5.85% 5.97% 6.25% 6.54% 6.66%
I | MS-G3D | 4.46% 23.15% 7.30% 7.84% 7.61% 7.94% 8.05% 8.39%
w SGN 16.76%  19.93% | 23.92% 24.57% 25.75% 26.74% 27.04% 27.64%
ASGCN | 3.94%  1430% | 8.79% 9.23% 9.07% 9.71% 10.29% 10.90%
Table 2. The fooling rate of different methods on the target models in NTU60, where ¢ is the perturbation budget.
Victim Self-sup  AGCN | No-box No-box No-box No-box No-box No-box
models | Attacker Attacker | -FGSM  S;I-FGSM  S3I-FGSM  MI-FGSM  S;MI-FGSM  S;MI-FGSM
js-AGCN | 9.97% —_— 23.92% 24.64% 25.79% 27.26% 27.93% 29.07%
3 | 2s-AGCN | 6.38% e 20.09% 21.11% 22.06% 23.51% 24.63% 24.96%
o | ST-GCN | 12.18%  23.84% | 23.53% 24.73% 25.77% 26.95% 27.31% 28.76%
|| | MS-G3D | 10.63%  24.63% | 19.07% 20.11% 20.20% 21.57% 21.95% 22.73%
w SGN 19.65%  37.90% | 31.43% 32.64% 33.75% 38.47% 37.96% 38.85%
ASGCN 7.29% 24.15% | 18.03% 19.29% 20.37% 19.88% 20.22% 21.60%
js-AGCN | 9.04% —_— 21.58% 21.77% 22.47% 24.28% 24.62% 25.74%
& | 2s-AGCN | 5.79% — 15.71% 15.23% 15.94% 18.68% 18.76% 19.57%
g ST-GCN | 11.23%  21.35% | 20.74% 21.51% 22.22% 23.52% 24.65% 24.87%
I MS-G3D 9.98% 21.73% | 17.06% 17.74% 17.92% 19.53% 19.29% 20.33%
w SGN 17.59%  35.88% | 27.38% 28.17% 28.65% 32.43% 33.06% 32.55%
ASGCN 6.87% 21.87% | 15.73% 16.93% 17.62% 17.41% 17.75% 18.70%
js-AGCN | 8.23% —_— 18.51% 18.88% 18.79% 20.74% 21.88% 22.06%
8 | 2s-AGCN | 5.09% — 7.93% 9.80% 10.56% 9.80% 11.26% 12.66%
g ST-GCN 9.54% 17.51% | 17.60% 17.97% 18.67% 18.90% 19.91% 20.34%
I | MS-G3D 9.42% 18.07% | 15.06% 15.09% 15.20% 16.86% 17.25% 17.56%
w SGN 16.82%  34.10% | 22.39% 22.65% 22.76% 25.43% 25.79% 25.92%
ASGCN 5.39% 19.02% | 12.90% 13.45% 14.97% 14.08% 15.26% 16.33%

Table 3. The fooling rate of different methods on the target models in NTU120, where € is the perturbation budget.

ing set. We adopt the [, norm for the perturbation budget
e. For clusters of negative samples, the number of clusters
is 120, and the number of deleted centers (Q is 10.

Evaluation Metrics We employ the fooling rate as a
major metric. It is defined as the percentage of data sam-
ples whose predicted labels changed after adversarial at-
tacks [18]. Besides, inspired by [36], we define a percep-
tual deviation indicator to evaluate the imperceptibility of
adversarial skeletal samples:

where M is the number of adversarial samples, 7' is the total
number of frames, and L is the number of joints in the skele-
ton. The three terms evaluate the deviations of joint posi-
tion, bone-length, and acceleration, respectively. A smaller
perceptual deviation indicates better imperceptibility.

6.1. Hard No-Box Attack

Baselines We establish two baselines using transfer-based
attacks based on a self-supervised and a supervised classi-
fier. This is because our method is the first hard no-box
attack and there is no other similar method. The transfer-
based attack is the closest setting to ours as they do not re-
quire access to the victim model. The first baseline (Self-
sup Attacker) is a self-supervised surrogate model with a
linear layer appended to our CL encoder. We freeze our CL
encoder after the manifold training and then train the linear
layer supervisedly [17]. In this way, the need to access la-
bels is only for training the linear layer, not the CL encoder,
which is not strictly hard no-box but closer than existing
methods. The second baseline is a standard transfer-based
attack where we use js-AGCN as the surrogate model and
SMART [36] as the white-box attacker (AGCN Attacker).
Unlike our method, both baselines still require access to the
training data and the training labels during attacks.

For hard no-box attack, different attack strategies are
compared including I-FGSM, MI-FGSM, S;I-FGSM, S,I-
FGSM, S;MI-FGSM, and S;MI-FGSM. We run all the
attackers for 400 iterations and report the attack perfor-



Victim Self-sup  AGCN | No-box No-box No-box No-box No-box No-box
models | Attacker Attacker | 'lFGSM  S;I-FGSM  S3I-FGSM  MI-FGSM  S;MI-FGSM ~ SoMI-FGSM

js-AGCN | 10.12% — 10.61% 10.98% 11.55% 13.45% 14.20% 14.20%

= | 2s-AGCN | 1.89% —_— 5.30% 5.68% 5.68% 6.44% 6.44% 6.82%
S | ST-GCN 6.44%  2426% | 9.47% 9.85% 9.47% 8.90% 11.17% 11.74%
|| | MS-G3D | 4.17%  86.95% | 41.67% 44.51% 43.94% 53.03% 56.06% 53.41%
w SGN 1.89% 3.98% 2.46% 2.84% 3.03% 3.03% 3.40% 3.59%
ASGCN 1.89%  27.57% | 3.22% 4.36% 3.22% 4.36% 5.68% 5.68%
js-AGCN | 9.46% — 8.14% 9.09% 9.09% 10.61% 10.98% 11.55%

& | 25-AGCN | 1.70% 4.36% 4.92% 4.73% 4.55% 5.30% 5.87%
g ST-GCN 3.79%  21.69% | 8.33% 8.52% 8.52% 8.33% 8.90% 8.33%
| | MS-G3D | 3.60%  82.17% | 25.76% 30.68% 29.17% 36.36% 39.39% 39.02%
© SGN 1.51% 3.60% 0.57% 1.51% 2.08% 2.27% 2.27% 2.46%
ASGCN 1.70%  22.43% | 2.46% 2.84% 2.84% 2.27% 2.84% 3.03%
js-AGCN | 7.19% —_— 5.11% 7.01% 6.44% 6.06% 6.63% 7.77%

& | 25-AGCN | 1.33% —_— 2.08% 2.08% 2.27% 3.79% 3.98% 4.17%
g ST-GCN 3.40% 19.85% | 6.44% 7.01% 6.63% 7.58% 8.33% 7.77%
| | MS-G3D | 2.84%  7243% | 11.55% 12.31% 11.92% 15.34% 18.94% 17.99%
© SGN 0.57% 3.40% 0.13% 0.94% 0.57% 1.13% 1.32% 1.51%
ASGCN 1.52% 17.82% | 0.38% 0.76% 1.89% 0.57% 2.27% 2.27%

Table 4. The fooling rate of different methods on the target models in HDMOS5, where ¢ is the perturbation budget.
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Figure 2. Visual comparisons between attack strategies in no-box attacks (e¢=0.006) with key visual differences highlighted.

mance under different perturbation budgets e in Table 2 for
NTU60, Table 3 for NTU120, and Table 4 for HDMO5. We
omit the results on js-AGCN and 2s-AGCN under AGCN
Attacker because AGCN is the surrogate model.

Table 2-4 show that the hard no-box attack poses real
threats to a range of S-HAR classifiers. In general, the fool-
ing rate of hard no-box attacks is higher than Self-sup At-
tackers. This is surprising as the Attacker utilizes training
data and training labels while our method does not. Look-
ing further, AGCN Attacker is much better than Self-sup
Attacker and the major difference is their feature extraction
(i.e. one is a CL encoder and one is a graph network). This
shows transfer-based attack heavily relies on the feature ex-
traction ability of the surrogate model that cannot bypass
access to the training data and the training labels. Further-
more, when compared with AGCN Attacker, our method
achieves similar fooling rates, varying across different vic-
tims and datasets. Given that AGCN Attacker requires ac-
cess to training data, training labels and testing labels, we
argue hard no-box attacker achieves superior results and
provides a more realistic setting.

In addition, among various no-box attack strategies,
SoMI-FGSM performs the best and often by big margins.
All the SMI gradient-based methods generate stronger ad-
versaries compared with baselines I-FGSM and MI-FGSM.
The 2nd-order SMI attack method usually outperforms the
corresponding 1st-order version. Last, we notice a variance
in fooling rate across different victims and datasets. For in-

stance, the multi-stream model (2s-AGCN) significantly en-
hances the robustness compared to the single-stream model
(js-AGCN); the fooling rate of all methods drops by nearly
half. This may be because the multi-stream model can en-
semble features from different modalities, which improves
the robustness. In general, it is still an open question why
fooling rate can vary across victims and datasets and we
leave the theoretical analysis for future work.

Surrogate . MI-  S2I-FGSM SsMI-FGSM
Model | Vieims |FFGSM paant ™ ours) (Ours)
STGCN | 2.10% 2.10% _ 3.00% 3.01%
25-AGCN | 1o G3D | 2.58%  2.59%  2.90% 2.97%
STGON | BAGCN|[ 220% 234%  2.44% 2.64%
- MS-G3D| 2.00% 2.10%  2.63% 2.92%
STGCN | 1.71% 1.60%  2.65% 2.61%

’MS'(BD 2sAGCN‘ 1.76% 1.79%  2.03% 2.07% ‘

Table 5. The fooling rate of different attack strategies in transferred
SMART attacks, where attack budgets ¢ = 0.01.

6.2. Transfer-Based Black-Box Attack

SMI gradient not only improves the transferability in
hard no-box attacks, but also enhances other gradient-based
skeletal attacks. Here, we employ SMART [36], a white-
box attacker, as a baseline to compare different attack strate-
gies. In the original SMART settings, I-FGSM is adopted
to generate adversarial samples. We replace it with Sol-
FGSM, MI-FGSM, and SoMI-FGSM to make a compari-
son. As all strategies achieve similar fooling rates in white-
box attacks, we mainly focus on their transferability using



different surrogate models. We utilize SMART to attack 2s-
AGCN, ST-GCN, and MS-G3D on NTUG60 and transfer the
obtained samples to other victim networks.

The performance of the transferred black-box attack is
shown in Table 5. SoMI-FGSM gives the best performance
in transfer-based black-box attacks. S,I-FGSM also im-
proves the transferability of adversarial samples compared
with baselines. In contrast, MI-FGSM, which succeeds in
the image transfer-based attack, struggles in skeletal data.
Its performance declines to 1.69% when it attacks STGCN
via MS-G3D. Overall, the success rate is low in Table 5
because SMART is sensitive to the chosen surrogate [36].
Transfer-based attacks are proven to suffer from lower fool-
ing rates in S-HAR attack [36] and improving the transfer-
ability is still an open problem. Table 5 aims to show our
SMI gradient can improve it by incorporating motion dy-
namics into the attack gradient, compared with other alter-
native gradients. We will include in future work how to
further explore this dynamics for better attack transfer.

6.3. Perceptual Analysis

A key feature of SMI gradient-based attacks is the im-
provement in the perceptual quality of the adversarial sam-
ples due to the consideration of the motion manifold. To
verify this, we employ quantitative comparison and qualita-
tive visual analysis on the no-box adversarial samples under
various strategies. We compare the perceptual quality Ap
on NTUG60 in Table 6. We find that SoI-FGSM achieves the
best imperceptibility and obtains a massive improvement
compared with I-FGSM. In contrast, MI-FGSM’s deviation
is twice that of SoI-FGSM. Although SosMI-FGSM does not
achieve the best visual performance, it is still slightly better
than I-FGSM and achieves a better trade-off between fool-
ing rate and perceptual quality. This is understandable be-
cause our method considers dynamics that help to generate
more on-manifold adversarial samples. Moreover, the 1st-
order SMI attacks outperform baselines but cannot compete
with 2nd-order SMI attacks. This demonstrates the impor-
tance of considering acceleration in the skeletal attack.

We show the visual comparison of poses under vari-
ous attack strategies in no-box attacks in Figure 2. The
spinal joints demonstrate the most obvious differences. SoI-
FGSM outperforms the other attack methods and gets the
most natural poses, whereas I-FGSM has slight but notice-
able joint displacements in the neck and head. SoMI-FGSM
performs better than its baseline, MI-FGSM, which shows
zig-zag bending in the frame ¢( + 2. The samples produced
by MI-FGSM have the worst imperceptibility, where we can
easily find the unnatural jittery movements.

We also evaluate perceptual quality Ap on SMART ad-
versarial samples obtained with different gradients. Results
conducted on the NTU60 dataset are shown in Table 7. S,I-
FGSM reaches the best perceptual performance compared

with all attack strategies. MI-FGSM slightly declines the
imperceptibility. SeMI-FGSM performs slightly worse in
MS-G3D and ST-GCN. The reason is mainly that SoMI-
FGSM takes more iterations in the white-box attack, lead-
ing to late stopping and slightly worse visual performance.

Strategies e =0.01 e = 0.008 e = 0.006

I-FGSM 95.87 68.56 43.13
MI-FGSM 131.77 90.44 54.61
S11-FGSM 84.63 60.77 38.15
S1MI-FGSM 114.51 78.06 47.04
S2I-FGSM 65.60 45.67 27.67
SoMI-FGSM 90.93 62.04 37.46

Table 6. The perceptual deviation of different attack strategies in
no-box attacks with different budgets e.

Victims | LFGSM MI-FGsM S2IFOSM. S2MI-FGSM
(Ours) (Ours)
2s-AGCN| 1.52 1.62 1.25 1.49
MS-G3D | 2.39 2.46 1.69 3.02
ST-GCN | 1.13 1.18 1.10 1.47

Table 7. The perceptual deviation of different attack strategies in
SMART for different victim models.

7. Conclusions and Discussions

In this paper, we have verified potential threats to S-HAR
solutions. A new setting is proposed: the hard no-box attack
on skeletal motions without access to the victim model, the
training samples or the labels. We validate our setting by
proposing the first pipeline for hard no-box attacks. More-
over, as far as we know, we are the first to explore motion
dynamics in the adversarial gradient computation, leading
to a new SMI gradient compatible with existing gradient-
based attacks. By extensive evaluation and comparison, our
method has been proven to be threatening and impercepti-
ble, relying on the least prior knowledge.

The SMI gradient also improves the transferability of
transferred black-box attacks. Nonetheless, boosting the
transferability is still an open problem [36] and we will ex-
plore this further with our SMI gradient in the future. We
will explore other models (e.g., diffusion models [S]) and
other time-series data (e.g. stock price, videos) for the pro-
posed attack. Also, our SMI gradient describes dynamics
and may be beneficial for motion synthesis [4].

We call for attention to intensify the S-HAR robustness
by considering defences against our hard no-box attack. We
validate randomized smoothing [6] as a potential defence
method in supplementary materials. Due to the least prior
knowledge requirement, security risks posed by our attack
can be reduced with such defenses. Otherwise, our attacks
become a significantly threat to S-HAR.
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