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Abstract. We describe the construction and properties of a singular theta lift for the
orthogonal group SO(2, 1). We obtain locally harmonic Maass forms in the sense of
[7] with singular sets along geodesics in the upper half plane. We consider these forms
as currents and derive properties of the Shimura-Shintani correspondence. This work
provides extensions of the theta lifts considered in [20] and [8].

1. Introduction and Statement of Results

1.1. Introduction. The modern theory of modular forms of half-integral weight was
initiated by Shimura [25], where he constructed a family of maps from half-integral
weight k + 1/2 cusp forms to even weight 2k holomorphic modular forms. Shortly
afterwards the Shimura correspondence was realised as a theta lift by Niwa [24] while
Shintani [26] described the adjoint map also as a theta lift. Much later Borcherds [5]
introduced a singular theta lift of modular forms. This encompassed the Shimura lift,
as well as many other examples. Borcherds used a regularisation of the theta integral to
enlarge the space of inputs from cusp forms to weakly holomorphic modular forms. The
Borcherds lift also gave rise to remarkable product expansions for automorphic forms
associated to orthogonal groups. The extension of the constructions from [5] by Bruinier
and the second author [10, 11] led to the introduction of harmonic weak Maass forms.
This coincided with the work of Zwegers [27] who showed that Ramanujan’s famous mock
theta functions were holomorphic parts of harmonic weak Maass forms. Harmonic weak
Maass forms have had many recent applications ranging from combinatorial number
theory, arithmetic geometry, to mathematical physics.

Another class of automorphic objects, locally harmonic weak Maass forms, was in-
troduced by Bringmann, Kane, and Kohnen [7]. These forms are similar to harmonic
weak Maass forms but may also exhibit singularities. Hövel [20] described a singular
theta lift of weight 1/2 harmonic weak Maass forms to weight 0 locally harmonic Maass
forms which he then linked to the Shimura lift in the case k = 1. Bringmann, Kane,
and Viazovska [8] considered for k even the lift of certain scalar-valued Poincaré series of
full level and weight 3/2− k. The lift in the opposite direction was considered by Alfes,
Griffin, Ono, and Rolen [2] for k = 0 and by Alfes-Neumann and Schwagenscheidt [3] for
general k. Recently Males and Mono [23] have been investigating a generalised lift, for
even generic (b+, b−) signature lattices using a general modified Siegel kernel function.

This paper further develops these ideas. For k ≥ 1, we consider a regularised theta
lift of harmonic weak Maass forms of weight 3/2 − k by integrating against a suitable
theta kernel associated to the dual pair O(2, 1) and SL2(R) (essentially the same one
considered in [8, 7]). Using this, we obtain locally harmonic Maass forms of weight 2−2k
with singularities along a collection of geodesics. We explicitly compute the Fourier
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expansion and give the wall crossing formulas when moving from one Weyl chamber to
another. We link our lift to the Shimura lift which then allows us to re-derive properties
of the Shimura lift. Finally, we also consider locally harmonic weak Maass forms and
the singular lift as distributions which we believe is the proper setting for such forms.
In the present situation this enables us to relate our work to the Shintani lift.

1.2. Statement of Results. Throughout, for N ∈ N, we consider the quadratic space
(V,Q) given by

V := {λ ∈ M2(Q) | tr(λ) = 0}
with quadratic form Q(λ) := −N det(λ). Note (V,Q) has signature (2, 1). We consider
the even lattice

L :=

{(
b −a/N
c −b

) ∣∣∣∣ a, b, c ∈ Z
}
,

which has level 4N , and we have L′/L ∼= Z/2NZ where L′ denotes the dual lattice.
We let ρL be the associated Weil representation of the inverse image of SL2(Z) under

the covering map of the metaplectic group Mp2(R) to SL2(R). We let κ ∈ 1
2
Z. We write

Mκ,ρL (Sκ,ρL) for the space of vector-valued holomorphic modular (cusp) forms of weight
κ for ρL.

We let Hκ,ρL be the space of harmonic weak Maass forms (see [11]) which consists of
real analytic forms of weight κ on the upper half plane H of exponential growth which

are mapped under the operator ξκ = 2ivκ ∂
∂τ

(τ = u+ iv ∈ H) to the space of cusp forms
S2−κ,ρL of weight 2− κ. The Fourier expansion of a form f ∈ Hκ,ρL is given by

f(τ) =
∑

h∈L′/L

∑
n�−∞

c+(n, h)e(nτ)eh +
∑

h∈L′/L

∑
n<0

c−(n, h)Γ(1− κ, 4π|n|v)e(nτ)eh.

Here Γ(·, ·) denotes the incomplete gamma function, eh is the standard basis element of
C[L′/L] corresponding to h ∈ L′/L, and e(τ) := e2πiτ . We also consider the space of
(scalar-valued) locally harmonic weak Maass forms LHκ (κ ∈ 2Z), see [7]. These forms
mirror Hκ but are only harmonic in connected components, away from an exceptional
measure zero set.

We fix k ∈ Z, k ≥ 1, and let ∆ ∈ Z be a fundamental discriminant giving rise
to a genus character. We also set r ∈ Z such that ∆ ≡ r2 (mod 4N). With this
data we consider two closely related kernel functions Θ∆,r,k(τ, z) and Θ∗∆,r,k(τ, z) (where
z = x + iy ∈ H) which underlie the singular theta lift and the Shimura lift with the
following transformation properties:

(1) Θ∆,r,k(τ, z) has weight k − 3/2 in τ for Γ̃. It has weight 2− 2k in z for Γ0(N).
(2) Θ∗∆,r,k(τ, z) has weight k + 1/2 in τ for Γ̃. It has weight 2k in −z for Γ0(N).
(3) ξk+1/2,τ (Θ

∗
∆,r,k(τ, z)) = −1

2
ξ2−2k,z

(
vk−3/2Θ∆,r,k(τ, z)

)
.

Here Γ̃ is the pullback of SL2(Z) under the metaplectic covering map and Γ0(N) is a con-
gruence subgroup of SL2(Z) (see Section 2.1 for full definitions). These transformation
properties are of crucial importance for the geometric aspects of the theta correspon-
dence and singular theta lifts for arbitrary signature, see [22] and [11] (in our case of
O(2, 1) it is the case k = 1). For k > 1, it can be also found in the setting of differential
forms with values in local systems in [17].
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For f ∈ H3/2−k,ρ we then define the singular theta lift as the regularised Petersson
scalar product

Φ∆,r,k(z, f) :=

∫ reg

F

〈
f(τ),Θ∆,r,k(τ, z)

〉 dudv
v2

.

The asymptotic behaviour of f means this integral diverges in general, and hence needs
to be regularised along the lines introduced by Harvey and Moore and Borcherds [19, 5].
The regularised integral Φ∆,r,k(z, f) then converges pointwise for any z ∈ H with singu-
larities along Z ′∆,r(f), a locally finite collection of geodesics in the upper half plane asso-
ciated to the principal part of f . These geodesics divide H into connected components
called Weyl chambers. Each component of Z ′∆,r(f) arises from a geodesic associated to
a rational vector of positive length. Our first main result is then the following theorem.

Theorem 1.1 (Theorem 6.8). The singular theta lift Φ∆,r,k(z, f) defines a locally har-
monic Maass form of weight 2− 2k for Γ0(N) with exceptional set Z ′∆,r(f):

Φ∆,r,k : H3/2−k,ρ −→ LH2−2k(Γ0(N)).

We find explicit wall crossing formulas (Theorem 4.4) which tell us the nature of
the singularities along Z ′∆,r(f). We also compute the Fourier expansion of Φk(z, f).
A simplified version of this expansion (omitting constants) is stated in the following
theorem.

Theorem 1.2 (Theorem 6.5). If ∆ = 1, r = 1 and k ≥ 2 even, then for y sufficiently
large

Φk(z, f) = c+(0, 0)ζ(k) +
∑
m≥1

c+
(
−m2

4N
, m

2N

)
Bk (mz + bmxc)

+
∑
m≥1

∑
n≥1

c−
(
−m2

4N
, m

2N

)
[e(nmz) + Γ(2k − 1, 4πnmy)e(−nmz)]n−k.

Here Bk(x) is the k-th Bernoulli polynomial and ζ(s) denotes the Riemann zeta function.

Note that vertical half-line singularities of Φk(z, f) are encompassed by the periodic
Bernoulli polynomials in this expansion.

Let g =
∑

h∈L′/L
∑

n>0 a(n, h)e(nτ)eh ∈ Sk+1/2,ρ be a cusp form. Then in our setting
the Shimura lift is given by

Φ∗∆,r,k(z, g) :=

∫
τ∈F

〈
g(τ),Θ∗∆,r,k(τ, z)

〉
vk+1/2dudv

v2
.

We have the following key theorem which links the two lifts.

Theorem 1.3 (Theorem 7.3). If f ∈ H3/2−k,ρ and z ∈ H\Z ′∆,r(f), then

Φ∗∆,r,k(z, ξ3/2−k,τ (f)) =
1

2
ξ2−2k,z(Φ∆,r,k(z, f)).

This link allows us to give new proofs of properties of the Shimura lift. Firstly, we can
find its Fourier expansion by applying ξ2−2k to Theorem 1.2. For example, if ∆ = 1, r = 1
and k ≥ 2, then

Φ∗k (z, g) =
∑
m≥1

∑
d≥1
d|m

dk−1a
(

m2

4Nd2 ,
m

2Nd

)
e (mz) .
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Considering the action under Atkin–Lehner involutions we then also recover that the
Shimura lift maps cusp forms to cusp forms if k ≥ 2 or k = 1,∆ 6= 1. In summary, we
have the following commutative diagram:

H3/2−k,ρ LH2−2k(Γ0(N))

Sk+1/2,ρ S2k(Γ0(N)).

Φk

ξ3/2−k ξ2−2k

Φ∗k

Remark 1.4. We can also apply the iterated holomorphic differentialD2k−1 =
(

1
2πi

∂
∂z

)2k−1

to the lift Φ∆,r,k, which by Bol’s Lemma is the same as applying the Maass raising
operator 2k − 1 times (up to a normalisation constant). From the Fourier expansion it
is easy to see that up to a constant multiple one again obtains Φ∗∆,r,k(z, ξ3/2−k,τ (f)), the
Shimura lift of the shadow of f . This feature of locally harmonic Maass forms (which
differs from the behavior of usual harmonic Maass forms, see [13]) was first observed in
[7].

We also consider the singular theta lift as a distribution. We fix a space of test functions
g(z) ∈ Ardκ (Γ0(N)) of smooth weight κ forms of rapid decay. If h(z) ∈ LHκ(Γ0(N)),
then we define the distribution associated to h(z) as

[h] (g) := (g, h)κ =

∫
Γ0(N)\H

g(z)h(z)yκ
dxdy

y2
,

and define a distributional derivative by ξκ[h](g) := −(h, ξ2−κ(g))κ for g ∈ Ard2−κ(Γ0(N)).
We then have the following distributional version of Theorem 1.3.

Theorem 1.5 (Theorem 8.3). If g ∈ Ard2k(Γ0(N)), then

ξ2k [Φ∆,r,k(z, f)] (g) = [ξ2−2k(Φ∆,r,k(z, f))] (g)−
∫
Z∆,r(f)

g(z)qz(λ)k−1dz(1.1)

= 2
[
Φ∗∆,r,k(z, ξ3/2−k(f))

]
(g)−

∫
Z∆,r(f)

g(z)qz(λ)k−1dz.

Here Z∆,r(f) is the image of Z ′∆,r(f) in the modular curve Y0(N). As an application
we consider g ∈ S2k(Γ0(N)). Then the left hand side of (1.1) vanishes, and we recover
the Fourier expansion of the Shintani lift of g.

The results in this work are based on the first author’s Ph.D. thesis [15] at the Uni-
versity of Durham under the supervision of the second author. The second author also
would like to thank the Max Planck Institute for Mathematics in Bonn for its hospi-
tality and stimulating working conditions during his stay in 2020. The authors further
thank Claudia Alfes-Neumann and Markus Schwagenscheidt for their helpful comments.
Finally, the authors would like to thank the anonymous referee for their many useful
comments and suggestions.

2. Preliminaries

2.1. The Weil Representation. For g = ( a bc d ) we write j(g, τ) = cτ + d as usual. We
let Mp2(R) be the (unique) non-trivial two-fold cover of SL2(R). We realize Mp2(R) as
the pairs (g, φg) with g ∈ SL2(R) and φg : H → C is a holomorphic function such that
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φ2
g(τ) = j(g, τ). We define Γ̃ to be the inverse image of Γ := SL2(Z) under the covering

map Mp2(R) → SL2(R). Γ̃ is generated by T := (( 1 1
0 1 ), 1) and S := (( 0 −1

1 0 ),
√
τ). We

also define the groups Γ̃∞ := {(( 1 n
0 1 ), 1) ;n ∈ Z} ⊂ Γ̃ and Γ0(N) := {( a bc d ) ∈ Γ; c ≡ 0

(mod N)}.
Let (V,Q) be a rational non-degenerate quadratic space of signature (b+, b−) with

bilinear form (·, ·). Let L be an even lattice (Q(λ) = 1
2
(λ, λ) ∈ Z for all λ ∈ L) and L′

the dual lattice. We equip the discriminant group L′/L with the induced quadratic form
Q : L′/L→ Q/Z. We write L− ⊂ V − for the lattice L ⊂ V with bilinear form −(, ). We
let C[L′/L] be C-group algebra consisting of formal linear combinations

∑
h∈L′/L λheh

where λh ∈ C and eh is the standard basis element corresponding to h ∈ L′/L. We
define a Hermitian scalar product on C[L′/L] by letting 〈eh, eh′〉 := δh,h′ and extend this
to C[L′/L] by sesquilinearity. For a function f : H→ C[L′/L] we denote the components
by fh so that f =

∑
h∈L′/L fheh.

The (finite) Weil representation ρL acts on C[L′/L], see e.g. [26, Section 1], [5, Sec-
tion 4]. On the generators it is given by

ρL(T )(eh) := e(Q(h))eh, ρL(S)(eh) :=
e((b− − b+)/8)√

|L′/L|

∑
h′∈L′/L

e(−(h, h′))eh′ .

2.2. Vector-Valued Forms. Let κ ∈ 1
2
Z. We write Aκ,ρL for the space of smooth

vector-valued automorphic forms of weight κ with respect to ρL. These are smooth
functions f : H→ C[L′/L] such that

(f |κ,ρL(γ, φγ)) (τ) := φγ(τ)−2κρL(γ, φγ)
−1f(γτ) = f(τ)

for all (γ, φγ) ∈ Γ̃. We denote M !
κ,ρL

,Mκ,ρL and Sκ,ρL for the subspaces of (vector-
valued) weight κ weakly holomorphic modular, holomorphic modular and cusp forms
respectively. If f ∈ Aκ,ρL satisfies

(1) ∆κf = 0,
(2) there is a C > 0 such that f(τ) = O(eCv) as v →∞,

then we call f a harmonic weak Maass form, see also [11, Section 3]. We denote the space

of these as Hκ,ρL . Here ∆κ = ∆κ,τ := −v2
(
∂2

∂u2 + ∂2

∂v2

)
+ iκv

(
∂
∂u

+ i ∂
∂v

)
is the weight

κ hyperbolic Laplacian operator. We also have the subspace Hκ,ρL ⊂ Hκ,ρL where we
request that there exists a Fourier polynomial

Pf :=
∑

h∈L′/L

∑
n∈Z+Q(h)
−n0≤n≤0

c+(n, h)e(nτ)eh

so that f(τ)−Pf (τ) = O(e−εv) as v →∞. We call Pf the principal part of f . The prin-
cipal part Pf is uniquely determined by f . Any f ∈ Hκ,ρL has a unique decomposition
f = f+ + f− with

f+ :=
∑

h∈L′/L

∑
n∈Z+Q(h)
n≥−n0

c+(n, h)e(nτ)eh,(2.1a)

f− :=
∑

h∈L′/L

∑
n∈Z+Q(h)

n<0

c−(n, h)Γ(1− κ, 4π|n|v)e(nτ)eh,(2.1b)
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and for κ ≥ 2, the f− part vanishes. Here Γ(a, s) is the incomplete Γ-function. We call
f+ the holomorphic part and f− the non-holomorphic part. We note that if f ∈ Hκ,ρL ,

then c±(n, h) = (−1)κ+ b−−b+
2 c±(n,−h). We let Rκ := 2i ∂

∂τ
+ κv−1, Lκ := − 2iv2 ∂

∂τ
be the standard Maass raising and lowering operators, and we define the anti-linear
differential operator

ξκ(f)(τ) := vκ−2Lκf(τ) = R−κv
κf(τ).

Then −∆κ = Lκ+2Rκ+κ = R2−κLκ = ξ2−κξκ. By [11] the assignment f 7→ ξκ(f) defines
surjective maps

ξκ : Hκ,ρL →M !
2−κ,ρL , ξκ : Hκ,ρL → S2−κ,ρL ,

and we have

(2.2) ξκ(f)(τ) = −
∑

h∈L′/L

∑
n∈Z−Q(h)

n>0

(4πn)1−κc−(−n, h)e(nτ)eh.

For f, g ∈ Aκ,ρL we let

(f, g)reg
κ,ρL

:=

∫ reg

F
〈f(τ), g(τ)〉 vκdudv

v2
:= lim

t→∞

∫
τ∈Ft
〈f(τ), g(τ)〉 vκdudv

v2

the regularised Petersson scalar product, whenever this limit exists. Here Ft is the
truncated fundamental domain Ft := {τ ∈ F | =(τ) ≤ t} .

2.3. Locally Harmonic Maass Forms. We give a definition adapting [6, 7, 8]. For
a not necessarily continuous function f : H → C and a nowhere dense exceptional set
E ⊂ H, we will denote fW as the restriction of f to a connected component W ⊂ H\E.
For a point τ ∈ H we write WE

τ for the connected components that contain τ in their
closure i.e. WE

τ :=
{
W ⊂ H\E | τ ∈ W

}
. Finally let

AE(f)(τ) :=
1

#WE
τ

∑
W∈WE

τ

lim
w∈W
w→τ

f(w)

be the average value of f on the connected components in which τ lies (whenever this
limit exists).

Definition 2.1. Let κ ∈ 2Z, κ ≤ 0, Γ′ ⊂ Γ be a finite index subgroup and E be a
Γ′-invariant exceptional set E ⊂ H. We will call a function f : H→ C a (scalar-valued)
locally harmonic weak Maass form, of weight κ for Γ′ and E, if

(1) f |κγ = f for all γ ∈ Γ′.
(2) For all τ ∈ H\E there is a neighbourhood U ⊂ H of τ in which f is real analytic

and ∆κf = 0.
(3) For all τ ∈ H we have that WE

τ is a finite set, the limit defining AE(f)(τ) exists,
and f = AE(f).

(4) For any cusp f has polynomial growth.

We will call the real analytic connected components Weyl chambers as in [5, Section 6]
and denote the space of locally harmonic weak Maass forms as LHκ(Γ

′).
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2.4. Siegel Theta Functions. We define the Grassmannian, Gr(V (R)) as

Gr(V (R)) :=
{
z ⊂ V (R) | dim z = b− and Q|z < 0

}
.

We have Gr(V (R)) ∼= SO+(b+, b−)/SO(b+)× SO(b−). For z ∈ Gr(V (R)) and λ ∈ V (R)
we have V (R) = z ⊕ z⊥ and the orthogonal decomposition λ = λz + λz⊥ . We define the
majorant Qz(λ) := Q(λz⊥) − Q(λz). Following [5, Section 4] we let z ∈ Gr(V (R)), h ∈
L′/L, σ : V (R) → Rb+,b− be an isometry, p be a harmonic homogeneous polynomial on
Rb+,b− of degree (m+,m−) and let α, β ∈ V (R). Then we have a Siegel theta function

ϑL+h(τ, z, σ, p, α, β)

:= v
b−
2

+m−
∑
λ∈L+h

p(σ(λ+ β))e (Q(λ+ β)u+Qz(λ+ β)iv − (λ+ β/2, α)) ,

and a C[L′/L] version ~ϑL(τ, z, σ, p, α, β) :=
∑

h∈L′/L ϑL+h(τ, z, σ, p, α, β)eh. We know

(e.g. [5]) for any (γ, φγ) ∈ Γ̃, γ = ( a bc d ) that

(2.3) ~ϑL(γτ, z, σ, p, aα+bβ, cα+dβ) = φγ(τ)b
+−b−+2(m+−m−)ρL(γ, φγ) ~ϑL(τ, z, σ, p, α, β).

3. The Setting

Discussions of the following can also be found in [12, Section 2.1] Let N ∈ Z, N >
0 and we let V := {λ ∈M2(Q) | tr(λ) = 0} with Q(λ) = 1

2
(λ, λ) = −N det(λ) and

(λ, µ) = Ntr(λµ) for λ, µ ∈ V . We fix the lattice

L :=

{(
b −a/N
c −b

) ∣∣∣∣ a, b, c ∈ Z
}
.

This is an even lattice of level 4N and discriminant 2N . The dual lattice is given by

L′ =

{(
b/2N −a/N
c −b/2N

) ∣∣∣∣∣ a, b, c ∈ Z

}
.

We see that L′/L can be identified with Z/2NZ with discriminant form x 7→ x2/4N . We
let GL2(Q) act isometrically on V via conjugation. This gives rise to the isomorphism
SL2(Q) ∼= Spin(V ). For m be an exact divisor of N we denote the corresponding Atkin–
Lehner involution on Γ0(N) by WN

m .
In signature (2, 1), Gr(V (R)) is the set of negative lines which we identify with one

component of a two-sheet hyperboloid. We fix an isotropic vector l ∈ V and then call

V−1 := {v−1 ∈ V (R) | (v−1, v−1) = −1, (v−1, l) < 0}
the hyperboloid model, where we form a bijection from V−1 to Gr(V (R)) via the map
v−1 7→ Rv−1. We also form a bijection from H to V−1 via the map

λ(x+ iy) :=
1√

2Ny

(
−x x2 + y2

−1 x

)
.

As is standard, we will often abuse notation, and set z = x+ iy ∈ H but also denote by
z its identifications in V−1 and Gr(V (R)). We have an orthonormal basis of V (R) con-
sisting of e1 := 1√

2N
( 0 1

1 0 ), e2 := 1√
2N

( 1 0
0 −1 ), e3 := 1√

2N
( 0 1
−1 0 ) and we fix an oriented basis

b1(z) := gz.e1, b2(z) := gz.e2 and b3(z) := gz.e3 where gz :=
(√

x x/
√
y

0 1/
√
y

)
. If λ ∈ V (R),
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then λ =
∑
λi(z)bi(z) where λi(z) := (λ,bi(z))

(bi(z),bi(z))
. It will also prove helpful to define

v(z) := −gz.e3.

We have the modular curve Y0(N) := Γ0(N)\H. When N is square-free there are
σ0(N) cusps, and can be represented by WN

d ∞, with d running over the divisors of
N . The cusps can be identified with the set of isotropic lines Iso(V ) in V by the map

σ
Iso(V )

P1(Q) : P1(Q) → Iso(V ) given by (m/n) 7→ span
(
−mn m2

−n2 mn

)
. Each of these lines l′ can

be uniquely represented by a primitive isotropic vector in L up to sign. We choose our
primitive vectors l′ so that sgn((−l′, gz.e3) = 1. Then the cusps ∞ and 0 correspond to
Γ0(N)-classes of l∞ :=

(
0 1/N
0 0

)
and l0 := ( 0 0

−1 0 ).

Let λ ∈ V,Q(λ) > 0. Then we have the associated geodesic

Dλ := {z ∈ Gr(V (R)) | z ⊥ λ}
or in the upper half plane model

Dλ =
{
z ∈ H | cN |z|2 − bx+ a = 0

}
.

These are either vertical half lines (when λ ⊥ l∞) or semi-circles (when λ 6⊥ l∞). Let
Γλ := {γ ∈ Γ0(N) | γ.λ = λ} be the stabiliser of λ in Γ0(N) and define the cycle Z(λ)
to be the image of the quotient Γλ\Dλ in the modular curve Y0(N). We orient the
cycles counterclockwise if a > 0 and clockwise if a < 0, in particular D−λ = −Dλ. For
D ∈ Z, h ∈ L′/L, we write

(3.1) LD,h := {λ ∈ L′ | Q(λ) = D/4N, λ ≡ h (mod L)} .
It is well known that if D 6= 0, then there are only finitely many Γ0(N)-orbits of LD,h.
Let ∆ ∈ Z be a fundamental discriminant and r ∈ Z such that ∆ ≡ r2 (mod 4N) and

set λ =
(
b/2N −a/N
c −b/2N

)
∈ L′. Let n be any integer that is coprime to ∆ and representable

by a binary quadratic form [N1a, b,N2c] with N1N2 = N and N1, N2 > 0 i.e. n =
[N1a, b,N2c](x, y) for some x, y ∈ Z. If ∆ is such that

(1) 4NQ(λ)/∆ ≡ s2 (mod 4N) for some s ∈ Z,
(2) gcd(a, b, c,∆) = 1,

then we define the generalised genus character as χ∆(λ) :=
(

∆
n

)
otherwise χ∆(λ) := 0.

χ∆ is invariant under the action of Γ0(N) and the Atkin–Lehner involutions. Further-
more, χ∆(λ) only depends on λ ∈ L′ modulo ∆L. We define the twisted Weil represen-
tation ρ̃L to be equal to ρL if ∆ > 0 and equal to ρL if ∆ < 0. We will often use the
notation ρ := ρ̃L.

Definition 3.1. Let ∆ be a fundamental discriminant. Let m ∈ Z− sgn(∆)Q(h) with
m < 0. We set d := 4Nsgn(∆)m and

Z∆,r(m,h) :=
∑

λ∈Γ0(N)\L−d∆,rh

χ∆(λ)Z(λ).

We call Z∆,r(m,h) a twisted special cycle. Let f ∈ Hk,ρ̃L−
. Then we set

(3.2) Z∆,r(f) :=
∑

h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+(m,h)Z∆,r(m,h),
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the associated twisted cycle. We denote Z ′∆,r(f) for the pre-image of Z∆,r(f) in H.

Recall that c+(m,h) are coefficients from the decomposition of the Fourier expansion
of f stated in (2.1a). In particular, Z∆,r(f) depends only on the principal part of f
(note that m < 0 in (3.2)) and so is a finite linear collection of twisted geodesic cycles.

3.1. Kernel Functions. Recall in Section 3 we set z = x+ iy. We define

pz(λ) := − (λ, λ(z)) = −(λ, gz.e3) = λ3(z) =
−1√
2Ny

(cN |z|2 − bx+ a),

qz(λ) := y(λ, gz.(e1 + ie2)) = y(λ1(z) + iλ2(z)) =
−1√
2N

(cNz2 − bz + a).

Using the explicit isometry σz : V (R)→ R2,1 given by

σz(λ) :=
1√
2

(λ1(z), λ2(z), λ3(z))

we can check that qz(λ)k−1pz(λ) and (qz(λ)/y2)
k

are harmonic polynomials of degree
(k − 1, 1) and (k, 0) respectively.

Definition 3.2. Let h ∈ L′/L. For k ≥ 1 we define the kernel functions as follows:

θ∆,r,h,k(τ, z) := v3/2
∑

λ∈L+rh
Q(λ)≡∆Q(h)(∆)

χ∆(λ)pz(λ)qz(λ)k−1e

(
Q(λ)

|∆|
u+

Qz(λ)

|∆|
iv

)
,

θ∗∆,r,h,k(τ, z) := v1/2
∑

λ∈L+rh
Q(λ)≡∆Q(h)(∆)

χ∆(λ)

(
qz(λ)

y2

)k
e

(
Q(λ)

|∆|
u+

Qz(λ)

|∆|
iv

)
.

The C[L′/L]-valued versions are Θ∆,r,k(τ, z) :=
∑

h∈L′/L θ∆,r,h,k(τ, z)eh and Θ∗∆,r,k(τ, z) :=∑
h∈L′/L θ

∗
∆,r,h,k(τ, z)eh.

Both these functions have exponential decay as v → ∞, uniformly in u. We have
Θ∆,r,k(τ, z) = Θ∆,r,k(−τ ,−z) and Θ∗∆,r,k(τ, z) = Θ∗∆,r,k(−τ ,−z).

Remark 3.3. Versions of these kernel functions have been used recently in various places
in the literature. In particular, [9, Section 1], [8, (1.6)] (for k even, N = 1,∆ = 1), [20],
[2] (for k = 1), [3] and [4].

Proposition 3.4. As a function of τ we have Θk(τ, z) ∈ Ak−3/2,ρ̃L and Θ∗k(τ, z) ∈
Ak+1/2,ρ̃L.

Proof. The polynomials are harmonic of degree (k − 1, 1) and (k, 0) respectively. The
result follows from (2.3) and the results of [1, Section 3]. See also [2, Theorem 3.1] and
[3, Section 3]. �

As Γ0(N) acts trivially on L′/L and χ∆(γ.λ) = χ∆(λ) an easy calculation gives the
following result for the modularity in z.

Proposition 3.5. If γ ∈ Γ0(N), then

Θk(τ, γ.z) = j(γ, z)2−2kΘk(τ, z), Θ∗k(τ,−γ.z) = j(γ, z)2kΘ∗k(τ,−z).
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As the genus character is invariant under Atkin–Lehner involutions we also have the
following result.

Proposition 3.6. We have

Θk(τ,W
N
m .z) = j(WN

m , z)
2−2k

∑
h∈L′/L

θWN
m .h,k

(τ, z)eh.

4. The Singular Theta Lift

For f ∈ H3/2−k,ρ the decomposition in (2.1) becomes

(4.1) f(τ) =
∑

h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

c(m,h, v)e(mτ)eh,

with c(m,h, v) = c+(m,h)+c−(m,h)Γ(k−1/2,−4πmv) and c+(m,h) = 0 for m < −n0.

Definition 4.1. Let f ∈ H3/2−k,ρ. Then we define

Φ∆,r,k(z, f) :=
(
f(τ), vk−3/2Θ∆,r,k(τ, z)

)reg

3/2−k,ρ
=

∫ reg

τ∈F

〈
f(τ),Θ∆,r,k(τ, z)

〉 dudv
v2

.

We first check the regularised integral converges on all of H, including the singularities.
We follow the ideas in [5, Section 6], [10, Proposition 2.8], and [11, Proposition 5.6].

Theorem 4.2. The regularised Petersson scalar product Φ∆,r,k(z, f) converges pointwise
for any z = x+ iy ∈ H ∼= Gr(V (R)).

Proof. We know (see [11, Section 3] and [20, Lemma 1.49]) that the f− part of f has
exponential decay as v → ∞ (note that in 2.1b only negative n occur and that Γ(1 −
k, 2|w|) has asymptotic behaviour O((−2w)−ke2w) as w → −∞). We also recall from
Section 3.1 that Θ∆,r,k(τ, z) has exponential decay as v →∞. This means it will suffice
to consider just the convergence of

(4.2)

∫ ∞
v=1

∫ 1/2

u=−1/2

〈
f+(τ),Θ∆,r,k(τ, z)

〉 dudv
v2

.

We plug in the expansions given in (4.1) and Definition 3.2 and carry out the integration
over u (noting pz(0) = 0) to obtain

(4.3)

∫ ∞
v=1

∑
h∈L′/L

∑
λ∈L+rh

Q(λ)≡∆Q(h)(∆)
λ 6=0

c+
(
−Q(λ)
|∆| , h

)
χ∆(λ)pz(λ)qz(λ)k−1e

(
−2Q(λz)
|∆| iv

)
v−1/2dv.

Using the identities |pz(λ)| =
√
−2Q(λz) and |qz(λ)| = y

√
2Q(λz⊥) and estimating

v−1/2 ≤ 1 for 1 ≤ v ≤ ∞, it remains to check that the following converges:

(4.4)
|∆|

2
√

2π

∑
h∈L′/L

∑
λ∈L+rh

Q(λ)≡∆Q(h)(∆)
λ 6=0

∣∣∣∣c+

(
−Q(λ)

|∆|
, h

)∣∣∣∣ (y
√

2Q(λz⊥))k−1√
−Q(λz)

e

(
−2Q(λz)i

|∆|

)

We now split the sum into three parts and check that each converges.
Case Q(λ) = 0: We know that Q(λz⊥) = −Q(λz) = Qz(λ)/2 so we are left with a

subseries of a convergent theta series (for the positive definite quadratic form Qz(λ)).
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Case Q(λ) < 0: Using [11, Lemma 3.4] and [20, Lemma 1.49] we know that
∣∣∣c+
(
−Q(λ)
|∆| , h

)∣∣∣ ≤
CeC
√
−Q(λ) for a constant C > 0a. We also observe that in this case Qz(λ) ≥ −Q(λ),

Qz(λ) > Q(λz⊥) and −2Q(λz) = −Q(λz) − Q(λ) + Q(λz⊥) > Qz(λ). We use these
inequalities to again bound (4.4) with a theta series in terms of Qz(λ).

Case Q(λ) > 0: We remember there are only finitely many c+(m,h) 6= 0 with m < 0.
For each m = −Q(λ)/|∆| it then suffices to check that

(4.5)
|∆|

2
√

2π

∑
λ∈L+rh

−Q(λ)=|∆|m
Q(λz)6=0

(y
√

2Q(λz⊥))k−1√
−Q(λz)

e

(
−2Q(λz)i

|∆|

)

converges. We know from [10, p.50] that for any C ≥ 0 and any compact U ⊂ Gr(L)
the set

(4.6) {λ ∈ L′ | −Q(λ) = |∆|m, ∃z′ ∈ U with −Q(λz′) ≤ C}

is finite. This tells us that there exists an ε > 0 such that −Q(λz) > ε for all λ in the
set {λ ∈ L′ | −Q(λ) = |∆|m and Q(λz) 6= 0}. We then have that Qz(λ) ≥ Q(λz⊥),
−Q(λz) > ε and −2Q(λz) = −Q(λ) +Qz(λ) = |∆|m+Qz(λ) and we can use these facts
to once again bound (4.4) with a theta series in terms of Qz(λ). �

Theorem 4.3.

(1) Φ∆,r,k(z, f) has weight 2− 2k for Γ0(N).
(2) Φ∆,r,k(z, f) is a smooth function on H\Z ′∆,r(f).
(3) Φ∆,r,k(z, f) has singularities along Z ′∆,r(f). More precisely, for a point z0 ∈ H

there exists an open neighbourhood U ⊂ H so that the function

Φ∆,r,k(z, f)−
√
|∆|
2

∑
h∈L′/L

m∈Z−sgn(∆)Q(h)
m<0

c+ (m,h)
∑

λ∈L−d∆,rh
λ⊥z0

χ∆(λ)qz(λ)k−1(λ,v(z))
|(λ,v(z))|

can be continued to a smooth function on U b.

Proof. Using Theorem 3.5 the first statement is clear. The integrals over the compact
region F1 and the f− part converge absolutely (see Theorem 4.2) and therefore do not
contribute to the singularities. It then remains to consider (4.3).

We first look at the case where Q(λ) ≤ 0. The arguments in Theorem 4.2 can be
adapted to show local uniform convergence if for any point z0 ∈ H there exists an open
subset U ⊂ H and a constant ε > 0 such that Q(λz) < ε for all λ ∈ L′, λ 6= 0, Q(λ) ≤ 0
and z ∈ U . We know this to be true using [20, Equation 3.17].

aWhere the constant C appearing at the front of this bound is the same C as the one that appears
in the exponent.

bWhere for z ∈ U such that (λ, v(z)) = 0 we set (λ,v(z))
|(λ,v(z))| to 0.
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So only the terms where Q(λ) > 0 contribute to the singularities. Fix z0 ∈ H. Using
(4.3) and (3.1) we are then left to considerc:

Φ∆,r,k(z, f) ≈
∑

h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+ (m,h)

×
∫ ∞
v=1

∑
λ∈L−d∆,rh

χ∆(λ)pz(λ)qz(λ)k−1e

(
−2Q(λz)

|∆|
iv

)
v−1/2dv.

We now split the sum over λ ∈ L−d∆,rh into two sums, one over λ ⊥ z0 and one over
λ 6⊥ z0.

For λ 6⊥ z0 we need to check that for z0 ∈ H there exists an open subset U ⊂ H
(with compact closure U ⊂ H) and a constant ε > 0 such that Q(λz) < ε for all
λ ∈ L−d∆,rh, λ 6⊥ z0 and z ∈ U . This is true using (4.6) and noting that λ 6⊥ z0 means
we can choose a neighbourhood U of z0 small enough such that Q(λz) 6= 0.

Finally, we look at the sum over λ ∈ L−d∆,rh where λ ⊥ z0. We first notice that λ ⊥ z0

means that Q(λz0) = 0. We can then use (4.6) to see we actually have a finite sum over
λ ∈ L−d∆,rh, λ ⊥ z0. We now look at the remaining integral. We have∫ ∞

v=1

pz(λ)qz(λ)k−1e

(
−2Q(λz)

|∆|
iv

)
v−1/2 =

√
|∆|
2π

pz(λ)qz(λ)k−1

|2Q(λz)|
Γ

(
1

2
,
−4πQ(λz)

|∆|

)
.

When λz = 0 this has a singularity of type√
|∆|
2

(λ, v(z))

|(λ, v(z))|
fz(λ)k−1

as we know that Γ(1/2,−4πQ(λz)/|∆|) = Γ(1/2) +O(|Q(λz)|) as λz → 0. The integral
vanishes when −2Q(λz) = pz(λ) = (λ, v(z)) = 0 so this is the zero contribution to the
singularities when (λ, v(z)) = 0. So finally we have the required result

Φ∆,r,k(z, f) ≈U

√
|∆|
2

∑
h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+ (m,h)
∑

λ∈L−d∆,rh
λ⊥z0

χ∆(λ)
(λ, v(z))

|(λ, v(z))|
fz(λ)k−1.

�

We find the wall crossing formula as we move between Weyl chambers. We follow
[5, Section 6] and [10, Section 3.1]. Let W ⊂ H be a Weyl chamber and let λ ∈ L′.
Then we say (λ,W ) < 0 if (λ,w) < 0 for all w ∈ W ⊂ H. We will denote ΦW1(z) and
ΦW2(z) for the restrictions of Φ∆,r,k(z, f) to two adjacent Weyl chambers W1 and W2.
The restrictions ΦW1(z) and ΦW2(z) can both be extended to real analytic functions on
W1 ∪W2 and we write W12 := W1 ∩W2 for the “wall” dividing W1 and W2.

Theorem 4.4 (The wall crossing formula). The difference ΦW1(z)−ΦW2(z) is given by

2
√

2|∆|
∑

h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+ (m,h)
∑

λ∈L−d∆,rh
λ⊥W12

(λ,W1)<0

χ∆(λ)qz(λ)k−1.

cUsing the ≈ notation from [10, Theorem 2.12]
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Proof. Using Theorem 4.3 we know that Φ∆,r,k(z, f) has a singularity of type

(4.7)

√
|∆|
2

∑
h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+ (m,h)
∑

λ∈L−d∆,rh
λ⊥W12

χ∆(λ)
(λ, v(z))

|(λ, v(z))|
qz(λ)k−1

along W12. We observe that the sums over λ and −λ are the same because χ∆(−λ) =
(−1)(1−sgn(∆))/2χ∆(λ), c+(m,h) = (−1)3/2−k+(sgn(∆))/2c+(m,−h) and pz(−λ)qz(−λ)k−1 =

(−1)kpz(λ)qz(λ)k−1. We can then rewrite (4.7) as a sum over elements with (λ,W1) < 0.
This means we pick up a factor of 2 and also another factor of 2 from the jump of size
2 arising from (λ, v(z))/|(λ, v(z))|. �

4.1. Locally Harmonic. We will show that the singular theta lift is harmonic away
from the singularities Z ′∆,r(f). See also [23, Section 4]. Using [26]Lemma 1.5 we obtain
the following result.

Proposition 4.5. We have

4∆k−3/2,τΘ∆,r,k(τ, z) = ∆2−2k,zΘ∆,r,k(τ, z) + (6− 4k)Θ∆,r,k(τ, z).

Theorem 4.6. If f ∈ H3/2−k,ρ and z ∈ H\Z∆,r(f), then ∆2−2kΦ∆,r,k(z, f) = 0 and
Φ∆,r,k(z, f) is also real analytic on H\Z ′∆,r(f).

Proof. We apply Proposition 4.5 and obtain

∆2−2kΦ∆,r,k(z, f) =4 lim
t→∞

∫
τ∈Ft

〈
∆k−3/2,τΘ∆,r,k(τ, z), v3/2−kf(τ)

〉
vk−3/2dudv

v2

+ 4(k − 3/2) lim
t→∞

∫
τ∈Ft

〈
Θ∆,r,k(τ, z), f(τ)

〉 dudv
v2

.

Arguing as in [10, Section 4], using adjointness of the Laplace operator we obtain

∆2−2kΦ∆,r,k(z, f) =4 lim
t→∞

∫
τ∈Ft

〈
Θ∆,r,k(τ, z),∆k−3/2,τ

(
v3/2−kf(τ)

)〉
vk−3/2dudv

v2

+ 4(k − 3/2) lim
t→∞

∫
τ∈Ft

〈
Θ∆,r,k(τ, z), f(τ)

〉 dudv
v2

.

Here we used that in the limit the boundary terms vanish. But ∆k−3/2,τ

(
v3/2−kf(τ)

)
=

(3/2− k)v3/2−kf(τ), since f is harmonic, and the claim follows. �

5. Partial Poisson Summation

In Section 6 we will compute the Fourier expansion of our lift using a Rankin–Selberg
style unfolding trick. For this we will need to rewrite the kernel function as a Poincaré
series. Useful references are [5, Section 5], [10, Section 2], and [14, Section 4].

Let l ∈ L be a primitive isotropic vector. We define a 1-dimensional positive definite
space Wl := l⊥/l, (equipped with the same quadratic form) and a sublattice,

K = Kl := (L ∩ l⊥)/(L ∩ l)
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The dual lattice is K ′ = K ′l = (L′ ∩ l⊥)/(L′ ∩ l). We know there exists a vector l′ ∈ L′
such that (l, l′) = 1 and then Kl = L ∩ l′⊥ ∩ l⊥. For λ ∈ V (R), we write λK for the
orthogonal projection onto K ⊗ R. If λ ∈ L′, then λK ∈ K ′. We will now assume that
(l, L) = Z, in which case we can choose l′ to be isotropic. This holds for l∞, but also for
any l when N is square-free. We then have

L =Kl ⊕ Zl′ ⊕ Zl,(5.1a)

V (R) =(Kl ⊗Z R)⊕ Rl′ ⊕ Rl,(5.1b)

and K ′l/Kl
∼= L′/L. We write w⊥ for the orthogonal complement of lz⊥ in z⊥ and denote

the component of any λ ∈ V (R) in w⊥ as λw⊥ . We have

V (R) = z ⊕ z⊥ = Rlz ⊕ Rlz⊥ ⊕ w⊥.

We will also use the vectors

(5.2) µ = µ(z) := −l′ + lz
2(lz, lz)

+
lz⊥

2(lz⊥ , lz⊥)
, w⊥ := (l, b2(z))b1(z)− (l, b1(z))b2(z).

We observe that (lz⊥ ,w
⊥) = 0, and thus w⊥ spans the one dimensional space w⊥. In

general λ, λK , λw⊥ are not the same vector. However if λ ∈ V (R) ∩ l⊥, then (λ, λ) =
(λK , λK) = (λw⊥ , λw⊥). Finally, if λ ∈ V (R) ∩ l⊥, then (λ, λ)/2 = (λw⊥ , λw⊥)/2 =
(λ,w⊥)2/(2Qz(l)).

Lemma 5.1. We have the following identities,

(1) µ ∈ V (R ∩ l⊥) = (K ⊗Z R)⊕ Rl′,
(2) µ = µK + (µ, l′)l,
(3) (µ, l) = (µK , l) = 0,
(4) (µ, µ) = (µK , µK) = (µw⊥ , µw⊥),
(5) µw⊥ = (µK)w⊥ = −l′

w⊥,
(6) (µ,w⊥) = (µK ,w

⊥) = (−l′,w⊥),
(7) (µ, µ)/2 = (µK , µK)/2 = −(l′, lz⊥ − lz)/(2Qz(l)),
(8) If λ ∈ K ⊗ R, then (λ, µ) = (λ, µK) = (λ, lz⊥ − lz)/(2Qz(l)).

5.1. Fourier Transforms. We will need several Fourier transforms. We will make use
of the Hermite polynomials Hn(x) := (−1)nex

2 dn

dxn

(
e−x

2
)

, see [16, Section 10.13]. We

let the Fourier transform over R be defined as f̂(ξ) :=
∫
R f(x)e2πiξxdx d

Lemma 5.2. The Fourier transform of

(1) f(x− a) is e2πiaξf̂(ξ),

(2) xf(x) is d
dξ
f̂(ξ)/2πi,

(3) f(ax) is |a|−1f̂(ξ/a),

(4) xne−πx
2

is
(

i
2
√
π

)n
Hn(
√
πξ)e−πξ

2
.

Proof. (1)-(3) are of course standard. (4) can be derived from [18, Lemma 4.5]. �

dThere is some discrepancy in the literature and often this integral is called the inverse Fourier
transform instead. We use the convention adopted by Borcherds [5].
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Lemma 5.3. Let A,B,C,D,E, F,G ∈ C, Im(A) > 0. Then the Fourier transform of
(G+ Fx)(E +Dx)k−1e(Ax2 +Bx+ C) is given bye

(5.3)

(
i

2A

)k/2(
Di

2
√
π

)k−1∑
j

(
G− F

(
ξ +B

2A

))1−j (
F (k − 1)

i
√
−2πAi

)j
×Hk−1−j

(
i
√
−2πAi

(
ξ +B

2A
− E

D

))
e

(
C − (ξ +B)2

4A

)
.

Proof. We let f(x) :=
(
E − DB

2A
+ Dx√

−2Ai

)k−1

e
(

2Aix2−B2+4AC
4A

)
. Then we can use the

binomial theorem, Lemma 5.2 (4) and the identity Hn(x+y) =
∑n

m=0

(
n
m

)
Hm(x)(2y)n−m

to find that f̂(ξ) is equal to

k−1∑
n=0

(
k−1
n

) (√−8πAi
Di

(
E − DB

2A

))k−1−n (
Di√
−8πAi

)k−1

Hn(
√
πξ)e

(
2Aiξ2−B2+4AC

4A

)
=
(

Di√
−8πAi

)k−1

Hk−1

(√
πξ +

(
E − DB

2A

) √−2πAi
Di

)
e
(

2Aiξ2−B2+4AC
4A

)
.

We observe that f
(
−2Aix−Bi√
−2Ai

)
= (E+Dx)k−1e(Ax2 +Bx+C). So the Fourier transform

of (E +Dx)k−1e(Ax2 +Bx+ C) can be found by using Lemma 5.2 (1)(3) to obtain(
i

2A

)k/2 ( Di
2
√
π

)k−1

Hk−1

(
i
√
−2πAi

(
ξ+B
2A
− E

D

))
e
(
C − (ξ+B)2

4A

)
.

The stated result then follows using Lemma 5.2 (2) and H ′n(x) = 2nHn−1(x). �

5.2. A Theta Function on the Sublattice. We rewrite our kernel function as a sum
of some specific Siegel theta functions defined on the sublattice K.

Definition 5.4. Let α, β ∈ Z, h ∈ K ′/K and µK ∈ K ⊗Z R. Then for κ ≥ 0 we define

ξκ,h(τ, µK , α, β) := v−κ/2
∑

λ∈K+rh
t(∆)

Q(λ−βl′+tl)≡∆Q(h)(∆)

Hκ

(√
π(α− βτ − 2|D|v(λ+ βµK ,w

⊥))√
2|∆|vQz(l)

)

× χ∆(λ− βl′ + tl)e

(
−αt
|∆|

)
e

(
Q(λ+ βµK)τ

|∆|
− (λ+ βµK/2, αµK)

|∆|

)
,

and a C[K ′/K]-valued version Ξκ(τ, µK , α, β) :=
∑

h∈K′/K ξκ,h(τ, µK , α, β)eh.

Lemma 5.5. If (γ, φγ) ∈ Γ̃, γ = ( a bc d ), then

Ξκ(γτ, µK , aα + bβ, cα + dβ) = φγ(τ)1+2κρ̃K(γ, φγ)Ξκ(τ, µK , α, β).

Proof. For κ = 0, 1, this is just the transformation property of the usual unary theta
series, see e.g. [14, Equation 4.5]. The general case follows by applying the Maass raising

eHere the sum over j is for 0 ≤ j ≤ max(k − 1, 1). This convention holds throughout the text.
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operator and observing that

Rκ−3/2

[
v−(κ−2)/2Hκ−2(a

√
v)eia

2τ/2
]

=
((

κ−1
2v
− a2

)
Hκ−2(a

√
v) + (κ−2)a√

v
Hκ−3(a

√
v)
)
v1−κ/2eia

2τ/2

=
(
(κ− 1)Hκ−2(a

√
v)− a

√
vHκ−1(a

√
v)
)
v−κ/2

eia
2τ/2

2
= −Hκ(a

√
v)v−κ/2

eia
2τ/2

4
.

�

The following two lemmas will prove useful later.

Lemma 5.6. We have

ξκ,h(τ, µK ,−n, 0)

=

(
∆

n

)
ε∆|∆|1/2v−κ/2

∑
λ∈K+rh

Q(λ)≡∆Q(h)(∆)

Hκ

(√
π(n− 2|∆|v(λ,w⊥))√

2|∆|vQz(l)

)
e

(
Q(λ)τ

|∆|
− (λ, nµK)

|∆|

)
.

Proof. Follows easily after observing that if λ ∈ K+ rh,Q(λ) ≡ ∆Q(h)(∆) then χ∆(λ+
tl) =

(
∆
n

)
so we obtain the stated result by using the Gauss sum in [14, Equation 4.7]. �

Here ε∆ is defined to equal 1 if ∆ > 0 or i if ∆ < 0.
(

∆
0

)
= 0 if ∆ 6= 1 and if ∆ = 1

then
(

∆
0

)
= 1. This means that ξκ,h(τ, 0, 0, 0) = 0 unless ∆ = 1.

Lemma 5.7. If κ ∈ Z, κ ≥ 2 and ∆ = 1, then

Rκ−3/2Ξκ−2(τ, 0, 0, 0) = −1

4
Ξκ(τ, 0, 0, 0),

Lκ+1/2Ξκ(τ, 0, 0, 0) = κ(κ− 1)Ξκ−2(τ, 0, 0, 0).

Proof. The first claim follows from the proof of Lemma 5.5, while the second from

∂

∂v

(
Hκ(a

√
v)v−κ/2

)
= − κ

2v(κ+2)/2

(
Hκ(a

√
v)− 2a

√
vHκ−1(a

√
v)
)

=
κ(κ− 1)

v(κ+2)/2
Hκ−2(a

√
v).

�

5.3. The Poincaré Series. The next few technical lemmas involve rewriting our kernel
function in various forms with the aim of writing it as a Poincaré series in Theorem 5.10.
We will use the following constant

(5.4) cz,k,j =
i

2
√

2|∆|Qz(l)

(
qz(l)i

√
|∆|

2
√

2πQz(l)

)k−1(
(1− k)

√
2|∆|Qz(l)√
π

)j

.

Next we apply partial Poisson summation, see also [5, Lemma 5.1], [14, Lemma 4.6],
and [10, Lemma 2.3].
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Lemma 5.8. We have

θh,k(τ, z) =
∑

λ∈L/Z∆l+rh

∑
t(∆)

Q(λ+tl)≡∆Q(h)(∆)

∑
d∈Z

∑
j

χ∆(λ+tl)cz,k,jv
−(k−1−j)/2 (d+ (λ, l)τ)1−j

×Hk−1−j

(√
π(d+(λ,l)τ−2v(λ,w⊥))√

2|∆|vQz(l)

)
e
(
− dt
|∆|

)
e
(
τQ(λ

w⊥ )

|∆| − d(λ,l
z⊥−lz)

2|∆|Qz(l)
− |d+(λ,l)τ |2

4|∆|ivQz(l)

)
.

Proof. We rewrite the sum over λ ∈ rh + L in the definition of θh,k(τ, z) as a sum over
λ′ + d|∆|l. This is where λ′ runs over rh + L/Z∆l and d runs over Z. Noting that
χ∆(λ+ d|∆|l) = χ∆(λ) and Q(λ+ d|∆|l) ≡ Q(λ)(∆) we then obtain

(5.5) θh,k(τ, z) = v3/2
∑

λ∈L/Z∆l+rh
Q(λ)≡∆Q(h)(∆)

χ∆(λ)
∑
d∈Z

g

(
|∆|τ, z, λ

|∆|
, k, d

)

where

g(τ, z, λ, k, d) := |∆|kpz(λ+ dl)qz(λ+ dl)k−1e (Q(λ+ dl)u+Qz(λ+ dl)iv) .

We notice

Q(λ+ dl)u+Qz(λ+ dl)iv = Ad2 +Bd+ C

where A = Q(lz⊥)(τ−τ) = Qz(l)iv, B = (λ, lz)τ+(λ, lz⊥)τ and C = Q(λz)τ+Q(λz⊥)τ =
Q(λ)u+Qz(λ)iv. We also set D = qz(l), E = qz(λ), F = pz(l) and G = pz(λ). Then the
partial Fourier transform of g(τ, z, λ, k, d) in d can be found using Lemma 5.3 to obtain
ĝ(τ, z, λ, k, d).

Using the Poisson summation formula on the variable d we replace g(|∆|τ, z, λ
|∆| , k, d)

with ĝ(|∆|τ, z, λ
|∆| , k, d) in (5.5). So then with the help of some simplifying identities

given in [15, Lemma 5.4.1] we obtain

θh,k(τ, z) =
∑

λ∈L/Z∆l+rh
Q(λ)≡∆Q(h)(∆)

∑
d∈Z

∑
j

χ∆(λ)cz,k,jv
−(k−1−j)/2 (d+ (λ, l)τ)1−j

×Hk−1−j

(√
π(d+(λ,l)τ−2v(λ,w⊥))√

2|∆|vQz(l)

)
e
(
τQ(λ

w⊥ )

|∆| − d(λ,l
z⊥−lz)

2|∆|Qz(l)
− |d+(λ,l)τ |2

4|∆|ivQz(l)

)
.

Finally we rewrite the sum over λ ∈ L/ZDl+ rh as a sum over λ′ + tl where λ′ and t
run over L/Zl + rh and Z/DZ respectively to obtain the stated result. �

We now reformulate Lemma 5.8 in terms of the theta function (Definition 5.4) on the
sublattice, see also [5, Theorem 5.2], [14, Lemma 4.7] and [10, Theorem 2.4].

Proposition 5.9. If h ∈ L′/L ∼= K ′/K, then

θh,k(τ, z) =
∑
c,d∈Z

∑
j

cz,k,j(cτ + d)1−je

(
− |cτ + d|2

4|∆|ivQz(l)

)
ξk−1−j,h(τ, µK , d,−c).

Proof. We use that L/Zl+rh ∼= K+Zl′+rh to rewrite Lemma 5.8 in terms of λ ∈ K+rh.
We do this by making the “substitution” λ 7→ λ+ cl′, where now λ ∈ K ⊗R and c ∈ Z.
We have that (l, l′) = 1 and (λ, l) = 0. Using this alongside the identities in Lemma 5.1
and inserting the definition of ξh(τ, µK , α, β, n) we obtain the stated result. �
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Theorem 5.10. We have

Θk(τ, z)

=
1

2

∑
n≥1

∑
γ̃∈Γ̃∞\Γ̃

∑
j

cz,k,j(−n)1−j
[
e
(
− n2

4|∆|i=(τ)Qz(l)

)
Ξk−1−j(τ, µK ,−n, 0)

] ∣∣∣∣
k−3/2,ρ̃K

γ̃,

and if k ≥ 2 we also have the additional term cz,k,1Ξk−2(τ, 0, 0, 0).

Proof. We use Proposition 5.9 to obtain that Θk(τ, z) is equal to∑
n≥1

∑
c,d∈Z

(c,d)=1

∑
j

cz,k,j(−n)1−j(cτ + d)1−je

(
− n2|d+ cτ |2

4|∆|ivQz(l)

)
Ξk−1−j(τ, µK ,−nd, nc).

plus the stated additional term (when c = 0, d = 0, j = 1, k ≥ 2).
We know two elements ( a bc d ) ,

(
a′ b′

c′ d′

)
∈ Γ are equal in Γ∞\Γ if and only if c = c′ and

d = d′. We rewrite the sum over coprime integers as a sum over γ̃ = (γ, φγ) ∈ Γ̃∞\Γ̃
where γ = ( a bc d ). This also introduces a factor of 1/2 due to the two possibilities (γ, φγ)
and (γ,−φγ). We then obtain the stated result using

Ξk−1−j(τ, µK ,−nd, nc) = φγ(τ)1−2k+2j ρ̃−1
K (γ, φγ)Ξk−1−j(γτ, µK ,−n, 0). �

5.4. Asymptotics. We consider the asymptotic behaviour of our kernel function at the
cusps. We do this by considering the cusp l = l∞ =

(
0 1/N
0 1

)
(so l′ = −l0 = ( 0 0

1 0 )). We
will also associate the upper half plane with an open subset of K⊗C by mapping z′ ∈ H
to ( 1 0

0 −1 )⊗ z′. We then have the following identities

(1) (λ, µK) = (λ, x),
(2) (λ,w⊥) = − 1

2Ny2 (λ, y),

(3) Qz(l) = 1
2Ny2 ,

(4) cz,k,j = iNy2√
2|∆|

(
iy
√
|∆|

2
√

2π

)k−1(
(1−k)
√
|∆|

y
√
Nπ

)j
.

We will denote ck,j := yj−1−kcz,k,j and for any function f : H→ C[L′/L] with components
fh we will denote fWN

m
:=
∑

h∈L′/L fWN
m .h

eh.

Proposition 5.11. Let N be square-free and s = WN
m∞ ∈ P1(Q) be a cusp of Γ0(N).

Then there is a constant C > 0 such that as y →∞ we have(
Θk(τ)

∣∣
2−2k

WN
m

)
(z) = ykck,1Ξk−2,WN

m
(τ, 0, 0, 0) +O(e−Cy

2

)

unless k = 1, in which case
(

Θ1(τ)
∣∣
2−2k

WN
m

)
(z) = O(e−Cy

2
).

Proof. Using Proposition 5.9 and the above identities we see that θh,k(τ, z) decays expo-
nentially as y →∞ (uniformly in x) except the case when c = 0, d = 0. In that case we
observe that θh,k(τ, z) vanishes unless k ≥ 2 and j = 1. In the remaining cases, Theorem
5.10 tells us we have cz,k,1ξk−2,h(τ, 0, 0, 0) left to consider. The explicit identities given
above also tell us that ξk−2,h(τ, 0, 0, 0) does not depend on y and so

Θk(τ, z) = ck,1y
kΞk−2(τ, 0, 0, 0) +O(e−Cy

2

)

as y →∞. The statement about the other cusps follows from Proposition 3.6. �
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6. The Fourier Expansion

In this section we compute the Fourier expansion of Φ∆,r,k(z, f) and conclude that
Φ∆,r,k(z, f) is indeed a locally harmonic weak Maass form as in Definition 2.1. We need
to do some groundwork first.

Lemma 6.1. Let f ∈ H3/2−k,ρ with expansion (4.1), k ≥ 2 and ∆ = 1. Then∫ reg

τ∈F

〈
f(τ),Ξk−2(τ, 0, 0, 0)

〉 dudv
v2

=
∑

h∈K′/K

∑
λ∈K+h

c+(−Q(λ), h)

k(k − 1)

(
−2
√

2π(λ,w⊥)√
Qz(l)

)k

.

Proof. We write g = Ξk−2(τ, 0, 0, 0). We first show (Rk−3/2(g), ξ3/2−k(f))reg
1/2−k,L = 0.

Indeed, we have using [10, Lemma 4.2] (correcting a sign error):

(R−κ(g), ξκ(f))reg
2−κ,L = lim

t→∞

∫
τ∈Ft
〈R−κ(g), ξκ(f)〉 v−κdudv

= − lim
t→∞

∫
τ∈Ft
〈g, L2−κξκ(f)〉 v−κdudv

v2
+ lim

t→∞

∫ 1/2

−1/2

[
〈g, ξκ(f)〉 v−κ

]
v=t

du.

We observe that the second term disappears as g is bounded and ξκ(f) is exponentially

decaying. The first term also disappears as f is harmonic so L2−κξκ(f) = vκξ2−κξκ(f) =

−vκ∆κ(f) = 0. Using [10, Lemma 4.2] in the other direction gives

lim
t→∞

∫
τ∈Ft
〈R−κ(g), ξκ(f)〉 v−κdudv = lim

t→∞

∫
τ∈Ft

〈
R−κ(vκf), R−κ(g)

〉
v−κdudv

= − lim
t→∞

∫
τ∈Ft

〈
L2−κR−κ(g), f

〉 dudv
v2

+ lim
t→∞

∫ 1/2

−1/2

[〈
f,R−κ(g)

〉]
v=t

du.

Using Lemma 5.7 we obtain∫ reg

τ∈F

〈
f(τ), g(τ)

〉 dudv
v2

= − 4

k(k − 1)
lim
t→∞

∫ 1/2

−1/2

〈
f(u+ it), Rk−3/2(g(u+ it))

〉
du.

The integral over u picks out the 0-th Fourier coefficient and f−(u + it) decays expo-
nentially as t→∞ so it remains to consider

=
1

k(k − 1)
lim
t→∞

∑
h∈K′/K

∑
λ∈K+h

c(−Q(λ), h, t)t−k/2Hk

(
−
√

2πt(λ,w⊥)√
Qz(l)

)
.

We have a finite set of terms c+(−Q(λ), h). Using Hn(x) = n!
∑bn/2c

m=0
(−1)m(2x)n−2m

m!(n−2m)!
we

obtain the result after taking the limit

= lim
t→∞

∑
h∈K′/K

∑
λ∈K+h

t−k/2c+(−Q(λ), h)k!

k(k − 1)

bk/2c∑
n=0

(−1)n

n!(k−2n)!

(
−2
√

2πt(λ,w⊥)√
Qz(l)

)k−2n

. �

We need a few more integrals.

Lemma 6.2. Let n ∈ Z, n ≥ 0 and r ∈ Z, r ≥ n. Then

(6.1)

∫ ∞
t=0

trHn (t) e−t
2

dt =
r!

2(r − n)!
Γ

(
r − n+ 1

2

)
.
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Proof. This follows from ∂Hn(t)e−t
2

∂t
= −Hn+1(t)e−t

2
and integration by parts. �

Lemma 6.3. Let κ ∈ Z, κ ≥ 0 and α, β ∈ R, α > 0. Then∫ ∞
v=0

∑
j

v−κ/2Hκ−j

(
− α√

v
+ β
√
v

)(
κ
√
v

α

)j
e−α

2/v dv

v2
=
e−2αβΓ(κ+ 1,−2αβ)

(−α)κ+2
.

Proof. Substituting v = α2/t2 and Hn(x+ y) =
∑n

m=0

(
n
m

)
Hm(x)(2y)n−m we obtain

2(2β)κ

α2

∑
j

κ−j∑
n=0

(
κ− j
n

)(
κ

2αβ

)j
(−2αβ)−n

∫ ∞
t=0

tn+1Hn (t) e−t
2

dt.

Applying Lemma 6.2 for r = n+ 1 this becomes

2(2β)κ

2α2

∑
j

κ−j∑
n=0

(
κ− j
n

)(
κ

2αβ

)j
(−2αβ)−n(n+ 1)!,

which we simplify and using the identity from [21, Section 11.1.9] to get

=(−α)−κ−2κ!
κ∑

n=0

(−2αβ)n

n!
=
e−2αβΓ(κ+ 1,−2αβ)

(−α)κ+2
. �

Lemma 6.4. Let κ ∈ Z, κ ≥ 0 and α, β ∈ R, α > 0, β 6= 0. Then∫ ∞
v=0

∑
j

v−κ/2Hκ−j

(
− α√

v
+ β
√
v

)(
κ
√
v

α

)j
e−α

2/vΓ
(
κ+ 1/2, β2v

) dv
v2

=


(−1)κ

(2κ)!
√
π

4κακ+2
e−2αβ if β > 0,

(−1)κ
√
π

4κακ+2
e−2αβΓ(2κ+ 1,−4αβ) if β < 0.

Proof. We set α = ay in the above integral and then denote it as I(y). Then I satisfies
the second order differential equation

yI ′′(y)− 2κI ′(y)− (4κaβ + 4a2β2y)I(y) = 0.

We easily check that e−2aβy and e−2aβyΓ(2κ + 1,−4aβy) are linearly independent so-
lutions. The result can then be obtained by using Lemma 6.3 as part of some (fairly
tedious) calculations determining the asymptotics of the integral as y →∞. �

To state the Fourier expansion we need some additional notation.
For A ⊂ R we define the indicator function IA(x) to equal 1/2 if x ∈ A and to

equal 0 otherwise. We will denote the fractional part as 〈x〉 := x − bxc. Recall that

the Bernoulli polynomials are defined by the generating function text

et−1
=
∑∞

n=0Bn(x) t
n

n!

while the periodic Bernoulli polynomials are given by Bn(x) := −n!
∑

m 6=0
e(mx)

(2πim)n
, where

we set B0(x) = 1. We let L
(
s,
(

∆
·

))
=
∑

n≥1

(
∆
n

)
1
ns

be the Dirichlet L-function. For
κ ∈ Z, κ ≥ 1 and s ∈ C, |s| < 1 we denote the polylogarithm as Liκ(s) and introduce a
shifted incomplete polylogarithm where for b ∈ R+ we set

Liκ,r(b, s) :=
∞∑
n=1

sn

nκ+r

Γ (κ, nb)

Γ(κ)
,
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which is a finite sum of polylogarithms. Finally we will use the following constants

C1 := ε∆|∆|
√

2
iπ

(
|∆|

iπ2
√

2N

)k−1

, C2 := 2
√

2ε∆
√

∆
k

(
∆√
2N

)k−1

, C3 :=
√

2ε∆
√

∆(2k−2)!
i
√
π

(
∆

8πi
√

2N

)k−1

.

We can now state the main result of this chapter. The proof is similar in nature to
those found in [5, Sections 7 and 14], [10, Chapters 2 and 3] and [14, Theorem 5.3].

Theorem 6.5. Let f ∈ H3/2−k,ρ with expansion (4.1). If n0 < 0, then Φ∆,r,k(z, f) ≡ 0.

If n0 ≥ 0, let z = x+ iy ∈ H where y >
√
−|∆|n0/N . Then at the cusp l∞

Φ∆,r,k(z, f) =

C1c
+(0, 0)L

(
k,
(

∆
·

))(6.2a)

− C2

∑
m≥1

∑
b(∆)

(
∆

b

)
c+

(
−|∆|m

2

4N
,
rm

2N

)[
Bk (〈mx+ b/∆〉+ imy) +

kIZ(mx+ b/∆)

(imy)1−k

](6.2b)

+ C3

∑
m≥1

∑
b(∆)

(
∆

b

)
c−
(
−|∆|m

2

4N
,
rm

2N

)(6.2c)

×
[
Lik (e(mz + b/∆)) + (−1)ksgn(∆)Li2k−1,1−k (4πmy, e(−(mz − b/∆)))

]
.

(6.2d)

In the case k = 1 square bracketed part of (6.2b) is replaced with B1(mx + b/∆). Note
that the constant term (6.2a) vanishes if k is odd and ∆ > 0 or if k is even and ∆ < 0.

Proof. Inserting (5.10) into Definition 4.1 and using the usual unfolding trick, we have

Φ∆,r,k(z, f)

= cz,k,1

∫ reg

τ∈F

〈
f(τ),Ξk−2(τ, 0, 0, 0)

〉 dudv
v2

(6.3)

+ 2

∫ ∞
v=0

∫ 1
2

u=− 1
2

∑
n≥1

∑
j

cz,k,j(−n)1−je
(
− n2

4|∆|ivQz(l)

)〈
f(τ),Ξk−1−j(τ, µK ,−n, 0)

〉 dudv
v2

.

(6.4)

We consider (6.3) first. This disappears unless k ≥ 2 and ∆ = 1 (see Theorem 5.10
and Lemma 5.6). If k ≥ 2,∆ = 1 we use Lemma 6.1. This term can then be simplified
using the identities in Section 5.4, identifying K ′ with m

2N
for m ∈ Z, and observing that

c+ (−Q(λ), λ) = (−1)kc+ (−Q(λ),−λ). So the sum over λ < 0 is the same as the sum
over λ > 0. Putting all this together we obtain

(6.5)
2
√

2y

ik

(
yi√
2N

)k−1 ∑
m≥1

mkc+

(
−m

2

4N
,
m

2N

)
.

For the second term (6.4), we insert the expansions given in (4.1) and Lemma 5.6 and
carry out the integration over u. We notice that taking a sum over λ ∈ K,h ∈ K ′/K
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such that Q(λ) ≡ ∆Q(h)(∆) and λ ≡ rh(K) is equivalent to taking a sum over λ′ ∈ K ′
with λ = ∆λ′ and rλ′ ≡ h(K). We obtain

(6.6) 2ε∆|∆|1/2
∫ ∞
v=0

∑
j

∑
λ∈K′

∑
n≥1

(
∆

n

)
cz,k,j(−n)1−jv−(k−1−j)/2c (−|∆|Q(λ), rλ, v)

×Hk−1−j

(√
π(−n− 2∆v(λ,w⊥))√

2|∆|vQz(l)

)
e (sgn(∆)n(λ, µK)) e

(
− n2

4|∆|ivQz(l)

)
dv

v2
.

We now split the Fourier coefficients c(m,h, v) = c+(m,h)+c−(m,h)Γ(k−1/2,−4πmv).
The c+ Terms: Since K is positive definite −|∆|Q(λ) is negative, and so we will

have only finitely many nonzero c+(−|∆|Q(λ), rλ). We set

(6.7) α :=
n
√
π√

2|∆|Qz(l)
> 0 β := −

√
2π∆(λ,w⊥)√
|∆|Qz(l)

In this case the integral and the sum over j in (6.6) is exactly as in Lemma 6.3 (for
κ = k − 1), and we are left with

(6.8) − 2ε∆|∆|1/2
(
−
√

2|∆|Qz(l)√
π

)k+1

cz,k,0
∑
λ∈K′

∑
n≥1

(
∆

n

)
c+ (−|∆|Q(λ), rλ)

nk

× e
(

sgn(∆)n

(
(λ, µK)− i(λ,w⊥)

Qz(l)

))
Γ

(
k,

sgn(∆)2πn(λ,w⊥)

Qz(l)

)
.

We then observe that if we change the sign of λ and n and the terms in the sum remain
unchanged. This means we can replace the sums over n ≥ 1 and λ ∈ K ′ with sums
over n ∈ Z, n 6= 0 and λ ∈ K ′, λ > 0 respectively. The case when λ = 0 gives the
constant term 6.2a. We observe that 6.2a disappears if 1

2
(1− 2k − sgn(∆)) is odd as

then c+(0, 0) = 0. Returning to (6.8) we use [14, Equation 4.7], the identifications in
Section 5.4, and identifying K ′ = 1

2m
Z to obtain√

2|∆|
iπ

(
−i|∆|

2π
√

2N

)k−1 ∑
m≥1

∑
n∈Z\{0}

∑
b(∆)

(
∆

b

)
c+

(
−|∆|m

2

4N
,
rm

2N

)

× n−ke
(

sgn(∆)n

(
mz +

b

∆

))
Γ (k,−sgn(∆)2πnmy) .

Using the decomposition of the incomplete gamma function given in [21, Section 11.1.9]
and properties of the Bernoulli polynomials we obtain

C2

∑
m≥1

∑
b(∆)

k∑
s=1

(
k

s

)(
∆

b

)
c+

(
−|∆|m

2

4N
,
rm

2N

)
Bs
(
mx+

b

∆

)
(imy)k−s .

This gives the stated result when k = 1. In the case k ≥ 2 we know
∑

b(∆)

(
∆
b

)
vanishes

if ∆ 6= 1 and B0(x) = 1 so we can combine (6.5) into this sum (we now sum over s ≥ 0)
to get

(6.9) C2

∑
m≥1

∑
b(∆)

k∑
s=0

(
k

s

)(
∆

b

)
c+

(
−|∆|m

2

4N
,
rm

2N

)
Bs
(
mx+

b

∆

)
(imy)k−s ,
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from which the form 6.2b stated in the theorem follows using standard properties of the
Bernoulli polynomials.

The c− Terms: We now have infinitely many nonzero c−(−|∆|Q(λ), rλ). With α, β

as in (6.7) we set α̃ = α/y > 0 and β̃ = β/sgn(∆)m > 0 for m ∈ Z. We then obtain

(6.10) − 2ε∆|∆|1/2ck,0
∑
j

∑
m∈Z\{0}

∑
n≥1

(
∆

n

)
c−
(
−|∆|m

2

4N
,
rm

2N

)
esgn(∆)2α̃mβ̃ixnyk+1

×
∫ ∞
v=0

(
(k−1)

√
v

α̃y

)j
v−

(k−1)
2 Γ

(
k − 1/2, (mβ̃)2v

)
Hk−1−j

(
− α̃y√

v
+ sgn(∆)mβ̃

√
v

)
e−

(ay)2

v
dv

v2
.

We had this integral in v (and sum over j) in Lemma 6.4. Carefully considering the
cases when m and sgn(∆) are positive and negative we can now switch to a sum over
m ≥ 1 (also remembering c−(m,h) = (−1)ksgn(∆)c−(m,−h)). We obtain

√
2ε∆∆

i
√
π

(
∆

8πi
√

2N

)k−1 ∑
m≥1

∑
n≥1

(
∆

n

)
c−
(
−|∆|m

2

4N
,
rm

2N

)
× n−k

[
sgn(∆)(2k − 2)!e(nmz) + (−1)ke(−nmz)Γ(2k − 1, 4πnmy)

]
.

Since
∑

b(∆)

(
∆
b

)
e
(
nb
∆

)
= sgn(∆)

(
∆
n

)√
∆ we finally arrive at

(6.11)

√
2ε∆
√

∆

i
√
π

(
∆

8πi
√

2N

)k−1 ∑
m≥1

∑
n≥1

∑
b(∆)

(
∆

b

)
c−
(
−|∆|m

2

4N
,
rm

2N

)
n−k

×
[
(2k − 2)!e(n(mz + b/∆)) + (−1)ksgn(∆)e(−n(mz − b/∆))Γ(2k − 1, 4πnmy)

]
.

We can reformulate this more compactly (and remove an infinite sum) by writing this
in terms of polylogarithms to obtain the stated result. �

Remark 6.6. While the expansion a priori only holds when y >
√

2|∆|n0/N the expan-
sion given in (6.2) actually converges absolutely for all z ∈ H.

We can find expansions in the bounded Weyl chambers as well. Theorem 4.3 tells us
that for a point z0 ∈ H there exists an open neighbourhood U ⊂ H so that subtracting
some suitable polynomials allowed Φ∆,r,k(z, f) to be continued to a smooth function on
U . Using the real analyticity of Φ∆,r,k(z, f) and Theorem 4.4 it is clear that the expansion
in a bounded Weyl chamber is given by the expansion in (6.2) with the addition of the
following term

2
√

2|∆|
∑

h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+ (m,h)
∑

Wij∈W

∑
λ∈L−d∆,rh
λ 6⊥l∞
λ⊥Wij

(λ,Wi)<0

χD(λ)qz(λ)k−1

where W is any set of (semi-circular) walls crossed to reach this Weyl chamber from the
unbounded Weyl chamber lying directly above it.

Proposition 6.7. Let f ∈ H3/2−k,ρ and k ≥ 2. Then

Φ∆,r,k(z, f) = O(yk)

as y →∞, uniformly in x. If k = 1, then limy→∞Φ∆,r,1(z, f) exists.
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Proof. We use Theorem 6.5. The first part (6.2a) was just a constant. The second part
(6.2b) consisted of a finite sum over m ≥ 1 and we note that Bs(mx+ b/D) is bounded
for any m,x and it is clear that this part grows O(yk). We now consider the third part
as in (6.11). We will bound the absolute value. Using [21, Section 11.1.9] it will be
sufficient to consider (up to constants):∣∣∣∣∣∑

m≥1

c−
(
−|∆|m

2

4N
,
rm

2N

)∑
n≥1

2k−2∑
s=0

e−2πmny

nk
(nmy)s

∣∣∣∣∣ .
Using the asymptotic behaviour of c−(n, h) this is majorized by

C ·
2k−2∑
s=0

ys
∑
m≥1

m1+se−πmy
∑
n≥1

nse−πny ≤ C ·
2k−2∑
s=0

ysLi−s−1(e−πy)Li−s(e
−πy),

which decays exponentially as y →∞. �

We can now combine some of our earlier results to give the following main theorem
(see also [23, Theorem 1.2] for a similar result in the case of lattices of generic signature).

Theorem 6.8. Let f ∈ H3/2−k,ρ and let N be square-free. Then Φ∆,r,k(z, f) is a locally
harmonic weak Maass form of weight 2− 2k for Γ0(N) with exceptional set Z ′∆,r(f).

Proof. We recall Z∆,r(f) was a nowhere dense Γ0(N)-invariant set. Items (1),(2) and
(3) in Definition 2.1 are clear from Theorem 4.3, Theorem 4.6 and Theorem 4.3. It
remains to check the cusp condition. But this follows easily considering the action of
the Atkin–Lehner involutions on the integral kernel. �

7. The Shimura Lift

In this section we consider the relationship of our lift with the Shimura correspondence.
We first link the two lifts via the differential operator ξ2−2k and then using this we obtain
new proofs of the properties of the Shimura lift.

Definition 7.1. For g ∈ Sk+1/2,ρ we define the Shimura lift as

Φ∗∆,r,k(z, g) :=
(
g(τ),Θ∗∆,r,k(τ, z)

)
k+1/2,ρ

.

The next connection goes back to [11] and [17] and here is adapted from [8, Lemma 3.3].

Lemma 7.2. We have

ξk+1/2,τ (Θ
∗
∆,r,k(τ, z)) = −1

2
ξ2−2k,z

(
vk−3/2Θ∆,r,k(τ, z)

)
.

The next result is adapted from [8, Lemma 3.4]; results of this type go back to [11].

Theorem 7.3. Let f ∈ H3/2−k,ρ and z ∈ H\Z ′∆,r(f). Then

Φ∗∆,r,k(z, ξ3/2−k(f)) =
1

2
ξ2−2k,z(Φ∆,r,k(z, f)).

Proof. Using Stokes’ theorem we see the left hand side is equal to

− lim
t→∞

∫
τ∈Ft

〈
f(τ), Lk+1/2,τ

(
Θ∗∆,r,k(τ, z)

)〉 dudv
v2

+ lim
t→∞

∫ 1/2

−1/2

[〈
f(τ),Θ∗∆,r,k(τ, z)

〉]
v=t

du.
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Using Lemma 7.2 we see the first term is equal to∫ reg

τ∈F

〈
f(τ), iy2−2k

∂

∂z
(Θ∆,r,k(τ, z))

〉
dudv

v2
=

1

2
ξ2−2k(Φ∆,r,k(z, f)).

We now show the second term vanishes for z ∈ H\Z ′∆,r(f). We know f− decays
exponentially, as does the kernel function. We calculate the integral of the f+ part by
plugging in the expansions given in (2.1) and Definition 3.2 to get

lim
t→∞

∑
λ∈L+rh

Q(λ≡∆Q(h)(∆)
λ 6=0

c+

(
−Q(λ)

|∆|
, h

)
χ∆(λ)

(
qz(λ)

y2

)k
e

(
−2Q(λz)

|∆|
it

)
t1/2

recalling qz(λ) = 0 for λ = 0. Using the same analysis as in Theorem 4.2 and Theorem
4.3 we see the limit vanishes unless z ∈ Z ′∆,r(f). �

We next find the expansion of ξ2−2k (Φ∆,r,k). By Theorem 7.3 this will give the ex-
pansion of the Shimura lift which we make explicit in Theorem 7.5. We set

C4 := ε∆4
√

2π∆
i

(
π∆
i
√

2N

)k−1

.

Proposition 7.4. Let f ∈ H3/2−k,ρ with expansion (4.1). Then ξ2−2k(Φ∆,r,k(z, f)) ana-
lytically continues to a holomorphic function on the entire upper-half plane and

(7.1) ξ2−2k(Φ∆,r,k(z, f)) = C4

∑
m≥1

∑
d≥1
d|m

(
∆

d

)
m2k−1

dk
c−
(
−m

2

d2

|∆|
4N

,
n

d

r

2N

)
e (mz) .

In the case k = 1,∆ = 1 we have an additional constant term given by
√

2

ik

(
1√
2N

)k−1 ∑
m≥1

m · c+

(
−m

2

4N
,
rm

2N

)
.

Proof. We deal with each part of our expansion (6.2) in turn. We had a constant term
(6.2a) which did not depend on z so this immediately vanishes under ξ2−2k.

We next consider the c+ terms (a finite sum over m). For mx+ b/∆ 6∈ Z (away from
the vertical half-line singularities) and k ≥ 2 we consider(

∂

∂x
+ i

∂

∂y

)[
Bk (〈mx+ b/D〉+ imy) +

kIZ(mx+ b/D)

(imy)1−k

]
,

which we see vanishes as d
dx

(Bn(x)) = nBn−1(x). In the case of k = 1, we have(
∂
∂x

+ i ∂
∂y

)
[B1(mx+ b/D)] =

m

2
;

also
∑

b(∆)

(
∆
b

)
= 0 unless ∆ = 1. This gives the constant term.

For the c− terms we use the form given in (6.11). We see(
∂

∂x
+ i

∂

∂y

)[
e (n (mz + b/∆)) + (−1)ksgn(∆)

(2k−2)!
e (−n (mz − b/∆)) Γ(2k − 1, 4πnmy)

]
=

(−1)ksgn(∆)

i(2k − 2)!
e (−n (mz − b/∆)) (4πnm)2k−1 y2k−2.
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Using
∑

b(∆)

(
∆
b

)
e
(
nb
∆

)
= sgn(∆)

(
∆
n

)√
∆ and making the substitutions m 7→ m

n
and

n 7→ d we find that applying ξ2−2k,z to the c− terms gives the stated formula.
Theorem 4.6 tells us that Φ∆,r,k(z, f) was real analytic for z ∈ H\Z ′∆,r(f). Theorems

6.5 and 4.3 tell us that our Fourier expansion held everywhere (even on the singular-

ities and if y <
√
−|∆|n0/N) if we added on appropriate polynomials when crossing

walls. These polynomials were of the form qz(λ) = −1√
2N

(cNz2 − bz + a) i.e. holomor-

phic. So they vanish when we apply the ξ2−2k operator and we can smoothly continue
ξ2−2k (Φ∆,r,k(z, f)) to the entire upper-half plane with the expansion given in (7.1). But
the expansion (7.1) is clearly holomorphic. �

We set

C5 := 2iε∆
√

2N |∆|
(

sgn(∆)
√
N

i
√

2

)k−1

.

Theorem 7.5. Let g(τ) =
∑

h∈L′/L
∑

n∈Z+Q(h) a(n, h)e(nτ)eh ∈ Sk+1/2,ρ. Then

Φ∗∆,r,k (z, g) = C5

∑
m≥1

∑
d≥1
d|m

(
∆

d

)
dk−1a

(
m2

d2

|∆|
4N

,
m

d

r

2N

)
e (mz)

and in the case when k = 1,∆ = 1 we have an additional constant term given by

(7.2) 1
ik
√

2

(
1√
2N

)k−1 ∑
m≥1

m · c+
(
−m2

4N
, rm

2N

)
.

where c+(m,h) are the coefficients of the principal part of any f ∈ H3/2−k,ρ such that
ξ3/2−k(f) = g.

Proof. We know there exists an f ∈ H3/2−k,ρ such that ξ3/2−k(f) = g. This f must have

a Fourier expansion where c−(n, h) = −a(−n, h)(−4πn)1/2−k. Then as

Φ∗∆,r,k (z, g) =
1

2
ξ2−2k (Φ∆,r,k (z, f))

for z ∈ H\Z∆,r(f) by Theorem 7.3 we then plug in c−(n, h) = −a(−n, h)(−4πn)1/2−k

into Proposition 7.4 to obtain the stated result. �

Remark 7.6. In the case k = 1,∆ = 1 we notice the additional constant term depends
only on the c+(n, h) coefficients of f . This implies that g uniquely determines this
term. This is actually an example of [20, Corollary 1.46] using the unary theta function,
see [20, Section 4.4]. This also leads to another corollary [20, Corollary 3.25]. Let
f ∈ M !

1/2,ρ and ∆ = 1. Then ξ1/2(f) = g ≡ 0 and so Φ∗∆,r,1(z, g) ≡ 0 which means∑
m≥1m · c+

(
−m2

4N
, rm

2N

)
= 0.

8. Distributions

The nature of the singularities found in Theorem 4.3 leads us to consider these ideas
as distributions. We let the space of test functions be smooth forms g ∈ Aκ (Γ0(N))
with rapid decay. We denote this space by Ardκ (Γ0(N)).
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Definition 8.1. For locally harmonic Maass form h ∈ LHκ (Γ0(N)) we define its asso-
ciated distribution [h] on Y0(N) acting on Ardκ (Γ0(N)) by

[h] (g) := (g, h)κ =

∫
Y0(N)

g(z)h(z)yκ
dxdy

y2
.

It is natural to consider the differential operator ξκ acting on the distribution defined
by a locally harmonic Maass form.

Definition 8.2. Let h ∈ LHκ (Γ0(N)) and [h] be its associated distribution. Then for
g ∈ Ard2−κ (Γ0(N)) we let

ξκ [h] := − (h, ξ2−κ(g))κ .

Similar to [11, Section 7] we now consider the distributional derivative of the singular
theta lift [Φ∆,r,k(z, f)].

Theorem 8.3. Let f ∈ H3/2−k,ρ. Then for g ∈ Ard2k (Γ0(N)) we have

ξ2−2k [Φ∆,r,k(z, f)] (g) = [ξ2−2k(Φ∆,r,k(z, f))] (g)−
√

2|∆|
∫
Z∆,r(f)

g(z)qz(λ)k−1dz.

Proof. Using [10, Lemma 4.2] we see ξ2−2k [Φ∆,r,k(z, f)] (g) is equal to∫
Y0(N)

R2k−2

(
y2−2kΦ∆,r,k(z, f)

)
g(z)y2k dxdy

y2
−
∫
Y0(N)

d (g(z)Φ∆,r,k(z, f)) dz.

The left hand term is equal to [ξ2−2k(Φ∆,r,k(z, f))] (g). It remains to consider the right
hand term. We decompose Φ∆,r,k(z, f) into its smooth and singular parts, both of which
are of weight 2−2k for Γ0(N), see Theorem 4.3. For the smooth part h(z) we know using

[10, Lemma 4.2]) that limt→∞
∫
Y0(N)

d (g(z)h(z)) dz = − limt→∞
∫ 1/2

−1/2
[g(z)h(z)]y=t dx.

This vanishes due to the rapid decay of g. We now consider the singular part of
Φ∆,r,k(z, f). Using Theorem 4.3 it suffices to consider

−
√
|∆|
2

∑
h∈L′/L

∑
m∈Z−sgn(∆)Q(h)

m<0

c+ (m,h)
∑

λ∈Γ0(N)\L−d∆,rh

χ∆(λ)

×
∑

γ∈Γλ\Γ0(N)

∫
Y0(N)

d

(
g(z)

(γ−1.λ, v(z))

|(γ−1.λ, v(z))|
qz(γ

−1.λ)k−1Γ

(
1

2
,
−4πQ((γ−1.λ)z)

|∆|

))
dz.

(8.1)

We know qγ.z(γ.λ) = j(γ, z)−2qz(λ). We also know that g(z) has weight 2k and that
(γ.λ)(γ.z) = γ.(λz) and (γ.λ, v(γ.z)) = (λ, v(z)). So the integral in (8.1) is equal to∫

Γλ\H
d

(
g(z)

(λ, v(z))

|(λ, v(z))|
qz(λ)k−1Γ

(
1

2
,
−4πQ(λz)

|∆|

))
dz.

For z ∈ H and any cycle Dλ we let dist(z,Dλ) := min {|z − w| | w ∈ Dλ} . For any ε > 0
we let Uε(E) := {z ∈ H | dist(z,Dλ) < ε} , which defines an ε-neighbourhood around the
cycle. Using Stokes’ theorem we can see that

lim
ε→0

∫
∂(Γλ\(H\Uε(λ)))

(λ, v(z))

|(λ, v(z))|
Γ

(
1

2
,
−4πQ(λz)

|∆|

)
dz = 2

√
π

∫
Γλ\Dλ

1dz.
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Remember our cycles are oriented so that approaching (λ, v(z))/|(λ, v(z))| with a left
orientation or right orientation gives us −1 or 1 i.e. 2. The contributions from the

Γ0(N)-equivalent boundary pieces cancel and also as Q(λz)→ 0 the Γ
(

1
2
, −4πQ(λz)

|D|

)
term

approaches Γ(1/2) =
√
π. Putting all of this together gives the stated theorem. �

We obtain the following refinement of Theorem 7.3.

Theorem 8.4. Let f ∈ H3/2−k,ρ. Then for g ∈ Ard2k (Γ0(N)) we have

ξ2−2k [Φ∆,r,k(z, f)] (g) +
√

2|∆|
∫
Z∆,r(f)

g(z)qz(λ)k−1dz = 2
[
Φ∗∆,r,k(z, ξ3/2−k(f))

]
(g).

We now consider the case where g ∈ S2k (Γ0(N)) ⊂ Ard2k (Γ0(N)). In particular, it
vanishes under the ξ2k-operator, and we obtain the following corollary.

Corollary 8.5. Let f ∈ H3/2−k,ρ. Then for g ∈ S2k (Γ0(N)) we have

[
Φ∗∆,r,k(z, ξ3/2−k(f))

]
(g) =

√
|∆|
2

∫
Z∆,r(f)

g(z)qz(λ)k−1dz.

We close with an interpretation of Corollary 8.5 in terms of the Shintani lift.

Definition 8.6. For g ∈ S2k(Γ0(N)) the Shintani lift is given by

ϕ∗∆,r,k(τ, g) := (g(z),Θ∗∆,r,k(τ, z))2k.

It is clear that ϕ∗∆,r,k(τ, g) has weight k+1/2 and via Lemma 7.2 we see that ϕ∗∆,r,k(τ, g)
is holomorphic with rapid decay since Θ∗∆,r,k(τ, z) is rapidly decaying. That is,

ϕ∗∆,r,k(τ, g) ∈ Sk+1/2.ρ.

Then Corollary 8.5 immediately gives us the following result.

Lemma 8.7. Let f ∈ H3/2−k,ρ and g ∈ S2k (Γ0(N)). Then

(
ϕ∗∆,r,k(τ, g), ξ3/2−k(f)

)
k+1/2,ρ

=

√
|∆|
2

∫
Z∆,r(f)

g(z)qz(λ)k−1dz.

Proof. This is clear from Corollary 8.5 after noticing the left hand side is equal to∫
Y0(N)

g(z)

∫
τ∈F

〈
Θ∗∆,r,k(τ, z), ξ3/2−k(f(τ))

〉
vk+1/2dudv

v2
y2k dxdy

y2

=

∫
τ∈F

〈
ϕ∗∆,r,k(τ, g), ξ3/2−k(f(τ))

〉
vk+1/2dudv

v2
. �

We then obtain the Fourier expansion of the Shintani lift in terms of cycle integrals
by considering ξ3/2−k(f) to be the standard (vector-valued) holomorphic Poincaré series
of weight k + 1/2.
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