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STORAGE OF THE 1971 UK CENSUS DATA - SOME TECHNICAL CONSIDERATIONS

1. INTRODUCTION

Mush: thought hee been spent on the design of & system for the
stopage, rétrieval and procesaing of the grid-shyusyre based 1871-U.K.
census data, This paper-examines the need for & storage sirategy and
cutlines gome detaile pertaining to this stretegy, which includes the
selection of the 'nuts and bolts' or the vonstituent parts of the systenm
thyough theoretical and experimental procedures. How these Lit into
the degign of the ultimgte information storage and retrisvael syveten

will be conveyed in g separste paper.

All experimental programming described herein was carried out in
IBM FPortran G, snd & minimum of Agssenbler routines, {Fortran was
selected s it can be implemented in e mechipe-independent manner).
Someé utility routines availlable under the Michigan Terwinal System
{18} on the Northumbrisn Universities Multiple Sccess Complter (NUMAC)
were also used, At the time of the experiments, the Census Research
Unit (CRU) of the Deparitment of Geography, University of Durham, had
simultaneous sccess to a maximum of two (of the four) S-track magnetic
tape drives and to a private 2314 disc pack (capagity 29 megabytes)
plus considerable scratgh space. These will be augemented by 8 single
density 3330 dise pack with a storage capscity of 100 million bytes
(mx 100 megahbytes).

This psper outlines & vesponse 1o the local facilities and liwmit-
ationg of the available hardware, solftware anl mesnsgement at-one
ingtallstion. - The experimental observations and time compariscns are
undoabtedly $£fﬂaﬂ®ﬂ hy ﬁ&mh%mmwﬁ&y&ndﬂmf iﬁatﬁmmwm However, several
of “the considerations mutiiﬁaﬁ and imgiieatimn@ af #indihgw are more

general and basic,

2. NEED POR STBATEGY

2.1 Volume ‘of ﬁa%ﬁ

‘The 6Rm Ma& h&gﬁn to receive 1971 ﬁK census ﬁmﬁil area statistics,
arganiaﬁd bg 1 km grid iga&rmﬁ, ﬁr@x ‘the mmuﬁaﬁ Pivision of the Office
of ?sgalmt&mm Censuses and survayw (QP&S} : Thim wizi form the major
d&ta ba&e far ﬁwvwwﬁz research §rﬁgrmmm¢ﬁ 5&9% as an&ly&i& mf ympmiatiam
an& mvatigi mwala aamyanwmt& anﬂ iﬁ&ntiximaﬁign of dwm&graﬁnim typﬁg
ngwill be aarri&d out at national

"and regions;in additién computer mapp



and regional levels. Several practieal problems arise from the sheer
volume of data involved, even with the use of magnetic storage
devices. The 100% population and household data for Durham census
county comprises 920 variables for sach of the 2041 1 km square units
populated in April 1971. Unmodified,this occupies 1968 pages on an

IBM 2314 disc pack (MTS writes data onto magnetic discs and drums in
hlocks of 4086 byvtes called pages. In the context of segquential
data files, the size of the file incledes an overhead of 16 bytes

for the file header and a further 6 bytes per record). In addition
to the population and household data, some §51 soclio-economic
variables based on a 10 per cent sanmple of households are available

for most grid squares.

Some 240,000 1 km sguares exist within the UK; and on the ﬁm&iﬁh
of experience with the Durham data, data is expected for some 100,000
of these sguares, Thus the total amount of datg available for the
grid~based units in the UK should be in excess of 600 million bytes -
when received from OPCS and transformed into IBM computer 4-byvte

words,

In addition to the l-kilometre data already described, summary
totals for 100 kilometye blocks and in some areas a more detailed
breakdown to 100 meire square units are also made available, The
Census Research Unit is also using grid-referented medical data
provided by the Area Health Authority and it is likely that other data
of this kind will become available. Problems of storage are
aggravated by the need to keep at least one copy (preferably two) of
the data as a stand-by should asccidental corruption occur- especially
since the original OPCES data files are in ICL code and have to
be transisted intc IBM machine-readable form. Although these copies
do not need to be on direct access devices, a significant tepe library

can result from simple storage of the dats,

2.2 Conseguences of the large volume of data

The entirety of the large volume of data is likely to span over
several physically distinct storage media. Hecent technological
advances have produced magnetic media that are ahaaper and of larger
capacity, Even 8o, each has a finite storage capacity. At the
time of writing the largest capacity disc narmally available on IBM

machines is the 3330, the double density version of which can hold 200
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megabytes, Uncompressed ,the 1971 census data for 1 km squares in
UK would require at least three double density 3330 packs or at least
14 magnetic tapes (2400 feeti, 9 track with a recording density of
1600 bytes per inch). Unfortunately, the mounting and dismounting
of discs is still very time eonsuming, especially when the user is

on=-line.

Data usage patterns also vary considerably from sequential access
of large parts of the datas to the retrieval of relatively small
subsets defined by aresl or attribute or both criteria. 'Guessed
estimates’ of the fregquency of access of vardious data subsets appear
in Table 1. In the originel dats all population data for one grid
square is stored in one record, followed by sll household data for
the sguare in the second record ( this will be referred to ag the
multivariate format), The extraction of just one or two variables for
the whole country would involve resding all the records from several
physical units to use only a small frasction of the data actually
transferred, Given that the location and transfer of data blocks
are evaluated in milliseconds (while core processes are evaluated
in microseconds) storage of date in its uncompacted form on several

physical units can be extremely wasteful of store and time.

The large guantity of dats and varying usage patterns also pose
other problems in a virtual memory systenm (or paging environment}.
In such & system only those parts of the program and data (demarcated
into pages) currently in use are held in fast core within the computer;
the rest are automatically 'swapped’ out onto fast backing store to be
retrieved only when needed, Given the multivariaste format described
above, abstraction of attribute sets regulres the continued access of
non~adjacent slements, With a large data set thieg can induce a
constant swapping of datas pages with very little progress on the job in

hand, creating a condition termed page thrashing.

The above problems can be zlleviated by suitable file and data
structures and by a process of data compaction., To this end experiments
were conducted with the Durham population file to evaluate the degree
of compaction feasible and the magfﬁ at which such economies can be
made. The implications of transposing the file were also investigated,

and these were related to the anticipated patterns of usage,



FIGURE 1 : STRUCTURE OF THE DURHAM 100 PERCENT POPULATION DATA
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3. THE DURHAM CENSUS COUNTY POPULATION FILE

Data on 471 population variables is avsilable for the 2041 one
kilometre sguares that were populated in April 1871 in Durhsm census
county. These were made avallable by OPCS in 2041 fiwed length
records. When the total population (P32 in Figure 1) in the kilometre
sguare ares is less than 25, only figures for total malesz and females
are made available in P33 and P34 respectively. The rest of the fixed
length multivariaste OPCS record then consiste only of ‘missing data'.
The structure of the Durham population file is illustrated by Figure 1.
The area key in Figure 1 is extracted from the 32-word record header
given by COPCS and it identifies the kilometre sguare unit to which the
rest of the record relates. With reference to Figure 1, the OPCS
record with its multivariate~record format is thus a row-wise collection

of datsa elements.

4. DATA COMPACTION

The object of data compaction is to retain the informstion in as
few computer words az possible but phrased so that the compacted data
can easily be restored into its originsl form. Compaction of data is
desirable not only because compacted dats cccuples less space on
backing store and hence relatively more data can be packed into one
physical storage unit, but also because transfer of compacted data
takes less time than the transfer of original data. There are many
different strategies in date compsction, For example, sach individual
data element can be stored in a part of a computer word which is of
Just sufficient size to hold it, given the means of data representation
within the computer znd of manipulation by the particular programuing
languages being used. Data can alsc be transforwed from one type of
repregsentation to another to save spacse allocation per element, If
there iz g prepondersnce of a particulsr value in the data, indexing
the position and number of elements whare it occurs may obviate the
need to store the slements themselves, Substantial savings csn also
be made through an undsrstanding of how various operating systems and
software packages stors data to enable selection of those procedurss
that are most advantageous to g gilven spplicstion. In sddition, the
choice of data structures and file organisation methods also determines

the amount of space allocated to the data files.

in contrast to these methods of compaction, s process of data



éeulling (information reduction) could be employed to retain only
relevant data. If the information reguirements were predictable,
some data could be discarded as being of merginal value, This paper
is not concerned with data culling, though that is a valuable

technique in many situations.

With many methods, savings in storage space can only be made at
the cost of increased execution time and hence thelir desirability has
to be carefully evaluated, initially with common sense and theoretical
reasoning based on published comparisons and system specifications, but
ultimately by experimental programming, The compaction techniques
thus tested and those contemplated are outlined so that the cogt -

benefits of each may be examined.

4.1 Internal versus external representation

The bulk of the data from OPCS comes as unformatted full word
binary integers, i.e. it is held on the external magnetic storage
media in almost the same form that it takes within the computer. This
representation was retazined since it requires less storage space and

less CPU time 1o read the data than does decimal @ representation,

4.2 Change of Storage allocation per element

If the storage allocation is to be identical for all elements of
the record, then the minimum amount of store must be chosen in relation
to the maximum value for any one element. In the Durham County 100
percent population data, the maximum population per grid sguare is
10,386, It is highly unlikely that any other than summary values
will ever ewceed 32,767 (zlﬁwl} even in the national data. In view
of this, use was made of the IBM FORTRAN facility to store non-
summary data as INTEGER+2 (16 bits or 2 bytes), with an initial
check being made of the input value. Some similar savings could
be achieved with ICL machines using the COMPRESS INTEGEHR AND LOGICAL

facility or by packing elements using PLAN routines.

4.3 Portran versus MTS write routines

When writing to magnetic discs Fortran under MTS automatically
chops long records into blocks not exceeding 255 bytes. Hence one
multivariate record of 473%2=946 bytes is spanned over 4 blocks, each
reguiring 8 bytes for the block and record descriptor words., This
overhead amounts to 32'Eytmm per lagimml record and 32¥2041 bytes

for the entire file. Writing records as contiguous blocks vig



FIGURE 2 : COMPACTION OF THE DURHAM 100 PERCENT POPULATION FILE
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an MTS output routine effécted a change from 503 to 476 pages i.e.

& saving of 27 pages (refer Figure 2),

4.4 Data suppression

Owing to confidentiality restrictions when the total populstion
in & kilometre square is less than 25, only values for the total
number of people and of males and females are provided, the rest of

the information for the particular square being suppressed (refer

Section 3). Hence the fixed length blocks of OPCS are very
wasteful. Trimming off the redundant space in the suppressed
records saves storage and transfer time, The complete removal

of 49 records containing only zero values and the trimming of the 940

suppressed records sdaved 227 pages (Figure 2)

4.5 Blocking on magnetic tape

The protess of trimming reduces suppressed records to & mere
10 bytes, each record containing x,y co-ordinates and the summary
populastion data. With & recording density of 1600 bpi, the record
would only occupy 0.01 inch and would be separated from the next by
an inter~block gap of 0.56 inch. Hence one could guigte easily
end up with a situastion of devoting more space to inter-block gaps
than to data records. For this reason it is essential that several
records are collected together and written as a single physical
block. In most installations the user can specify the blocking
factor to the operating systeéem which would take care of the blocking

and deblocking for the user.

4.6 Zero suppression

Space can also be conserved by suppressing preponderant values
and keeping g note of their position and frequency of occurrence, To
this end, indewing algorithms conceived for the storage and processing
of large order &parsw matrices were considered : Pooch and Nieder
{1973) defined a sparse matrix as one possessing less than 15 to 25
percent non-zero elements. As the Durham population data is 36.95
percent dense, of the traditional methods they described only. the
bitmap scheie was lLikely to conserve space, In this scheme a map
or pattern of O's and 1's {to indicate zerso and non-zero elements
respectively) is stored together with a reduced vector of the non-
zero values. - Por exampie the origissl array 0,0,3,0,12,0,0,0,104,

108, would be reprssented by:



bitmap : 0010100011
values : 3, 12, 104, 106

The position of the non-zero values is obtained by indexing
sequentially through the bitmap. Hence the original array of

N (here 10) elements is contracted to

A (n) : array of n (here 4) non-zero valus elements

and : B = N elements for the bitwmap,
b

where, b 1is the number of bits in the storage unit.allocated
to the element and

B is the smallest integer greater than or equal to N
b

(in the above example B = 10 = 1 (2 byte element))
16
It is useful to store (n) as it minimises the number of tests
needed. Hence the total reguirement in this example is 6 elements

for the vompacted buffer. With the Durham populstion data N +1 =31
b

elements. Since sequential bit indexing takes more time than
indexing an uncompacted array, only those records that saved at
least 200 bytes were compacted, which reduced the file down to 121
pages (see Figure 2)-saving a further 128 pages.

The position of the data item in the data list identifies the
variable and the spatial unit it refers to : thus several applicatiors
demand that the data array be restored back to its original form for
in-core processing. In this respect, the bitmap scheme was found
to be rather slow, as the distribution of non-zero elements often
requires that the entire bitmap be indexed. Reid (1974) has
noted that such schemes may be much more efficient with parallel
processors but, given the existing hardware, a method of run length
coding (Rosenfeld, 1969) called the coded~delta scheme was

examined and found to be substantially faster.

With refesrence to picture processing, Hosernfeld pointed out
that when there is a tendency for onge value to be more probable
than all the others put together, the highly probable value tends
to occur in 'runs’ and the others in disclation. When this
tendency is sufficiently strong he suggested that it may 'be more
economical to encode the first value of each run and the length of

the run, rather than encoding every valus in sequence : this gives
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rise to the term ' run length coding'. A similar scheme, 'addruss
mapping', has been widely used in the indexing of gperse matrices;
only non-zero values are stored together with their absolute posgition
in the array. in large matyrices, the co-ordinstes defining the
position of non-zero values are alsc likely to be large. The delta
indexing scheme minimises these storsge requirements by encoding
with each non-zero value element a delta, which iz the difference

in position between the current and the preceding non-zero elements.
(The difference, being smaller in value, reguires a smaller unit of
storage for the elements of the indexing vector than does the value
of the absolute position), The position of the non-gerc element

is then determined from the sum of the preceding deltas. As the
number of deltas or lengths iz direoctly egual to the number of non-
zero values, the method ig very demsnding on store when a metrix is
not very sparse. With the Durham population dsta, possessing an
average matrix density of 36.5 percent,these schemes require 128
indexing units for records with 473 elements. Hence the coded delta
scheme was used in the hope of retaining a faster gscheme of indexing

while cutting down on core requirements.

In the coded delta scheme the need for an indexing vector is
eliminated by encoding the position and number of zero values in the
sequence in which they ocour. The coded delta is & single value
that gives the number of zero value elements separating two non-
zers ones: and it is encoded in the reduced vettor only when it
replaces pre-exlisting rerces. The delta iz encoded in its correct
place within the array of values by usging a single bit to
differentiate it from true matrix values, As the Census data
sonsists éentirely of counts and ratios taking zero or positive
valuss, the topmost (sign) bit can be used to code s delta, which
thus tekes the form of a negative number. For example, the array

ot values in the previous example can be coded &8

~2 , 83, -1, 12, -3, 104 , 106

Although the storage reguirements of the original asrray sre
never wxaaeﬁ&d, no mitier how dense the matrix, the savings made
depend entirely on the number of intervening blocks of gero values.
On storage, itz greatest mamﬁggtimm potential is when a few large
bioaks of zero val@m& &xi&t‘in”the data 1ist., Whers the space

needed for-<the total susgber of deltas sxoseds that requirved for



OPCS FORMAT

TRANGPOSED

TABLE 2

: CPU TIME TO REGENERATE RECORDS AT DIFFERENT LEVELS OF COMPACTION

ENTIRE FILE MTS READ OF DATA FILE;FORTRAN READ OF INDEX TABLES To read
one
Fortran MTS with » Zero Suppression variable
unformatted Read bata Bit-coded Negative Deltas
Head Buppression B using MTS read
 Size of
fils
{pages) , 476 249 121 124 47¢
2041 records
CPU time
{(seconds) 30.1 4.5 11.4 26,2 18.4 4.5
Bize of filg v
{pakes) 248 88 248
474 records
CPU time
{seconds) 15.3 1.8 17 G.1
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the bitmap, it becomes progressively less efficient in terms of space
compgctian, Table 2 illustrates that, with the Durhsm populstion
data, the negative delta method was less economical than bit mapping
but it is & much more rapid method of indexing, The compaction
ashi@é@d with negative deltas can be maximised by re-organising the
columns of the data matrix such that those columns (variables)

containing large numbers of zeros are adjacent to esach other.

Other methods of zero suppression (refer Page and Wilson(1973),
Pooch and Nieder (1973) Tewarson (1973), Reid (1974) ) may be nmore

suited to some other types of applications and computing environments.

4,7 Transformations

While the Durham census dataz can be represented as half-word
integers, it is clear that some of the user-derived variables such
as very small proportions and percentages are most easily represented
%8 reals. Egually, summary totals will exceed the capacity of two-
byte storage. Most uﬁprediatablyﬁvalu@s in the 'raw’' census data
may also grossly exceed the capacity of two ~byite storage owing to
the adjustment which is carried out for confidentiality reasons
(Rhind 1975). Such variety in the data not only requires additional
codes to indicate the type of representation involved but also
automatically increases reguirements unless the variables are created

with some forethought.

1f the new variable is a straightforward transformation of an
existing one, for example, its square root, reciprocal etc,, then it
is more economical in space if this is derived at run time rather than
storing both old and new values. More often a variable is derived
via @ complex function involving several other variables. Hence it
is ewxpedient to retain the derived variable not only to economise
on CPU time, but also #o save the user the tedium of re~gpecifying
it each time, even though this increases the steore reguired. Core
requir&m&niﬁ can be minimised if percentages asre held as half-word
integers, representing ratios as 'per 10,000 , or other similar
adjustments are made, depending on the accuracy required. Changing
the definition of varia%las may also be helpful e.g. changing sex
ratio from (males/females) to (wmales/total population) limits the range
of the wvalues from O to 100, rather than from @ to plus infinity
(it also has interpretational advéaiagam}* In some univariate

analyses the derived variable is equally useful when stamﬁar&is&d
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to zero mean and unit variance.

Retentlon of certain summary 8tat1$t1mﬁ iike tbe mﬁaa, m&nimmm,
maximum, standard dev1at1mﬂ anﬂ ether uﬁmr*&&fln&d yaramgtara which
are likely to be of irequmnt use in mwveral appliaatiaﬁs will r&duae’
CPU time and may save @xtra pass%sfhrmugh the fzia, thu& aamﬁ@nﬁating

for the small increase in steragm r@qu1ramemtﬁ,

4,8 Data ordwrin&

As most users of census data require many &iﬁfer@nt,sa%ﬁgari&s

of data for the same areal coverage the multivarigte format adopted

by OPCS is ideal for the c¢ollation and distribution of such date.
Each data record gives the values for a list of variﬁhles uggfégated
in one spatial division. There are several applications for which
data elements are better transposéd and stored by variable than by
iocation (refer Section B). Buch transposed files with a univariate
format can be held much mére compactly than the multivariate =
records, At the final stage of compaction the Durham populsation

data ovcupied 124 and 88 pages respectivély in the multivariate -

and univariate (transposed) record formats (refer Pigure 2).  The

reasons for this @re discusseéd wmore Tully in-Bestion 8,

4.9.File organisation

Economies in store can also be made by a selective use of file
types offered by the operating system. Files on magnetic tapes are
somewhat rwﬂtr1cted and once the ¢0nt®nta amﬂ ﬂata structures have
been carefully taxlered, the one furtn&r asaﬁmmy that can ba @ffeetaé
is via blocking (refer Section 4. 5) Filas G &irﬁct access n
storvage devices &re, on the whole, much more V@r&&tllﬂ mra u&d@r
NUMAC offers the user aniy two typ&s sf file &trumture, namﬁly line
and 3mqmﬁnﬁza1 fml&s, Line files hava an znﬂexed ﬂﬂ@ﬁﬁnﬁial mmthsd of
organisatian and are extremely us@iul when 1n£mrmat$0n ﬁ%@ﬂﬁ tm be :
accaﬂged in a random mannaw with kgys (whimh map to 11&& mumbﬁra} 7
MTS line files unfwrtumataly hav& &egeral rﬂﬁt:}ﬁtmwns whish mak@
them unsuitable for large data files. The size of th@ file i@ o
Eimite& to a fiftieth of m'diaa"ﬁaak;ahé%ﬁaﬂit§, Mor@@?@r thﬂir S
methmd of organisaﬁlﬂn raquiyaﬁ bmth H rsﬁmrﬂ 1nd@x anﬁ a lin& E
dzreatury for random access, Lin@s are r&strieﬁwﬁ tg a mﬂmmmum

length of 255 byww and wh},}.e smm 5@5%’@*&):‘9 packﬁg% {ma;iuém%

Fortran unfarmatt@ﬁ ingut/mutput} swgmmni a isﬁg rﬂaarﬁ iﬂﬁa
ggv&rai 1ine& this involves considerably more &tﬁmagﬁ mv&rh&aﬁs,



1%,
guite apari-from the extra CPU time invelved : with large files, the
line directory requires & minimum of B bytes for every ling, whether
this be @ complete record, a segment or a hole created by the removal

of a-line, In addition; 40886 bytes are reserved for the record index.

Xhuﬁmﬂiragt,‘fhé‘stﬁréga overheads for fﬁe ﬁequenfiai file are
much less, consisting of 16 bytes for the file header and 6 bytes
pﬁ& logical record (each of which can extend to 32,767 bytes),
Anmthér‘séVQntag@ of a sequential file is that it can occupy an
entire diéa pack. Despite their pame, it is also posgible under
MTS to awa&&& saqu&ﬁ%ial recarés in a ranﬁmm fashion by manlguiatzng
the r&aé and write pointers of the file thrﬁugh the syst@m subroutines
' NOTE and POINT (MTS Volume 3 - Subroutines and Maeros) -amd even to
overwrite selected records without truncating the rest of the file
past the cmxféﬂt write pointer. In doing this, the user has to
assume responsibility for the creation and maintenance of & record
dirsctory, requiring a further 4 bytes per data record. Althé&gh the
total reguirement for record indexiﬁg in amquentiaz files is‘larger
per record, %his schems-ie-still more economical than the line
directory for long records. But more important still, the index
table can be held in a separate file, together with other organis-
ational iﬁformatigﬁ, producing a much more versatile system. An
outcome of ithis arrangement is that the non-existence or suppression
of & particular record can be asser%ain@d‘withéut having te open the
main data files. Moreover, it enables the user to construct secondary
file structures (Cardenas, 1975) whish are optimal for reirieval

of subsets of the data body.

Hence, use of the sequential files is the obvious choice for
our data files, while the various index tables are more convenien-

tly held as line files.

5. DATA ORDERING

Whml& inﬁiﬂxduai ai&m&mvs are &aamly accessed and §Taﬁé$$%ﬂ
in the main msmﬁry, data is tramafarr&ﬁ to haakzﬂg Store to and
from bulfers ia the maln ‘memory of the computer in blocks of data
elam&nﬁs. Tm&m reguires that the dats body be segmented or
organised into collections of data items in some rational manner.
In the mﬁiﬁivatimﬁa‘fwrmmﬁxa data record is a row-wise (with

reference to Figure 1) collection of data slements. The



north and heading south.

Northings

* Data for grid references consists of a vector which
identifies the spatial units for which data is available.

*% P32 to P502 are univariate records which contain a list
of values corvesponding to the above -locatlions

FIGURE 3 : ANOTHER REPRESENTATION OF THE DURHAM

100% POPULATION DATA
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juxtapoaition of different variables for each kilometre square unit
axye&it@m the eallaﬁlﬁn mf &ata for specified areas. Flgure 3 v
111u9tratss the way 4 ggographer commnnly views mwatzal éaka,
ﬁ&flﬁﬁtiﬁg his trﬁéiticnal reference to th@ map as the ‘data mtmrags
model. The information content is the same as in the multivariate
format, but the difference in view though subtle is significant.
Automated data pfoﬁ@ﬂmihg has to consider this and the associated
uﬁage gattmwmﬁ in its atarage model and strategy t0 conserve user ‘
time anacsmput%w resources. The view repres%ﬁted by Flgure 3
reguires that the data be stored as attribute or univariate sets,
i.e. in column order with reference to Figure 1. After compaction
coples of the ﬁﬁrham population data in both formats only reqﬁiéed

( (88+124)/1006x100)= 22 percent of the original storé'fequifém&ﬂts§
If the same degree of compaction could be:aeﬁievaﬂ with the UK da%a
it may be possible to store the data in both formats. Even when

the system csn Cope with either approach, & carsful choice of the
correct format (data file) can yvield substantial savings in execution
and elapsed time : in an on-line context thiﬁ means savings in
response and hence ultimately in user time. Some implications of the
alternative schemes of data ordering are outlined below : these should

be considered where available resources reguire that a choice bs made.

5.1 Physical considerations

5.1.1 Storage Unit capacity

With technological advencenments data storage media have becoms
more sophistieated, ' Large data sets have progressively migrated
from balky and clumsy punched cards:ahd paper tapes en to magnetic
media~such as tvapes; discs, drums and dates cells of various
specifipationsd. - Bvensoreach hag a finite storage capacity, which
is either explicitly guoted {(for example the 2314 and double-
density 3330 have a capacity of 29 and 200 megabytes respectively),
or can be calculated irmmyqﬁ&gr‘dﬂtgils available. For example
giv@ﬁvm‘ﬁ%zraék‘ﬁaﬁe_gf 2@@0 feet and a rec&r@iﬁg ﬁwﬁaity of 1600

bpi, each tape has & maximum capacity of
L4800 x 12 x 2400 = 46 million bytes

These figures for maximum capacity do not include phiysicel space
uged bg’organi@ati&na& infﬁrmazimn, inaartaé by %h@ operating system
fmr its henaixt, or by Tatarwblm@k gaps that separate the aata

ﬁzacka. ﬁ%ﬁﬁ the dat& blovks are relatively small, the kattar oHn
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occupy as much or even more th&n Maif tha mapmmmty ﬂf thﬁ ﬁ%mragﬁ 1"
device. Even disregarding the addxtxan&l storage Q?&:h&ﬂﬁﬁ,\thg .
1971 UK census data certainly will not fzt into any one cf th@ﬁe;k.
storage units in its original form. :As gcmpptgrngyggé;imng arélg‘,
reckoned in micrmwaﬁd milli&@condﬁ,‘thm mﬁ@ﬁ&iﬁg‘aﬁd éiamﬁ@mting
of storage devices by human Gperatﬂrs can w&sta & 1&t af termxnai
time. The aim of data compaatlan and daza ﬁrderlng 1s to enaur&
that the required information can b@ ahtamn&d by ﬁcaﬂaimg a few
units, preferably only one, -
OPCE grid-sguare data fsr the UK caata;n some - 16% 000 reaarés‘
sach consisting of 473 2-byte 813mants in the hundred percent
population file. The maxxmum numkar nf such rmmﬁrds that gan h@}

held on a 2314 disc pack is :

o = 29,000,000 S = 30,000 records
bz e 2 x 473
whre, ¢ = capacity of unit in bytes
b = number of bytes per element

e = number of slements.

This implies that even for pepulatiggr@haractexistiaﬁ alone,
information on & 2314 disc pack is only gé%yl@te fﬁfﬁsﬁﬁareaa
extending over 30,000 spatial units. 1f an attribute set for the
whole country is regulred,. seversl -storage units will have to'be
mounted. . Table 1 ciearly suggests that the data is more olten -
reguired for large areas but -for relatively g small number of
variables, Transposing the 1971 UK census dats produces attribute
sets; the maximum pumber of such univariste records that ean @ oo

¥edide on the 2314 is

¢ - (nftﬂf,h} ih

29,000,000 =(5 % 100, cm % m*’ +5
éﬁeb ‘ S 3 ﬁ% 000 x 2 e SAE

W

= 238 records

where, ﬁé”” = number of full records
‘ei‘ = number of elements in above
e = nunber of elements in suppressed rﬁcﬁiﬁg;'



TKBLE 3 :‘FREﬁﬁgwﬂYVDXSTRIBETKOM‘&F DURHAM 100% POPULATION RECORDS

- WHERE CLASE INTERVALS ARE

RELATED TOC CORE UNITS

Bit Coded Coded Deltas
Core Unit allocation of freqguency aliocation of freguency
' record max. record max,
2 bytes 256-32767 118 128-32767 163
1 byte 16~ 255 (287 8- 127 (259
: 342¢ 287
waadepimal i- 15 { 85 i~ 7 { 38
] 7,3 13 S 13
TOTAL: 473

TOTAL: 473
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At maximum 238 attributes can bhe held for the whole UK, on oneé
2314 which can therefore be used for most requirements. “Although the
campaction process allows a greater number of records of giﬁh&r ﬁyﬁé
to reside on the 2314, the above examplﬂ 2iluﬂtraté$ 9n® typa ot

chmiqw that data ordering involves.

5.1.2 Transfer time

To extract data for Just one variable with the multivariate
format &ll records need to be transferred, and this involves seversl
storage units. Since only 0.2 percent of the data transferred is used,
this process is very wasteful. The uﬁivariate format ensures that
only the relevant records need to be tianﬁfarr&ﬁ when the data is
being accessed as attribute sets. The execution (C?&} time Queﬁed
in Table 2 includes only the time taken for initiating and checking
transfers. The total itransfer takes a much larger proportion of
time, logged under elapsed time; this is difficult to ascertsin
accuratelyin a multiple-user environment. While core processes are
evaluated in microseconds, the location and transfer of data bimﬁks
is evaluated in milliseconds, hence the absolute values in Table 2
grogsly under-estimate response time. In multivarieste format, a
fetrieval of ohe or all variable(s) from a full 2314 disc necessitates
reading the whole disc, a process ahﬂwwbiwg*?%?,l geconds of retrievael time
‘{Appendix 1), From Section 5. 1.1 above this represents a seqguential
read of the 30,000 population records in multivariate format. In
univariate format it takes N x 1.18 seconds to vead N-attributé sets.
Both measured CPU time (Table 2) and estimated retriﬁvai times show
that transposed ordering of data elements is more wifﬁeient for the
usage pattern figured in Table 1. Tazjanian and Lefebvre {(1972)
adopted & similar storage scheme for data files containing sround
100 atiributes for each of 22 million iﬁﬁividﬁais on the reasoning
that no more then 6 variables would be regquired at & time for most

purposes.,

Measured CPU time comparisons also indicate that it is faster
to read the entire Durham hundred percent pop&ié%iam,fil@’i§ &m%v&riat3
format. This is because the data is collepted into a fewer but
longer records {(retfer Table 2}, While the transfer rate remains
the same, the initiation process which inﬂ%ﬁdﬂ% the location of
the record on the direct sccess wtwraga.davicﬁ (DASD) is invoked

less often. The difference in time taken to read the entire UK
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dstsvmn population charseterdstics is likely to be even larger, as the’
number wf spatial units and hence multivariate records will increase to
appr&slmataly 1006, @QQ thle the nmmber of attrlbut@& in the population
file w11l szlll be 4?1 No doubt the univariate records. themselves
w&ul@ be segmantwd ta‘yrmmﬁmw suba:aaa more efficiently. However,

even if &amh of these were segmented into 1 page blocks, less than

15,000 records would be created,

5.1:3 Storage reguirements

Thwxexyerimental results from the Durham data also confirm that
univariate sets can be held much more eampactly than multivariate
sets &s apparent from Table 2, This is due to sevérai reasons.
Firstly, both types of file organisation for DASD offered by MTS involve
storage overheads that are directly proportional to the number of '
recordst on magnetic faée the fewer longer univariate sets have also

to accommodate less inter-block gaps.

S@udmd&y, 49 out of the 2041 multivariate records and 13 éu% of
the 473 variables (especially those univariate records relating to
married males or females between the ages of O and 14) consisted
entirely of 0N values and were not stored. This again represents

a greater saving in the univariate scheéme.

Thirdly, transposing has the effect of grouping items of like
magm%%ﬁée tag@thér; which facilitates a mﬁch‘gr@atér aegr@a of
compaction. Table 3 shows that the majarity‘aijaﬁivaria%e records
contain elements that Tit conveniently into a single byte. Files
with multivariate and univariate record formats occupied 124 and 88

pages r&sgﬂatuwm}y after the final ‘stage 0f mwmpaaﬁz&n {r@far Table 2).

((Tb@ use of sxaglﬂ bytaﬁ fﬁr _some unlvarlate sets requires that
the m@ﬁhmﬁﬁ aéﬁpt&d for aern suyprwaﬁzaﬁ be rﬁﬂsnﬁxd@mad The IBM
FQETQAN G a&mgliay aannat parform mrziﬁm&tmﬂ operations on 3tﬁragw
units smaller thﬁﬁ h&ifwmrd size. ﬁana& vglues packeﬁ into bytes
have to hw waﬁtor@ﬂ ia halfword iﬂrm b%fare any further armthmatla
gp&ratman@ can ba p&rfﬂrﬁgd . 1f the element contains an 1t@m of
census &&ta th&m the tagmast byte af the h%lfward has tm be. ci&mr&d
to zs?a , Wi@h ?ha awﬁaﬁ d&ita ﬁﬁﬁama§ zf tn@ pack@é elament zs A
dalta; ﬂhmm th& iapmw@t byte of &h@ halfward must cantain the

walue »1 £ar hexadwmzmal FEY) as 111uatr&ta& h@lmw*
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packed restored value
OO000010 CDOCCO00000000I0 2
11111110 1133%311131111110 =2

With the bitmap scheme all values in the reduced vector are
positive (refer Section 4) : thus the topmost byvte of the halfword
is always zero. This avolds the need to test the state of fh@ packed
element ¢r to change the content of the topmost byte. Hence the
performance of both schemes was evaluated ag&in using attribute sets
that could be packed into cne-byte arrays. An array of 1032 halfword
elements, containing only 253 non-zero values was compacted by the
bitmap and coded delta schemes to 385 and 404 bytes respectively: it
took 41 and 18 seconds respectively to read and regenerate the above
reduced arrays a thousand times, A similar test with an array of
1052 halfword elements, containing 974 non-zero values took 75 seconds
by the bitmap scheme but only 35 seconds for the coded delta method,

Hence the coded delta scheme was more desirsble.

However, mixed methods of zero suppression were adopted for
attribute sets for the following reasons, In some records the number
of blocks of zero was conslderably in excess of the reguirsments of
the bitmap. Moreover, as the census dats consists of counts, the

maximum value that can be held in a byte is 28 -1 = 253,

As the bitmap scheme stores only the positive non zero values,
it can store a maximum value of 255. The coded delta scheme, however,
reserves one~bit to differentiate between values and deltas. Thus the
largest integer that can be stored in a byte is 2(8W1)~1 = 127. Hence
when the maximum value in a record is between 127 and 255, the coded
delta scheme reguires 2 bytes for sach element while the bitmap
scheme only regquires one. The tentative packing scheme, using
mixed modes of compaction on records which saved at least 200 bytes,
resulted in a file of 88 pages (refer Figure 2) and it took 17
seconds (Table 2} to read the compacted file and regenerate the
original set of records }).

The univariate format requires less space for ugér~ém«mﬁwd
index tables for random access, as again the number of entries in
such tables is directly related to the number of records in thé file.
For the UK data a file in multivariate forﬁ&ﬁ‘rsquiwwa (n,¥) entries
(where n= number of locations and r= the number of record types,

currently 4) which would be approwimately 400,09& entries. On the



TABLE 4 : EFFECTS OF NUMBER OF VARIABLES TRANSPOSED ON RESPONSE TIME

3 k3
Number of aryray* CPU time elapsed time max imum iérum** response time
Variables size {seconds} (minutes) virtual reads at terminal
memory requirement
100 B{473} 34.0 17.80 120 19,659 2 hours
A{2041,100} (at tea time
~ low demand)
50 B{473) 31.9 2.08 70 388 25 minutes
A (2041, 50) {peak demsand
period)
1 B{473) 30.2 - 34 269 20 minutes
A(2041) {(peak period)
% B(4733 is the buffer into which the multivariate vrecords are transferred
A{2041) is the array of data for one univariate record (or one 'map' in Figure 3)
A£(2041,n) is the array of data for n univariate records

#% drum resads indicate the degree of page swapping induced

% Although these figures are unstable and depend on concurrent demands on the system, the relative
difference in values are of concern
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other hand, for a file in univariate format, the number of entries

equals the number of variables, altogether 1571.

5.1.4 Linear core and page swapping

The format adopted has also a direct bearing on the efficiency
of in~-core processing. In a virtual memory system, only the parts
of the program and data (demarcated into pages) currently in use are
held in core store, the rest are automatically swapped out onto fast
backing store to be retrieved only when needed. Digital computers
moreover are organised to receive and process data in a one-dimensional
sequence. Hecords are transferred from the data files into the linear
set of storage units allocated to arrays in the same sequential data
order that they occupy on external storage media. Hence in Fortran,
where the left-most subscript changes most rapldly, the multivariate
format requires that the array (A), with spatial (s} - and attribute
{(a) -dimensions, be declared as A(a,s). In the univariate formst,
however, the array declaration will take the fowxm A{s,a). Hence with
large arrays if the usage pattern reguires the access of non-adjacent
elements, it can inddce a constant swapping of data pages with very
little progress on the job in hand. The process of transposing the
OPCS file for Durham census county induced a similar condition as
illustrated by the figures for elapsed time and drum reads on Table
4, In the IBM 360/67 with the size of dimension (s) being 2041, =
serious condition of page thrashing develops when {(a) exceeds 75
variables, Page thrashing is affected also by concurrent activities
in the system and other installation fsatures and hence the thresh-
old figure would have to be ascertained experimentally. Once the
threshold is exceeded & mismatch between the physical data ordering
and the indexing pattern can affect response time wvery dragically
With grid based data, one is concerned with three (two spatial and
the attribute ) dimensions, Just as there is a cholice between
multivariate and univariate sets, there are also similar consider-
ations with respect to latitudinal versus longitudinal ordering of

grid cells,

5.2 User manipulations

5.,2,1. Addition of new information

Any data base must be capable of systematic expansion to include
new attributes, including user-derived variables and extentions in

areal coverage. The incorporation process must check that already
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existing information is not duplicated and that suech additions do not
invalidate existing index tables. The addition of new variables into
the univariate format does not alter the structure of the existing
file or the contents of the already existing index tables greatly but
it merely extends the body of information in a totally compatible
manner, i.e, it merely involves the addition of further columns to
Figure 1 or layers to Figure 3. Pre-existing attributes need not

e stored but are recognised as synonyms in the index tables.

With the multivariate format, the incorporation of new grid-
based information, or even of new variables specified by the user
from the basic OPCS data is more disruptive., There are three chief
ways in which this can tske place, New information pertaining to
an already existing spatiasl unit can be tagged onto the end of the
current record. This is clumsy because informgtion may not relate
to exactly the same area or to grid-squares of the same size,
Furthermore the wvarious OPCS record type (100% population,.
and 100% household data) are suppressed individuslly, which makes
the compaction of merged records more awkward., This method of
merging would not only increase core reguirements for the buffer
area, but is also likely to involve the transfer of a greater
proportion of irrelevant data in some situations.

Secondly, the new records can be merged into the old files,
interleaved between existing records and relating to the same spatial
units., Although this facilitates the derivation of new variables
because all the information pertsining to a spatial unit is physic-
ally grouped together, it means a complete rearrangement of the
existing data files and index tables.

The new collection of datas can be appended as a separate file
and this is by far the least disruptive process. However it is
5till not as convenient as the univariate format ss new ilndexing
information would still have to be merged with already existing
index tables for more economic storage and to facilitate cross-
referammihg between the different record-types and files.

While éﬁﬁ univariate format is more conducive to the addition
of new attributes, the multivariate format is more convenient for
extending the areal coverage, 8s each record i&@ntifieﬁ the spatial
unit explicitly by a key. When data records are required in the
defined areal sequence, this requires that the new records be

slotted in pa$itimm or that the records are read in & non-seguential
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fashimn. The univariate format on the other hand reguires that a
similar process be adopted for elements within each attribute set.
The attribute sets for the new area can be stored separately and
chained to the existing lists. Conceptually this represents an
overlay onto the existing laver in Figure 3. Howeveyr, if there
were several insertions into the already sorted univariate records,
it is more economical in the leong run to incorporate the new elements
into the already existing raster order, which inveolves reshuffling
the contents of every record in the file.

Thus in a dynamic data base the choice between the multivariate
and univariate format is also conditioned by the relative stability

of the area~ and attribute dimensions.

$.2.2 The derivation process

Manipulation of spatially independent data commonly involves
the formation of new attributes, or extraction of subsets by multiple
attribute keys. Apn dmportant further guestion with spatial data is
the derivation of compond spatial units, so that spatial varistion
can be assessed at different areal scales,

Derivation of new attributes from primsry ones and extraction
of subsets by attribute keys is more easily &oﬁ@ with the multivariate
format. Here the primary attributes are all physically close
together in core and require a smaller buffer as the information is
processed a row at a time., With the univariate format however, it
is convenient to hold the entire array of values for each primary
attribute in core throughout the process of derivation., With the
Durham set this was not a serious handicap so long as the number of
primary attributes under considération was not greater than about
75 (refer Section 5.1.4). For similar reasons, the univariate
format is more conducive to spatial processing, including mapping,

the determination of population potential, spectral analysisvéte»

5.2.3 Input to packages

Various statistical and survey analysis packages, like ECXP,
XD83, SPSS etc., require that data be prepared in a format that
reflects the OPCS multivariate ordering of data elements, Hence, it
is much easier to abstract information from the data base and
preprocess it for these packages 1f the multivariate format was
retained (refer Section 5.1.4). However, several of these packages

have capabilities for retaining the original as well ss derived
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{correlation, cross product etec.) matrices to suit their system
specifications. The univariate format can pre-process about 75
variables in the Durham dats without having to use intermediate work

files to re-format the data.

6, FILE ORGANISATION

While records cdlect together the raw items or elements of datsa
in & manner that facilitates the transfer and processing of these
elements, the srrangement and intervelation of records in a file
depend upon the manner in which the records are to be processed. The
MTS sequential file organisation was adopted for the data files for
reasons outlined in Section 4.9, In the OPCS~type file, the multivar~
iate records occur in west to east order, proceeding from north to scuth.
However, when records referring fto subareas are reguired, the logical
order in which the records are reguired no lenger corresponds to the
physical order in which they are stored. Hence, to avold reading
a large part of the file to abstract data for a small area, it is
expedient to store pointers to these records along with kevs that
iﬁentify them in a direct access table. However, the storage of
all potential keys and associated addresses may occupy several pages.
With the UK data approximately 400,000 fullword entries may be
required {4 types of records relating to approximately 100,000
locations) and these would occupy close to 400 pages on magnetic
dises. Hence several methods of secondary file organisation have
evolved to suit varyving requirements (refer Lefkovitz, 1968},
Experiments withalternative file structures for the Durham data is
underway. The methods being investigated attempt to provide means
of ascertaining the existence of, and locating individual records
rapidly without having to store a pointer to each individual record.
An alternative logical order of retrieving records, namely from north
to south, proceeding from west to east together with backward
indexing capabilities is also desirable. A rapid means of 'chasing'
records in forward and backward directions both latitudinally and
longitudinally is essential for problems which involve aggregation
based on the values of given attributes; for example, for converting
from constant areal to constant population units,

The organisation of the map formatted file is simpler as there
are only 1571 entries, which do not need to be linked to each other

in any particular order, The details of experiments relating to
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file organisation methods will be presented in a later paper but it
must be appreciasted that this is another major consideration 0f a data
storage and retrieval system in bridging the gap between the logical
user requirements and the physical redlities of storage media and

computer hardware,

7. CONCLUSIONS

The need for a storage strategy arises from the sheer volume of
the UK census data, which is congiderably in excess of the storage
capacity of currently available units of storage media. Dats
compaction techniques were used not only to conserve on storage space
but also to enhance response time such that the solution of complex
geographical problems, using large data sets, becomes feasible in
practice as well as in theory. Some of the sconcomies made are
machine—~dependent and have to be a reponss to the facilities and
limitations of hardware, software and management at the user's
disposal. At the other extreme are economy measures that are tota-
ily conditioned by the inbherent structure and characteristics of the
data at hand. Between these two extremes, however, are other more
general methods which can be applied to data sets in almost any
computing environment - the trimming of datas elements, blocking, =zero
ﬁﬁppreséion, data ordering and transformations are some examples,
Some compaction technigues can again be decided in advance while
others (like zero suppression) have to investigate the actual values
themselves, There is no ready-made compaction prograswmme as such
that is universslly applicable to all datsa sets and this paper has
summarised some of the sensible and availsble technigues.

Data compaction saves storage space and thereby transfer tinme.
Further economies in time and store can be made by careful selection
of file and dats structures to ensure that data records sre locdted
speedily and that a relatively small amount of irrelevant data is
actually transferred. The order of data elements (access paths)
muest reflect data usage patterns so that peage swapping is minimiged.
In this respect the user has to ascertain whethey the study is
'more' concerned with a small - subset of areas or a small number
of attributes; the date formets required by avallable package
programs form an additional consideration., Moreover, in mn "
expanding data base the relative stability of the different data

dimensions has to be anticipated. The choice of data ordering
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with respect to the technical conaiﬁ&rations of storage reguirements,
trangfer time and capacity of storage media is relatively easy and
can be computed given the characteristics of the dats base and file
storage devices.

If the UK data can be subjected to the same degree of compacticon
as the population file for Durham census county, a copy of the UK data
in both the multivariate and univariagte formats can be stored on the
available 2314 and expected 3330 disc packs. The tremendous
improvement in response time would justify the duplication of data.

The brief discussion of motives for constructing secondary file
structures stresses that the performance of a data base is dependent
on the match between user requirements and the technical details of
gtorage organisation. This paper has outlined some of the practical
considerations involved in the detailed mapping of a data set onto
storage media, and has identified some aspects of the usage patterns
that are of relevance in designing an information storage and

retrieval system.
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APPENDIX 1

RETRIEVAL TIME FOR READING ATTRIBUTE SETS IN
MULTIVARIATE AND UNIVARIATE FORMATS

MULTIVARIATE FORMAT

‘ This iﬁv&lv&a‘reaﬂingwa full 2314 paak; consisting af‘
200 cylinders. Fach cylinder contains 20 tracks, each of which
is capable of storing 7294 bytes. When data for the whole of UK
is to be stored, a single disc pack can only hold 238 attribute sets
at maximum {(refer Section 5.1.1). The extraction of attribute sets
involves a seguential read of the entire disc pack - and as all data
would have to be transferred for any nunmber of attribute sets,
the minismum and average retrieval times correspond fo the waximum.
Retrieval time = S + R + T
where 5 = total seek time = nc x s
B = teotal rotational delay = nc x p x r
T = total transfer time = t x ©
ne = number of cylinders
= average seek time
pages/ecylinder

= average rotational delsy

O SR = B
it

= gverage transfer rate
¢ = gapacity of the disc pack

.. Retrieval time = (200 x 60) + (200 x 145,880 x 25.5)
4096

4+ {0.00320 x 29,170,000) msec
(200 = 60)3+(200 = 35.64 x 25.3) + 93,3494 msec

i

i

200 x 96B.BZ + 93,344 msec
2B7.108 sec

it

UNIVARIATE FORMAT

: This raquirﬂm gocess to the stsrt of a variable and then a
s&qmmntial raa& of the attribute set.
~~Retrm&¥al tlmw H{ev % 8§ 4 pv + r 4+ by X t)

' where N = number of varxaﬁiQ% r&qm;aad_“

ﬁ"

@v, cgiimﬁara per v&rmablﬂ
3:??>¥ pages per variable :
'i;;%ﬁ;#;hytas:w@r‘&argﬁhla:_\



Assuming that the number of bytes per variable is 120,000

Retrieval time = N{120,000 x 60 + 120,000 x 25.5 + 120,000 x 0.00320)
145,880 4096 meec

N(49 + 747 + 384) msec
N{1.180) =sec

i

i

Hence, the minimum time 1,18 seconds to retriseve data for one
variable: the univariate format is thus much more efficient for the

study of & small number of variables at & time.



