
1 INTRODUCTION  

Bed forms in river channels perpetually adjust to 
non-uniform and unsteady flow conditions, with 
marked changes in flow causing hysteresis-effects in 
bed roughness, sediment transport rates and mor-
phodynamics. Dunes are a common fluvial bed form 
feature, forming in a range of sediment sizes from 
silt and sand through to gravel (Dinehart, 1992; 
Best, 1996; Carling, 1999; Kleinhans, 2001; Klein-
hans 2002; Carling et al., 2005). Their presence sig-
nificantly influences the mean and turbulent flow 
which subsequently exerts a strong control on the 
entrainment, transport and deposition of sediment 
(Parsons et al., 2005, Best, 2005). In recent years 
there has been an increased understanding of dune 
dynamics due to significant advances in monitoring 
flow and dune morphology both in the laboratory 
and field (Best, 2005). This research has determined 

that the main flow characteristics associated with 
dunes dynamics are; i) accelerating flow over the 
dune stoss side; ii) flow separation or deceleration 
(Nelson et al., 1993; McLean et al., 1994; Best & 
Kostachuck, 2002) from the dune crest in the lee 
side; iii) flow reattachment at 4-6 dune heights 
downstream (Engel, 1981); iv) a shear layer between 
the separated flow and stream wise flow above 
which it expands as it extends downstream and; v) 
an internal boundary layer that grows from the reat-
tachment point along the stoss slope of the next dune 
downstream. However, virtually all process under-
standing has been deduced from work that has dealt 
with morphologies that are essentially regular and 
two-dimensional; a situation that is rare in natural 
river channels. Moreover, bed form adjustment to 
non-uniform and unsteady flow conditions, that is 
known to cause hysteresis-effects in bed roughness, 
has largely been ignored in terms of the flow fields 
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and morphological response. Of the recent work that 
does exist, Kleinhans (2004) indicated that the re-
duction in dune size through cannibalization by 
smaller superimposed dunes differs fundamentally 
from bedform amalgamation during dune growth 
(Coleman and Melville 1994; Raudkivi & Witte, 
1990). These adjustments in bed form morphology 
(whether ripples, dunes and bar-forms), during 
changes in flow conditions, alter the channel and bed 
roughness and therefore have a large effect on the 
overall flow field. Here we analyze the influence of 
three-dimensional dunes on the flow field through 
the application of a Large Eddy Simulation (LES) 
model where boundary conditions and validation are 
taken from physical scale experiments. 

2 METHODOLOGY 

2.1 Numerical Solution 

The numerical scheme solves the full three-
dimensional Navier-Stokes equations discretised us-
ing a finite-volume method. The interpolation 
scheme used is hybrid-upwind, where upwind dif-
ferences are used in high convection areas (Peclet 
number > 2) and central differences are used where 
diffusion dominates (Peclet number < 2). The pres-
sure and momentum equations are coupled by apply-
ing SIMPLEST, a variation on the SIMPLE algo-
rithm of Patankar and Spalding (1972). Convergence 
can precede either smoothly or with damped oscilla-
tions to the final solution. To achieve relaxation ei-
ther: (i) realistic maximum and minimum values 
may be imposed on the solution; or (ii) relaxation 
may be used to limit the amount of change allowed 
in any variable at a given iteration. Weak linear re-
laxation was used for the pressure correction, while 
weak false time step relaxation was used for the oth-
er variables. The convergence criterion was set such 
that the residuals of mass and momentum flux were 
reduced to 0.1% of the inlet flux. The initial simula-
tions use a Re-normalized Group theory (RNG) κ-ε 
turbulence models. These results are then used as in-
itial conditions for the LES simulations where a 
standard Smagorinsky (1963) sub-grid model was 
applied. The LES simulations were run at a frequen-
cy of 10Hz for 102.4 seconds. 

The upstream inlet boundary conditions is speci-
fied from experimental data (see below) and the 
downstream outlet is specified as a fully developed 
flow profile with the hydrostatic pressure set at the 
surface at the downstream outlet. The dune topogra-
phy is from the experimental data (see below, Fig. 
1). The topography was then subsequently included 
into the discretisation using a mass flux scaling ap-
proach. The approach uses a regular structured grid 
in which all control volumes are orthogonal in both 
computational and Cartesian space, and the bed to-

pography specified using cell porosities where the 
cell volume and faces are scaled and blocked ac-
cording to the amount of topography included in the 
mesh. This approach has been developed (Lane et 
al., 2003; Hardy et al., 2005) and applied from mil-
limeter scales of gravel beds (Lane et al., 2004; Har-
dy et al., 2007) through to river reaches of approxi-
mately 1 km (Hardy et al., 2006; Sandbach et al., 
2012). For topography at a scale smaller than that of 
the computational discretization, the non-
equilibrium form of the standard wall functions is 
used (Launder & Spalding, 1974). This form of the 
equations assumes a local equilibrium of turbulence 
and is suitable at boundary cells that contain both 
bed and water and is also suitable in cells with sepa-
ration. The roughness height is parameterized as half 
the spatial discretization, however, CFD schemes are 
typically not sensitive to roughness parameteriza-
tions (Lane, 2005). Applying this method provides 
an approach to understand the way in which com-
plex dune morphology interacts with the associated 
three dimensional flow field. The second advantage 
of this scheme is that it maintains a constant filter 
length throughout the domain and allows LES nu-
merically stable simulations to be undertaken. 

2.2 Experimental Design: Laboratory  

A recirculating flume 16m long (l), 2m wide (w) 
and 0.5m deep (h) was constructed in the Total En-
vironment Simulator in The Deep at the University 
of Hull, UK. The flume contained a sand bed with a 
D50 of 239μm. The experimental runs covered a 
range of transient conditions, where the magnitudes 
and rates of change in discharge (and hence flow ve-
locity) and depth were carefully controlled and sys-
tematically increased and decreased. Water-depth 
and water surface slope along the flume were meas-
ured, at 2 Hz, using 7 water elevation probes. Flow 
velocity was measured at 25 Hz with 4 aDv’s set at 
40% of the water depth at 4 locations in the test sec-
tion to provide an approximation of average flow ve-
locity. The hydraulic conditions used are reported in 
Table 1. 

 
Table 1: The hydraulic conditions used as boundary conditions 
in the numerical simulations that replicate those in the flume 
experiments 

 Inlet Ve-
locity at 
0.4 z/h 
(ms

-1
) 

Avg Wa-
ter depth 

(m) 

Froude 
Number 

(-) 

Reynolds 
Number 

×10
3
 

(-) 

Exp. 1 0.49 0.151 0.36 127  
Exp. 2 0.53 0.165 0.36 157  
Exp. 3 0.74 0.184 0.56 218  
Exp. 4 0.51 0.136 0.35 134  

 
Bed elevation was measured over a 5 m test sec-

tion at repeat intervals of 7.5 and 300 seconds. These 
elevations were mapped throughout the 120 hours of 



experiments using a multi-frequency (1, 2 and 4 
MHz) acoustic backscatter profiler that measured 
bed elevation together with acoustic backscatter (for 
later determination of suspended sediment concen-
tration from sample calibrations). Vertical resolution 
of the bed elevation measurements was 2.5 mm and 
horizontal resolution was 5 mm. On 4 separate occa-
sions the flume was slowly drained and the full three 
dimensional topography was measured at higher 
resolutions and broader extents with a terrestrial la-
ser scanner, which provided the necessary topo-
graphic boundary conditions (Fig. 1). 

2.3 Model Geometry and Boundary conditions. 

For the purpose of the numerical experiments, a 
3m long (l) and 1m wide (w) section of dunes was 
used to define the bed geometry. The computational 
domain was regular in the x, y, z directions, with a 
grid resolution of 0.005m. In the z direction, to allow 
inclusion of topography data using the mass flux 
scaling treatment, the maximum extent of the do-
main was set depending on the height of the dunes 
plus the water depth and ranged from 0.235 to 0.325 
m depending on the scale of the dunes. Thus, the 
computational grid was sized at 600 (nx)  200 (ny) 
(47-58 nz) (5 640 000 to 7 800 000 grid cells). The 
topography (Fig. 1) demonstrates a range of dune 
topographies for which to test the model.  

Visual analysis of all four DEM’s clearly demon-
strates the three dimensional nature of the topogra-
phy. Primarily, in none of the experiments are the 
dune ridges parallel to the side walls nor are they 
continuous across the width of the domain. This is in 
direct contrast to several previous experiments dis-
cussed previously which consider regular and two-
dimensional dunes. Experiment 1 appears to contain 
the greatest range of topographic scales with larger 
dunes present with smaller scale topography (rip-
ples) superimposed. Similar observations can be 
made for both Experiment 2 and 4 although there are 
slightly more regular structures. The topography 
formed in experiment 3, formed under the highest 
hydraulic conditions, shows a form closer to a 
smooth bed with only two very shallow dunes 
formed. 

2.4 Model Validation 

In order to validate the model time averaged aDv 
measurements are compared to the Reynolds aver-
aged model results. This is only for four points in the 
domain and is acknowledged that this is not ideal, 
however, due to the scaling relationships used in the 
experimental design of the flume experiments the 
subsequent water depths (Table 1) were shallow. 
With the unconsolidated sand bed (D50 of 239µm) 
and the presence of an aDv in the flow, caused shear 
and scouring of the bed thus modifying the topogra-

phy. Model validation used an automated corre-
spondence algorithm to match aDv measurement lo-
cations to corresponding grid cell locations. The size 
of the model grid cells was 0.005 m while the aDv 
measures in a 0.08 m diameter cylindrical sampling 
volume, with a height of 0.01 m. Thus, it determines 
a spatially-averaged velocity that corresponds ap-
proximately to 25 grid cells. 
 

 

 

 

 
 
Figure 1: The Digital Elevation Models measured using Terres-
trial LIDAR used in the numerical experiments. The hydraulic 
conditions at the end of the physical experiments before the 
experiments were stopped, the flume drained and measured us-
ing a terrestrial laser scanner are reported in table 1.  

 
In the presence of strong shear in the flow, this 

opens up the possibility of high velocity variability 
in model predictions that will not be captured in the 
ADV measurements. Thus, the average, standard 
deviation and range of model predictions corre-
sponding to each aDv measurement location were 
determined. In general, the model and the aDv 
measurement were with 5% for the mean flow con-
ditions. Furthermore, previous examples of applying 
this modelling scheme have shown good agreement 
(Hardy et al., 2012) with reported squared correla-
tion coefficients (r

2
) between the aDv measurements 

Exp. 1 

Exp. 2 

Exp. 3  

Exp. 4 

x/l 
y/w 

z/h 



and the CFD model for the downstream (u-) compo-
nent including 0.89 (Ferguson et al., 2004), 0.95 
(Bradbrook et al., 1998) and 0.91 (Lane et al., 2004) 
for a range of environmental applications. These ap-
plications demonstrate the strong predictive ability 
of the numerical scheme and that it can therefore be 
used with confidence in the numerical experiment 
we report herein. 

2.5 Modelled Flow Analysis 

Initially, the spatial prediction of flow is analyzed 
through the velocity magnitude. This is calculated 
by resolving the downstream (u-), cross-stream (v-) 
and vertical (w-) component of velocity. This pro-
vides a means of analyzing general flow characteris-
tics but not localized flow direction. 

The analysis is then extended to vortex detection 
methods in order to link the individually identified 
flow structures to the overall pattern of flow. Typi-
cally, Eulerian vortex methods have been applied to 
an instantaneous velocity field by analyzing spatial 
patterns in the velocity gradient field and its invari-
ants (Green et al., 2007). The bases of most identifi-
cation methods is the Q criterion (Hunt et al., 1988), 
where Q is the second invariant of divergence of the 
velocity vector and implies that a vortex is present if 
the magnitude of the vorticity is greater than the 
strain. This criterion has subsequently been devel-
oped to include the λ criterion (Jeong & Hussain, 
1995), ∆ criterion (Chong et al., 1990) and the swirl 
strength criterion (Zhou et al., 1999). In all of these 
approaches turbulent structures are defined only as 
areas where the criterion is greater than a predefined 
threshold. When there is a time dependent velocity 
field, as used in this application with the LES data, 
Lagrangian vortex methods can be used to identify 
the temporal convergence (or divergence) of flow in-
to vortices. These methods apply a similar theory to 
those described above, whereby individual particles 
within the fluid are tracked through time, and their 
progressive separation calculated. The changes in 
relative distance between neighboring trajectories 
through time is quantified using Lyapunov expo-
nents and have also been shown to be a useful tool in 
identifying vortices within flows (Haller, 2000; Hal-
ler & Yuan, 2000; Haller, 2005). Specifically Lya-
punov exponents measure the degree to which the 
phase space is stretched through time and as such are 
an extension of eigenvalues in that they describe the 
magnitude of distortion with respect to the principal 
directions and are therefore analogous to eigenvec-
tors. Whereas eigenvalues are local, Lyapunov ex-
ponents are considered global as they are averaged 
to obtain the infinite-time behavior of the entire sys-
tem. They are more commonly referred to as finite-
time Lyapunov exponents (FTLE) which can be 
used to project trajectories either forwards or back-
wards in time. If particle trajectories are projected 

backwards the FTLE highlights regions of the flow 
which act as attractors within the flow (Haller & 
Yuan, 2000). Similarly, if projected forward, the 
FTLE to identifies repelling regions in the flow 
(Green et al., 2007) with regions of high FTLE iden-
tifying vortices, also known as Lagrangian coherent 
structures (LCS) (Haller, 2000; Haller & Yuan, 
2000). In particular, ridges within the FTLE field 
correspond to coherent flow structures (Shadden et 
al., 2005), and therefore in order to identify vortices 
within the flow, it is necessary to study the deriva-
tive of the FTLE field to identify local maxima, ra-
ther than simply find the globally extreme values. 

3 RESULTS 

3.1 Three dimensional flow 

The results are presented here focus primarily on 
the flow over Experiment 1 and 3 DEM’s as these 
have the greatest differences in their three dimen-
sional topographies. The numerical predictions for 
Experiment 1 are shown in Figure 2. 

The figure shows the periodic nature of the flow. 
In general the classical flow model associated with 
dunes of acceleration of stream wise flow along the 
stoss side of the dune, flow separation and reattach-
ment several dune heights downstream is not ob-
served. However, regions of faster flow, forming 
shear may be identified in all simulations (Fig. 2, i) 
down the midline of the domain. Below this a sepa-
rated lower velocity flow zone just behind the dune 
crests can be observed. In addition, parcels of higher 
velocity fluid can be traced across the dunes and in-
teract with the bed forms, therefore increasing the 
magnitude of the flow (Fig. 2, line ii). None of these 
high velocity flow structures appear to extend across 
the entire width of the domain and their greatest spa-
tial width is less than 0.5 y/w. Reattachment is not 
observed and appears spatially less extensive than 
that observed with straight-crested dunes. It is sug-
gested that this is associated with the several scales 
of complex three dimensional topography. 

When the range of topography is reduced (Exper-
iment 3, Fig. 3) similar patterns are observed. There 
is a region of high magnitude flow forming a shear 
layer that extends through the entire domain (middle 
y/w slice) and below this region and area or separat-
ed flow. In addition, the parcels of higher momen-
tum flow are observed moving through the domain 
although their lateral extent appears smaller than 
those for the rougher bed.  

Again classical flow separation and reattachment 
is not observed in the simulations. This may be as-
sociated with using the velocity magnitude and a 
flow descriptor (a scalar value) and looking at single 
velocity components (w-, vertical component) may 
prove more beneficial. However, it is clear to see 



that the three dimensional dune morphology is heav-
ily influencing the flow structures. 
 
 

 

 

 
 
Figure 2: Three dimensional velocity magnitude for Experi-
ment 1 for three separate time periods; a= t, b) t+60 seconds & 
c) t+120seconds. The dune topography has been blanked. In all 
images flow is from left to right. The white region represents 
topography that is blocked out of the domain using the MFSA. 

3.2 Flow structure identification 

In order to further assess the flow structures, to 
try to determine the origin and explore their tem-
poral coherence, FTLE was calculated for both ex-
periment 1 and 3. The technique requires a temporal 
starting point, so the result half way through simula-
tion was chosen for this initial analysis. Secondly, 
the length of time that the structures are tracked back 
need to be prescribed. In this application a sensitivi-
ty test was undertaken and structures were tracked 
back for 0.5, 1, 2 and 5 seconds to assess how long 
the Lagrangian Coherent flow structures existed and 

the distance that they had travelled. Full three-
dimensional FTLE was calculated but the results are 
presented as two dimensional (x-y planes) for pre-
determined heights (z/h). The results for Experiment 
1 are presented in Figure 4. 

 

 

 

 

 
 
Figure 3: Three dimensional velocity magnitude for Experi-
ment 3 for three separate time periods; a= t, b) t+60 seconds & 
c) t+120seconds. In all images flow is from left to right. The 
white region represents topography that is blocked out of the 
domain using the MFSA. 

 
In Figure 4a the flow is tracked back for 1 second 

at a flow height of 0.32 z/h where the crest of some 
of the dunes can be observed in the flow field. Pack-
ets of high FTLE are observed behind each dune 
crest (Figure 4a, region i) with ridges of high FTLE 
moving between crest to crest. It is suggested that 
these regions are formed in flow reattachment re-
gions and the turbulence then follows predefined 
flow paths determined by the topography. These 
crests represent Lagrangian Coherent flow structures 
and there appears to be a distinct linkage between 

a) 

b) 

c) 

i 

ii 

a) 

b) 

c) 



the dunes. These flow paths are still detectable in the 
flow field higher above the dune crests (Figure 4b, 
z/h 0.4) although the widths of the linkages have 
narrowed and are more defined. These flow struc-
tures appear to be orientated with the dune crest (ap-
proximately at 30 to the side walls) with some quite 
significant steering of flow paths (Fig. 4b, ii). These 
become far more significant and cover a greater spa-
tial area when then structures are tracked back for 5 
seconds (Fig. 4c). They are located in the reattach-
ment region behind the crests, which suggest that 
multiple scales of structure are originating from 
these regions. Although not investigated here, these 
are potential sediment transport paths due to the in-
crease turbulent kinetic energy and Reynolds stress-
es within the dune field.  

 
a) 

 
b)  

 
c). 

 
 
Figure 4: FTLE for Experiment 1 for a) 0.32 z/h tracking back 
1 seconds; b) 0.3 z/h tracking back 1 seconds and; c) 0.32 z/h 
tracking back 5 seconds. In all images flow is from left to right. 
The white region represents topography that is blocked out of 
the domain using the MFSA. The closer to the red color the 
stronger the attraction of flow. 

 
The same analysis technique is applied to Exper-

iment 3 (Fig. 5). In this example the topographic 
protrusion is far less but again high regions of FTLE 
are detected behind the dune crest with linkages of 
turbulent flow structures again following predefined 
topographic paths between crests (Fig. 5a, line i). A 
similar trend, to the one observed in experiment 1, is 
observed higher in the flow (Fig. 5b & c) with the 
flow structure paths becoming narrower but still ori-
entated at the same angle to the dune crest through-
out the flow depth.  

The examples demonstrated here have tracked 
back over a range of spatial resolutions but have al-
ways started at the same time within the numerical 
simulation. It is therefore necessary to extend this 
analysis to consider different starting times to assess 
whether these structures demonstrate spatial coher-
ence and consistently follow the same topograph-
ically steered path through time. 

 
a) 

 
b) 

 
c) 

 
Figure 5: FTLE for Experiment 3 for a) 0.3 z/h tracking back 1 
seconds; b) 0.4 z/h tracking back 1 seconds and; c) 0.5 z/h 
tracking back 1 seconds. 

4 CONCLUSIONS 

The three-dimensionality in dune morphology has 
been shown to significantly influence the flow struc-
ture across a range of bed conditions. These results 
of the time-dependent flow fields have several im-
portant implications for dune dynamics that encom-
pass sediment entrainment, deposition, sediment 
transport rates, dune migration and thus the overall 
stability of a sand bed river (Parsons et al., 2006). 
The classical flow model derived from studying two 
dimensional dunes does not appear valid for these 
examples. Previous work has shown that the smaller 
separation zones and lower velocity gradients asso-
ciated with the leeside of three dimensional dunes 
may be associated with a smaller level of large-scale 
turbulence intensities (Maddux et al., 2003). This 
would imply that the spatially-averaged bed shear 
stress is likely to be less which would have implica-
tions for the amount of sediment entrained into sus-
pension (e.g. Jackson 1976, Kostaschuk & Church 
1993). However, the vortex detection methods ap-
plied here have shown that there are common flow 

i 

ii 



path linkages between the dunes, steered by the to-
pography, where turbulence is high. These are po-
tentially important in determining the sediment 
transport paths through the dune field due to the lo-
calized increase in turbulent kinetic energy and 
Reynolds stresses. 
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