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Abstract

These notes give a summary of the course “Ergodic Theory and Applications in
Number Theory” at the Summer School in Modern Mathematics at Tsinghua Uni-
versity in Beijing, June 23–27 (2013). As in the summer school, we will need to be
brief at times and refer to the references for a detailed treatment. Nonetheless we
wish to survey some results and ideas on a close to geodesic journey from the most
basic concepts of ergodic theory to some more sophisticated and recent results in
homogeneous dynamics.
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1 Introduction

In these notes we will try and give an overview and road map to the area of
homogeneous dynamics without becoming too diverted by details. For much of
the background material we refer to [3] or [5], and for the more advanced material
we refer to [4] or [7]. Sections 3–7 of these notes are essentially taken from a
preliminary version of [4].

1.1 What is ergodic theory?

A vague answer to this question is that ergodic theory is the study of dynamical
systems from a probabilistic point of view. In the next few sections we will expand
on the meaning of these concepts. In the next section we will also introduce–at
times in vague terms–some other key concepts for dynamical systems.

1.2 What is a dynamical system?

We will use more sophisticated settings later, but for now we define a dynamical
system (X,T ) to be a space X, usually equipped with a topology, together with a
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manfred.einsiedler@math.ethz.ch

†Executive Office, Palatine Centre, Durham University, DH1 3LE, England. Email: t.b.ward@
durham.ac.uk



172 Manfred Einsiedler and Thomas Ward

map T : X → X, usually assumed to be continuous. We will also refer to such a
map as a transformation.

In a dynamical system (X,T ) we will often be interested in the orbit

OT (x) = {x, Tx, T 2x, . . . }

of a point x ∈ X. If X is a topological space we can try to describe the clo-
sure OT (x) of the orbit of a point x ∈ X. It is also interesting to know whether
the orbit spends more time in certain parts of the space, or whether it spreads
out throughout X so as to spend a proportion of time in any set proportional to
a natural notion of ‘size’ of the set. We will return to these questions later, and
will make the latter concept–equidistribution–precise.

Example 1. Let T = R/Z, which we may also identify with [0, 1) with the quotient
topology inherited from R. Thus, for example, 1− 1

n → 0 ∈ [0, 1) as n → ∞. For
any p ∈ Z we define the map

Tp : T −→ T

x �−→ px (mod Z).

The case p = 10 is particularly easy to describe. Given a number x ∈ [0, 1) we
may write its decimal expansion as

x = 0.a1a2 · · · ∈ [0, 1),

with decimal digits an ∈ {0, 1, . . . , 9} for all n � 1. Then we have

T10(x) = 0.a2a3 · · · ∈ [0, 1).

Thus if the orbit of x ∈ [0, 1) under T10 is dense, then every digit from 0 to 9 will
appear in the decimal expansion of x. In fact every finite block of digits, 2013 for
example, has to appear infinitely often in the decimal expansion of such a point.

For this dynamical system it is clear that very different types of orbit are
possible. It is easy to construct many decimal expansions that do not contain a
given block like 2013. On the other hand it is also easy to find points with dense
orbits. There are many ways to see this, here are two.

1. Enumerate all finite blocks of decimal digits in increasing order of length,

0, 1, 2, . . . , 9, 00, 01, 02, . . . , 99, 000, . . .

and then concatenate them to produce a number

x = 0.012 · · · 9000102 · · · 99000001002 · · · .
2. Enumerate the natural numbers in their natural order,

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, . . .

and then concatenate them to produce a number

x = 0.1234567891011121314 · · · .
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Exercise 2. Show that x ∈ [0, 1) has a finite orbit under Tp for p � 2 if and only
if x ∈ Q. Describe which points are periodic (that is, have the property that there
is some n � 1 for which Tn

p (x) = x).

Example 3. A different, and much better behaved, dynamical system on the
circle T is given by the circle rotation

Rα : T −→ T

x �−→ x+ α.

If α = p
q ∈ Q (written in lowest terms) then Rq

α = I and all orbits are periodic

(with q elements). As this behavior is too simple, we will always assume that α is
not rational, in which case Rα is called an irrational rotation.

Exercise 4. Show that the orbit of every point under an irrational rotation is
dense in the circle.

The sense in which Example 3 is better behaved than Example 1 is an instance
of the important notion of measure rigidity, which will emerge as a central theme
of these notes. For the moment, notice that the orbits of the map Rα for a fixed α
are all very similar–for rational α they are finite sets of fixed cardinality, and for
irrational α they are dense. Moreover, for fixed α any orbit may be obtained from
any other orbit by a simple rotation.

Example 5. Let

Mz : C −→ C

w �−→ zw

be the multiplication by z map on the complex plane. If |z| < 1 then every orbit
converges to 0 ∈ C. If |z| > 1 then the orbit of every point apart from 0 diverges
to infinity. If |z| = 1 then every orbit stays on a circle. Thus for most choices
of the parameter z this map does not have interesting orbits, and for |z| = 1 the
orbits remain on a circle of fixed radius, and the map Mz restricted to each such
circle is isomorphic to a rotation on T.

One way to view the system (C,Mz) for |z| = 1 is as a combination of con-
stituent systems, each of which is a copy of a circle rotation, and it is simpler to
study its constituent systems. However, in general we cannot expect such a geo-
metrically straightforward decomposition of a dynamical system into constituent
parts which cannot readily be decomposed further.

1.3 What is the probabilistic point of view?

A deeper examination of maps like Tp from Example 1 suggests that the possible
behaviors of orbits means that the study of orbits and their closures is in general
impossibly difficult. As a result one is led to the question of whether it is more
straightforward to describe the orbits of typical points. One of the most satisfac-
tory answers to this question is given by the pointwise ergodic theorem of Birkhoff
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from 1931. In order to state this, we need the following compatibility notion
that picks out those probability measures on the underlying space of a dynamical
system that respect the dynamics.

Definition 6. Let (X,T ) be a dynamical system, and assume that X is equipped
with a σ-algebra B of measurable subsets1. A probability measure μ defined on B
is called T -invariant (or T is called μ-preserving) if

μ(T−1B) = μ(B)

for all B ∈ B.

Theorem 7 (Birkhoff, Pointwise Ergodic Theorem). Let (X,T, μ) be a measure-
preserving dynamical system, and let f ∈ L1(X,μ). Then

1

N

N−1∑
n=0

f(nx) −→ f∗(x)

in L1(X,μ) and μ-almost everywhere, where f∗ ∈ L1(X,μ) is a T -invariant func-
tion.

The difficult part of this theorem is the convergence almost everywhere (hence
the name pointwise). The convergence in L1(X,μ) with respect to the L1 norm is
easier, and can be derived from von Neumann’s mean ergodic theorem established
in the next exercise. While the behavior of T on individual points is described by
the map T itself, it is convenient to study the behavior of T on functions via the
associated operator UT defined by UT (f)(x) = f(Tx).

Exercise 8. Let (X,T, μ) be a measure-preserving dynamical system, and suppose
for simplicity that T is invertible.

(a) Show that UT : L2(X,μ) → L2(X,μ) is unitary, meaning that

〈UT f, UT g〉 = 〈f, g〉

for all f, g ∈ L2(X,μ).
(b) Show that2

1

N

N−1∑
n=0

f ◦ Tn =
1

N

N−1∑
n=0

Un
T f −→ P (f)

for every f ∈ L2(X,μ), where P (f) denotes the orthogonal projection of f
onto the subspace

IT = {f ∈ L2(X,μ) | UT f = f}.
1In most situations we will encounter, X will be a topological space and B will be the Borel σ-

algebra, which is defined to be the smallest σ-algebra that contains all the open sets.
2Consider the cases f ∈ IT and f ∈ I⊥

T separately, and then use the orthogonal decomposi-
tion. For the latter subspace consider the functions f = g−UT (g) and show that these are dense
in I⊥

T .
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As in Exercise 8, the function f∗ in Theorem 7 should be thought of as the
‘orthogonal projection’ of f ∈ L1(X,μ) to the space

{g ∈ L1(X,μ) | UT g = g}.

This projection (which a priori does not make sense because L1(X,μ) does not
have the geometry of a Hilbert space) is called the conditional expectation and is
denoted by E(f

∣∣E) where
E = {B ∈ B | T−1B = B}

is the σ-algebra of T -invariant sets. We refer to [3, Chap. 5] for the details.

Definition 9. Let μ be a T -invariant probability measure on X. We say that μ
is ergodic if any set B ∈ B with T−1B = B has μ(B) ∈ {0, 1}. Equivalently, μ
is ergodic if UT f

∗ = f∗ for some f∗ ∈ L2(X,μ) implies that f∗(x) =
∫
X
f∗ dμ

for μ-almost every x (that is, f∗ is equal to a constant μ-almost everywhere).

The equivalence of these two definitions of ergodicity is relatively easy and
may be found in [3, Chap. 2]. Notice that the first formulation of ergodicity
expresses the idea that (X,T, μ) cannot be decomposed into invariant subsets
that are non-trivial with respect to μ. For this reason ergodicity has also been
called indecomposability. With this notion of indecomposability we can give a
strengthening of the conclusion of Theorem 7 as follows.

Corollary 10. Let T : X → X be a continuous transformation of a σ-compact
metric space. If μ is a T -invariant and ergodic probability measure on X, then μ-
almost every point x ∈ X is generic for T .

Here x ∈ X is said to be generic if

1

N

N−1∑
n=0

f(Tnx) −→
∫
X

f dμ

for all f ∈ Cc(X).
We note that Corollary 10 is not a completely trivial consequence of The-

orem 7 because there are uncountably many functions in Cc(X), each of which
potentially requires a null set of badly-behaved points to be avoided. The single
null set arising in Corollary 10 does not depend on the function f . The main idea
in the proof is to get around this by taking advantage of the fact that Cc(X) is
separable, meaning that it has a countable subset that is dense with respect to the
supremum norm. This observation together with a relatively easy approximation
argument gives the corollary (see [3, Chap. 4] for the details).

Example 11. The Lebesgue measure λ on [0, 1) ∼= T is invariant under the map Tp

for all � 1. One way to see this is to note that for 0 � a < b < 1 we have

T−1
p ([a, b)) = [ap ,

b
p ) � [a+1

p , b+1
p ) � · · · � [a+p−1

p , b+p−1
p )
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is a disjoint union, so

λ
(
T−1
p ([a, b))

)
= λ ([a, b)) = b− a.

Using this, one can show by an approximation argument that we also have

λ(T−1B) = λ(B)

for all Borel sets B ⊂ [0, 1) since the intervals of the form [a, b) generate the
Borel σ-algebra.

The measure λ is also ergodic with respect to Tp for p � 2. One way to
see this is to use Fourier analysis for functions on the circle as follows. Assume
that f ∈ L2(T, λ) is invariant under Tp, and write

f(x) =
∑
n∈Z

cne
2πinx

for the Fourier expansion of f at x ∈ T. Thus, working in L2, we have

f(x) =
∑
n∈Z

cne
2πinx = f(Tpx) =

∑
n∈Z

cne
2πinpx.

This equality in L2 means that the Fourier coefficients of both functions must
coincide, so

cn = cnp = cnp2 = · · ·
for all n ∈ Z. On the other hand∑

n∈Z
|cn|2 = ‖f‖2 < ∞

by the Plancherel theorem. It follows that |cn| → 0 as n → ∞ so, in particu-
lar, cn = 0 for n �= 0. Thus f = c0 is a constant as required.

Applying Theorem 7 to the map T10 we can now deduce that λ-almost ev-
ery x ∈ T has the property that the decimal block of digits 2013 appears in the
decimal expansion of x not only infinitely often, but does so with the asymptotic
frequency 1

104 .

Exercise 12. Show that the Lebesgue measure λ on [0, 1) ∼= T is invariant and
ergodic for any irrational rotation Rα : T → T.

Using the exercise above we prove an even stronger statement about irrational
translations.

Corollary 13 (Unique ergodicity for irrational rotations). For α /∈ Q, every point
x ∈ T is generic for Rα.

Proof. Fix a function f ∈ C(T) and some ε > 0. Since f is uniformly continuous,
there exists some δ > 0 such that3

d(x, y) < δ =⇒ |f(x)− f(y)| < ε

3We have not formally defined the translation-invariant metric d, but the reader should find
it easy to construct this as the metric inherited from the usual one on R.
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for all x, y ∈ T. Given x ∈ T, we can use Exercise 12 and Corollary 10, almost
every y ∈ T is generic for Rα. In particular, there exists some generic point y
with d(x, y) < δ. Then

d(Rn
αx,R

n
αy) < δ

for all n � 0, and so ∣∣∣∣∣ 1N
N−1∑
n=0

f(Rn
αx)−

1

N

N−1∑
n=0

f(Rn
αy)

∣∣∣∣∣ < ε,

which for large enough N gives∣∣∣∣∣ 1N
N−1∑
n=0

f(Rn
αx)−

∫ 1

0

f dλ

∣∣∣∣∣ < 2ε

as required. �

Exercise 14. Prove Corollary 13 directly, using the characters x �→ e2πixn for x ∈
T and n ∈ Z.

Corollary 15. There exists some n � 1 (in fact, there are infinitely many) such
that the decimal expansion of 2n starts with the digits4 2013.

Exercise 16. Prove Corollary 15 using Corollary 13 (use the fact that if the
rotation parameter α = log10 2 then log10 2

n = nα and consider what the latter
identity means modulo 1).

Exercise 17. Generalize5 the discussion above to show that there exists some n
for which the decimal expansion of both 2n and of 3n start with the digits 2013.

We end this introduction to the basics of ergodic theory with a short proof
of the pointwise ergodic theorem, due to Hasselblatt and Katok [5].

Proof of Theorem 7. Let f∗ = E(f
∣∣ET ), which as mentioned above should be

thought of as the projection of f onto the space of T -invariant functions. If μ is
ergodic, then f∗ =

∫
X
f dμ.

We fix ε > 0 and define

g = f − f∗ − ε,

and

Sn(g) =

n−1∑
k=0

g ◦ T k.

We will show that

lim sup
n→∞

1

n
Sn(g) � 0 (1)

4As the reader will have noticed, 2013 was the year in which the summer school took place
and these notes were written, and is being used simply to represent an arbitrary finite sequence
of digits that does not start with 0.

5You will need to consider a rotation on T2.



178 Manfred Einsiedler and Thomas Ward

for μ-almost every x ∈ X. Using the fact that

Sn(g) = Sn(f)− nf∗ − nε

and the same statement for −f then gives the theorem. In turn (1) will follow
from the following lemma.

Lemma 18. Let
A = {x ∈ X | sup

k�1
Sk(g) = ∞}.

Then μ(A) = 0.

Proof. We need to assemble some facts about Sk, A, and the function

Mn = max{Skg | k = 0, . . . , n}.
• First note that Sk(g)(Tx) = Sk+1(g)(x) − g(x) so that T−1A = A, i.e. A is
a T -invariant set.

• As is customary, we set S0(g) = 0 so that Mn � 0 for all n � 0.
• Using the definition of Mn we see that

Mn+1(x) = max{0, g(x) +Mn(Tx)}.
• It follows that

Mn+1(x)−Mn(Tx) = max{−Mn(Tx), g(x)}. (2)

• Using the definition of A and of Mn, this now shows that

lim
n→∞ (Mn+1(x)−Mn(Tx)) = g(x)

for all x ∈ A.
• We also have

g(x) � Mn+1(x)−Mn(Tx) � max{0, g(x)}

by (2) and the inequality Mn � 0.
• The last fact shows that

Mn+1(x)−Mn(Tx)

is dominated by an L1(X,μ) function independently of n. Hence we may
apply the dominated convergence theorem to obtain

lim
n→∞

∫
A

(Mn+1 −Mn ◦ T ) dμ =

∫
A

g dμ.

• We calculate ∫
A

g dμ =

∫
A

f dμ−
∫
A

f∗ dμ− εμ(A) = −εμ(A) (3)

by definition of f∗.
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• Moreover,∫
A

(Mn+1−Mn ◦ T ) dμ=
∫
A

Mn+1 dμ−
∫
A

Mn ◦ T dμ

=

∫
A

Mn+1 dμ−
∫
(�AMn) ◦ T dμ (since T−1A=A)

=

∫
A

Mn+1 dμ−
∫
A

Mn dμ (since μ is T − invariant)

=

∫
A

(Mn+1 −Mn︸ ︷︷ ︸
�0

dμ. by definition of Mn

Combining the last three facts we obtain

−εμ(A) � 0,

and hence μ(A) = 0 as claimed. �

This completes the proof of Theorem 7. �
Example 19. We now present another measure-preserving transformation on (al-
most all of) [0, 1], which will turn out to be ergodic. At first sight this example
may appear less natural than the multiplication by p map and the rotation by α
map on the circle above, but it also is of algebraic origin–though the algebra in
question is rather hidden (see [3, Ch. 9]). The Gauss map is defined by

T : (0, 1) −→ (0, 1)

x �−→
{
1

x

}
,

where {·} denotes the fractional part of a real number. Notice that strictly speak-
ing this map does not define a dynamical system, as the orbit of any rational
point eventually reaches 0, where the map is not defined. Restricting T to the
set [0, 1]�Q does however give a dynamical system, and this is the map we will
think about. The map T preserves the Gauss measure μ defined by

μ([a, b]) =

∫ b

a

1

log 2(1 + x)
dx,

and therefore defines a measure-preserving dynamical system.
We cannot resist mentioning one striking consequence of the study of the

Gauss map, and in particular of the ergodicity of the Gauss measure with respect
to T . For every irrational x ∈ (0, 1) there exists a sequence of best rational approxi-

mations (pn(x)
qn(x)

) (defined using the continued fraction expansion of x), and μ-almost

every x ∈ (0, 1) satisfies

lim
n→∞

1

n
log

∣∣∣∣x− pn(x)

qn(x)

∣∣∣∣ = − π2

6 log 2
.

We refer to [3, Chap. 3] for the details and the history of this kind of result.
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2 What is a nilflow?

Example 3 may be described in the following way. We start with a locally com-
pact group R, with a discrete subgroup Z of finite covolume (this means that the
Lebesgue measure on R gives finite measure to any measurable fundamental do-
main for Z < R), and an element α ∈ R. This defines a measure-preserving map
on the quotient space R/Z = T by rotation under α, and this is the map Rα.
Much of our purpose here is concerned with understanding what phenomena arise
if R is replaced by a non-commutative locally compact group, Z by a lattice in it,
and Lebesgue measure by the Haar measure.

As a first step towards the study of algebraic actions on homogeneous spaces
defined by non-commutative groups, we now discuss briefly a special case of flows
on nilmanifolds.

Let6

H =

⎧⎨⎩
⎛⎝1 a c

1 b
1

⎞⎠ | a, b, c ∈ R

⎫⎬⎭
be the Heisenberg group (which is an example of a two-step nilpotent Lie group or
a unipotent algebraic group depending on the language one is used to speaking).
Similarly, let

Γ =

⎧⎨⎩
⎛⎝1 � n

1 m
1

⎞⎠ | �,m, n ∈ Z

⎫⎬⎭
be the group of integer points in H. Then the space

X = Γ\H = {Γh | h ∈ H}
is (by definition) a nilmanifold. This space is a compact manifold which can, for
example, be obtained by gluing opposite faces of the cube [0, 1)3 together in the
appropriate way. However, in some of the gluing of faces a twist is applied (without
the twist, gluing the faces of the cube together would produce the 3-torus T3). In
fact we use elements γ ∈ Γ to identify elements g ∈ H using the equivalence
relation

γg =

⎛⎝1 � n
1 m

1

⎞⎠⎛⎝1 a c
1 b

1

⎞⎠ =

⎛⎝1 a+ � c+ n+ �b
1 b+m

1

⎞⎠ ∼ g. (4)

Given

α =

⎛⎝0 α1 β
0 α2

0

⎞⎠
in the Lie algebra of H, we define a flow

Rt : X −→ X

x = Γg �−→ x exp(tα) = Γg

(
I + t+

1

2
t2α2 + · · ·

)
6We will sometimes forget to write entries in a matrix if these are zero.
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for all t ∈ R. (As H is two-step nilpotent we could actually simplify the expression
for the exponential map and simply write exp(tα) = I + t+ 1

2 t
2.) Here we call the

dynamical system a flow because we have an action of R instead of the Z-action
induced by a single transformation.

Theorem 20 (A uniquely ergodic nilflow). If α2 �= 0 and α1

α2
/∈ Q then

{Rt | t ∈ R}

is a uniquely ergodic flow on X. This means that

1

T

∫ T

0

f (Rt(x)) dt −→
∫
X

f dλX

as T → ∞ for any f ∈ Cc(X), where λX is the image of the Lebesgue measure7

on [0, 1)3 in X.

Proof. Define a factor map

π : X −→ T2

by

π : Γ

⎛⎝1 a c
1 b

1

⎞⎠ �−→
(
a
b

)
+ Z2 ∈ T2.

The calculation in (4) shows that π is well-defined. This map is often called
the maximal abelian factor. By essentially the same argument as that used in
Corollary 13, the maximal abelian factor is ergodic with respect to the induced
flow

R̂t : T
2 !

(
a
b

)
�−→

(
a+ α1t
b+ α2

)
∈ T2,

and in fact is uniquely ergodic (that is, there is no other invariant measure for the
flow). Our main task therefore is to extend this unique ergodicity result from T2

to X. This cannot be done using the standard theory of Fourier series as harmonic
analysis works quite differently on the space X.

As a first step, we show that the flow Rt is ergodic. Suppose therefore
that f ∈ L2(X,λX) is an invariant function for Rt. Let

gs =

⎛⎝1 s
1

1

⎞⎠ ,

and notice that8

‖f(x)− f(xgs)‖2 −→ 0

7The reader should check that λX is preserved by Rt for all t ∈ R.
8In these expressions we are (inaccurately but efficiently) using f(x) as shorthand for the

function x �→ f(x) rather than the value of the function f at x.
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as s → 0. This requires a proof, but we will leave this step to the reader and only
note that elements of L2(X,λX) can be approximated by continuous functions (see
also [3, Sect. 11.3.2]). Using the invariance property

f(x) = f(x exp(tα))

of f gives

‖f(x)− f(xgs)‖2 = ‖f(x exp(tα))− f(xgs exp(tα))‖2
= ‖f(y)− f(y exp(−tα)gs exp(tα))‖2

where we first used the invariance and then the substitution

y = x exp(tα),

which amounts to a unitary transformation on L2(X,λX). We now calculate

exp(−tα)gs exp(tα) =

⎛⎝1 s α2ts
1 0

1

⎞⎠ . (5)

We set s = 1
n and notice that t = tn can be chosen arbitrarily. We choose tn so

that
α2tn
n

= r

for some arbitrary r ∈ R. Therefore the matrix in (5) approaches⎛⎝1 0 r
1 0

1

⎞⎠
as n → ∞, and we get∥∥∥∥∥∥f(x)− f

⎛⎝x

⎛⎝1 0 r
1 0

1

⎞⎠⎞⎠∥∥∥∥∥∥
2

= 0,

or equivalently that f is invariant under⎛⎝1 0 r
1 0

1

⎞⎠
for all r ∈ R. This step is an instance of the Mautner phenomenon (which we will
discuss again in Section 4).

This shows that

f(x) = f

⎛⎝Γ

⎛⎝1 a c
1 b

1

⎞⎠⎞⎠
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almost surely does not depend on c, so f is a function on the maximal abelian
factor T2. However, as we already know that the induced flow is ergodic on T2

this shows that f must be constant almost everywhere, and the flow Rt is thus
seen to be ergodic.

Once more we know ergodicity, and so almost every point is generic. We wish
to upgrade this ergodicity to unique ergodicity. This is not always possible (see,
for example, the map from Exercise 2 which clearly has many different invariant
measures supported on periodic orbits). Moreover, the simple commutative or
isometric argument from Corollary 13 also does not work in our current situation.
Despite this, it is possible in this situation to upgrade the argument to show unique
ergodicity using an observation of Furstenberg. We give a slightly modified version
of this argument.

Notice first that for each y ∈ T2 the fibre π−1y is isomorphic to T, and
write λπ−1y to denote the Lebesgue measure on π−1y. We note that

1

T

∫ T

0

(Rt)∗ λπ−1y dt −→ λX (6)

in the weak*-topology on the space of probability measures M(X) on X, which
via Riesz representation is identified with a subset of the dual of the Banach
space C(X). In fact we already know (6), but not quite in the language used above.
The statement can be translated as follows. Given a continuous function f ∈
C(X), the measure on the left-hand side of (6) is defined to be the measure that
integrates f to

1

T

∫ T

0

∫
π−1y

f dλ
π−1(̂Rty)

dt.

Here we can identify the inner integral with the function F defined by

F (y) =

∫
π−1y

f dλπ−1y ∈ C(T2)

evaluated at R̂t(y). However, on T2 we already have unique ergodicity and so

1

T

∫ T

0

F
(
R̂ty

)
dt −→

∫
T2

F =

∫
X

f dλX

by Fubini’s theorem. Combining these we see the weak*-convergence in (6).
Let x ∈ X be arbitrary, let y = π(x) and fix δ > 0. Then we can split λπ−1y

into a convex combination

λπ−1y = (2δ)λIδ(x) + (1− 2δ)λπ−1y�Iδ(x), (7)

where Iδ(x) denotes the δ-neighbourhood of x in π−1y, λIδ(x) is the Lebesgue mea-
sure on Iδ(x) normalized to be a probability measure, and λπ−1y�Iδ(x) is defined
similarly.

Now consider the analogue of the left-hand side of (6) for λIδ(x), giving

1

T

∫ T

0

(Rt)∗ λIδ(x) dt ∈ M(X). (8)
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By the Tychonoff–Alaoglu theorem on C(X)∗ we can choose a sequence (Tn)
with Tn → ∞ as n → ∞ such that (8) converges to come probability measure νx,δ.
From the construction it is easy to see that νx,δ is Rt-invariant (because the in-
terval [0, T ] is almost translation-invariant). Furthermore, we can choose another
subsequence so that the same expression for νπ−1y�Iδ also converges to an invariant
probability measure ν̃x,δ. Comparing this with (6) and (7) we get

λX = 2δνx,δ + (1− 2δ)ν̃x,δ.

We did not mention this before, but an ergodic measure is an extreme point of
the convex set of invariant probability measures (see [3, Th. 4.4] for the details).
It follows that

λX = νx,δ,

and what is also curious is that the limit measure obtained is independent of the
chosen subsequence (Tn). Now if a sequence in a compact topological space has
the property that the limit of convergent subsequence is independent of the sub-
sequence, then the original sequence (or, in our case, map from (0,∞) to M(X))
must itself converge.

Finally, fix some f ∈ C(X) and ε > 0. Choose δ > 0 as in the condition for
uniform continuity of f , and notice that z ∈ Iδ has the property that

d (Rt(x), Rt(z)) < δ

for all t ∈ R. Now we can conclude the argument as in the proof of Corollary 13.

�

We note that nilflows (or rather their discrete analogues, nilrotations) have
recently become extremely important in the area of interaction between ergodic
theory, Ramsey theory, and number theory (see the surveys of Bergelson [1], [2]
for an overview of Ramsey theory in this context).

Exercise 21. Let

N =

⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1 a12 a13 a14

1 a23 a24
1 a34

1

⎞⎟⎟⎠ | aij ∈ R

⎫⎪⎪⎬⎪⎪⎭ ,

Γ =

⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1 a12 a13 a14

1 a23 a24
1 a34

1

⎞⎟⎟⎠ | aij ∈ Z

⎫⎪⎪⎬⎪⎪⎭ ,

and define X = Γ\N . Characterize those flows Rt(x) = x exp(tα) for t ∈ R
which are ergodic by studying the maximal abelian quotient (and the appropriate
Mautner phenomenon). Can you generalize Theorem 20 to these nilflows?
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3 A brief review of dynamics on the modular
surface

Starting in this section we will consider more general group actions. Let G be
a group and let X be a set (called the space). Then a G-action is simply a
homomorphism Φ from G to the group of bijections of X. We will also write g.x =
Φ(g)(x) for the action of g ∈ G on x ∈ X. Usually the space has some structure
and we require the action to preserve this structure. If G is a topological group
(where the group operations are continuous) and X is a topological space, then
we call the G-action continuous if

(g, x) ∈ G×X → g.x ∈ X

is continuous. If X has a measure, then we call the G-action measure-preserving
if Φ(g) is measure-preserving for all g ∈ G.

3.1 The space

We recall (see, for example, [3, Ch. 9]) that the upper half-plane

H = {z = x+ iy ∈ C | y = "(z) > 0}

equipped with the Riemannian metric

〈(z, u), (z, v)〉z =
(u · v)
y2

for (z, u), (z, v) ∈ TzH = {z} × C is the upper half-plane model of the hyperbolic
plane (where u·v denotes the inner product after identifying u and v with elements
of R2). Moreover, the group SL2(R) acts on H transitively and isometrically via
the Möbius transformation

g =

(
a b
c d

)
: z �−→ g.z =

az + b

cz + d
. (9)

The stabilizer of i ∈ H is SO(2), so that

SL2(R)/ SO(2) ∼= H

under the map sending g SO(2) to g.i.
The action of SL2(R) is differentiable, and so gives rise to a derived action

on the tangent bundle TH = H× C by

D g : (z, u) �−→
(
g.z, 1

(cz + d)2
u

)
where

g =

(
a b
c d

)
.
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This action gives rise to the simply transitive action of

PSL2(R) = SL2(R)/{±1}

on the unit tangent bundle

T1H = {(z, v) ∈ TH | ‖(z, v)‖2z = 〈(z, v), (z, v)〉z = 1},

so that
PSL2(R) ∼= T1H

by sending g to D g(i, i).
The region E illustrated by shading in Figure 1. is a fundamental region for

the action of the discrete subgroup PSL2(Z) on H (strictly speaking we should
describe carefully which parts of the boundary of the hyperbolic triangle shaded
belong to the domain but as the boundary is a nullset one usually ignores that
issue — we will comply with this tradition), see Exercise 22.

Figure 1. A fundamental domain E ⊂ H for the action of SL2(Z).

This shows that we can define a fundamental domain for PSL2(Z) in

PSL2(R) ∼= T1H

by taking all vectors (z, u) whose base point z lies in E, giving the set

F = {g ∈ PSL2(R) | D g(i, i) = (z, u) with z ∈ E}.

(Strictly speaking we should describe more carefully which vectors attached to
points z ∈ ∂E are allowed in F .) Furthermore, we can lift the set F ⊂ PSL2(R)
to a surjective9 set F ⊂ SL2(R) for SL2(Z). We claim that this argument shows
that

PSL2(Z)\PSL2(R) ∼= SL2(Z)\SL2(R)

has finite volume. In order to see this, we recall some basic facts from [3, Ch. 9]:

9That is, F has the property that the natural quotient map from SL2(R) to SL2(Z)\ SL2(R)
is surjective when restricted to F .
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• SL2(R) is unimodular (see Exercise 23).
• SL2(R) = NAK with10

N =

{(
1 ∗

1

)}
, A =

{(
a

a−1

)
| a > 0

}
andK = SO(2), in the sense that every g ∈ SL2(R) can be written uniquely11

as a product g = nak with n ∈ N , a ∈ A and k ∈ K.

• Let B = NA = AN be the subgroup B =

{(
a t

a−1

)
| a > 0, t ∈ R

}
.

The Haar measure mSL2(R) decomposes in the coordinates g = bk, meaning
that

mSL2(R) ∝ mB ×mK

where ∝ denotes proportionality (with the constant of proportionality de-
pendent only on the choices of Haar measures). Moreover, the left Haar
measure mB decomposes in the coordinate system

b(x, y) =

(
1 x

1

)(
y1/2

y−1/2

)
with x ∈ R, y > 0, as

dmB =
1

y2
dx dy.

• We also note that b(x, y).i =

(
1 x

1

)
.(iy) = x + iy, and that the Haar

measure mB on B is identical to the hyperbolic area measure on H under
the map b(x, y) �→ b(x, y).i = x+ iy.

Combining these facts we get

mSL2(R)(F ) <

∫ 1/2

−1/2

∫ ∞
√
3/2

∫ 2π

0

1

y2
dθ dy dx < ∞.

The argument above also helps us to understand the space

X2 = SL2(Z)\SL2(R)

globally: it is, apart from some difficulties arising from the distinguished points

i, 1
2 +

√
3
2 i ∈ E,

the unit tangent bundle of the surface12 SL2(Z)\H. This surface may be thought
of as being obtained by gluing the two vertical sides in Figure 1. together using
the action of (

1 ±1
1

)
∈ SL2(Z)

10We sometimes indicate by ∗ any entry of a matrix which is only restricted to be a real
number, and omit entries that are zero.

11This is a simple instance of the more general Iwasawa decomposition of a connected real
semi-simple Lie group.

12Because of the distinguished points this surface is a good example of an orbifold, but not an
example of a manifold.
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and the third side to itself using the action of(
−1

1

)
∈ SL2(Z).

In particular, X2 is non-compact.

3.2 The geodesic flow—the subgroup A

As we have seen, the unit tangent bundle of a ‘hyperbolic surface’ Γ\H can be
identified with a quotient of SL2(R) by the discrete subgroup Γ < SL2(R). More
generally if G is a linear Lie group and Γ < G is a discrete subgroup then one can
define the quotient space X = Γ\G. On such a space there is still a natural G-
action defined by g.x = xg−1 for x ∈ X and g ∈ G.

We recall that

gt : x �−→ x

(
et/2

e−t/2

)
=

(
e−t/2

et/2

)
.x

defines the geodesic flow on X2, whose orbits may also be described in the funda-
mental region as in Figure 2..

Figure 2. The geodesic flow follows the circle determined by the arrow which intersects R ∪
{∞} = ∂H normally, and is moved back to F via a Möbius transformation in SL2(Z) once the
orbit leaves F .

The diagonal subgroup

A =

{(
e−t/2

et/2

)
| t ∈ R

}
is also called the torus or Cartan subgroup. We claim that A acts ergodically on X2

with respect to the Haar measure mX2
(see Section 4 and [3, Sec. 9.5]). Even so,

there are many different types of A-orbits, which include the following:

• Divergent trajectories, for example the orbit SL2(Z)A which corresponds to
the vertical geodesic through (i, i) in SL2(Z)\T1H.

• Compact trajectories, for example SL2(Z)ggoldenA is compact, where the
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matrix ggolden ∈ K has the property13 that

g−1
golden

(
1 1
1 2

)
ggolden =

(
3+
√
5

2
3−√5

2

)
∈ A.

Now notice that

SL2(Z)ggolden

(
3+
√
5

2
3−√5

2

)
= SL2(Z)

(
1 1
1 2

)
ggolden = SL2(Z)ggolden.

This identity shows that the orbit SL2(Z)ggoldenA is compact (see also Fig-

ure 3. in which λ = 1+
√
5

2 ).
• The set of dense trajectories, which includes (but is much larger than) the
set of equidistributed trajectories of generic points in SL2(Z)\ SL2(R).

• Orbits that are neither dense nor closed.

Figure 3. The union of the two geodesics considered in X2 with both directions allowed is a
periodic A-orbit, and comprises the orbit SL2(Z)ggoldenA.

Finally we would like to point out that there is a correspondence between
rational (or arithmetic) objects and closed A-orbits as in the first two types of A-
orbit considered above (see Exercise 25 and 26).

3.3 The horocycle flow–the subgroup U− = N

We recall that the (stable) horocycle flow on X2 is defined by the action

hs : x �−→ x

(
1 −s

1

)
= u(s).x

for s ∈ R. Here the matrices (
1 s

1

)
= u(s)

13The eigenvalues of

(
1 1
1 2

)
are 3±√

5
2

, and there is such a matrix ggolden ∈ K be-

cause

(
1 1
1 2

)
is symmetric.
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are unipotent (that is, only have 1 as an eigenvalue) and the corresponding sub-
group

U− =

{(
1 s

1

)
| s ∈ R

}
is precisely the stable horospherical subgroup of the geodesic flow, in the sense
that

U− =

{
g ∈ SL2(R) |

(
e−t/2

et/2

)
g

(
et/2

e−t/2

)
→ I2 as t → ∞

}
.

This implies that

d (gt(x), gt(u(s).x)) → 0

as t → ∞ for any x ∈ X2 and s ∈ R.
Geometrically, the horocycle orbits U−.x = xU− can be described as circles

touching the real axis with the arrows (that is, the tangent space component)
normal to the circle pointing inwards or as horizontal lines with the arrows pointing
upwards, as in Figure 4..

Figure 4. The picture shows the two types of horocycle orbits; the orbits in X2 can again
be understood by using the appropriate Möbius transformation whenever the orbit leaves the
fundamental domain.

We recall that U− also acts ergodically on X2 with respect to the Haar mea-
sure mX2

(see Section 4 and [3, Sec. 11.3]). However, unlike the case of A-orbits,
the classification of U−-orbits on X2 is shorter. The possibilities are as follows:

• Compact trajectories, for example SL2(Z)U− is compact and corresponds to
the horizontal orbit through (i, i) ∈ T1H.

• Dense trajectories, which are automatically also equidistributed with respect
to mX2

.

This gives the complete list of types of U−-orbits, and once more gives substance
to the claim that there is a correspondence between rational objects and closed
orbits (see Exercise 27).

3.4 Exercises for Section 3

Exercise 22. Let E be as in Figure 1.
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1. Use

(
1 1
0 1

)
and

(
0 −1
1 0

)
to show that SL2(Z).E is ‘uniformly open’,

meaning that there exists some δ > 0 such that z ∈ SL2(Z).E implies that

Bδ(z) ⊂ SL2(Z).E.

Conclude that SL2(Z).E = H.
2. Suppose that both z and γ.z lie in E for some γ ∈ SL2(Z). Show that

either γ = ±I or z ∈ ∂E.
3. Conclude that E can be modified (by defining which parts of the boundary

of E should be included) to become a fundamental domain.

Exercise 23. Let d � 2. Show that

mSLd(R)(B) = mRd2 ({tb : t ∈ [0, 1], b ∈ B})

for any measurable B ⊂ SLd(R) defines a (bi-invariant) Haar measure on SLd(R),
where mRd2 is the Lebesgue measure on the matrix algebra Matdd(R) viewed as

the vector space Rd2

.

Exercise 24. Show that SL2(R) is generated by the unipotent subgroups(
1 ∗

1

)
and

(
1
∗ 1

)
.

Exercise 25. Show that SL2(Z)gA is a divergent trajectory (that is, the map
sending a ∈ A to SL2(Z)ga is a proper map) if and only if ga ∈ SL2(Q) for
some a ∈ A.

Exercise 26. Show that to any compact A-orbit in SL2(Z)\ SL2(R) one can attach
a real quadratic number field K such that the length of the orbit is log |ξ|, where ξ
in O∗K is a unit in the order OK of K. Prove that there are only countably many
such orbits.

Exercise 27. Show that SL2(Z)gU− is compact if and only if

g(∞) ∈ Q ∪ {∞}.

Show that if SL2(Z)gU− is compact, then any other compact orbit is of the
form SL2(Z)gaU− for some a ∈ A.

Exercise 28. Show that SL2(Z)\ SL2(R) ∼= {Z2g | g ∈ SL2(R)} can be iden-
tified with lattices Z2g ⊂ R2 of co-volume det g = 1. Use the isomorphism
with SL2(Z)\T1H discussed in this section to characterize compact subsets K
of SL2(Z)\ SL2(R) in terms of elements of the lattices Z2g for SL2(Z)g ∈ K. More
precisely, calculate the relationship between the shortest vector ng ∈ Z2g and the
imaginary part of gi ∈ H under the assumption that the representative g ∈ SL2(R)
has been chosen with gi ∈ E.
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4 Mautner phenomenon

We continue our study of the special (but important) group G = SL2(R). Any
element g ∈ SL2(R) is conjugate to one of the following three type of elements:

• an R-diagonal matrix, that is one of the form a =

(
λ

λ−1

)
with λ ∈ R;

• a unipotent matrix u =

(
1 ±1

1

)
; or

• a matrix in the compact subgroup SO(2), that is one of the form

k =

(
cosφ − sinφ
sinφ cosφ

)
for some φ ∈ R.

For the last case we can make no claim concerning ergodicity of the action of g (be-
cause a compact group only acts ergodically when it acts transitively). However,
for the first two types we will prove the Mautner phenomenon (Proposition 29),
which gives ergodicity of these elements in many cases.

Proposition 29 (Mautner for SL2(R)). Let G = SL2(R) act unitarily on a Hilbert
space H, and suppose that g �= ±I is unipotent or R-diagonalizable and fixes a
vector v0 ∈ H. Then all of G fixes v0 also.

Suppose g ∈ G satisfies the hypotheses of Proposition 29, and h ∈ G has the
property that hgh−1 fixes v0 ∈ H. Then g fixes π−1(h)v0 and so v0 = π−1(h)v0 is
fixed by G as needed. Thus it is sufficient to consider one representative of each
conjugacy class for the proof of Proposition 29.

The proof relies on the following key lemma.

Lemma 30 (The key lemma). Let H be a Hilbert space carrying a unitary rep-
resentation of a topological group G. Suppose that v0 ∈ H is fixed by some sub-
group L � G. Then v0 is also fixed under every other element h ∈ G with the
property that

BG
δ (h) ∩ LBG

δ (I)L �= ∅ (10)

for every δ > 0.

Proof. By assumption, there exist three sequences (gn) in G, (�n) in L, and (�′n)
in L with gn → e and �ngn�

′
n → h as n → ∞. This implies that

‖π(�ngn�′n)v0 − v0‖ = ‖π(�n)(π(gn�′n)v0 − π(�−1
n )v0)‖ = ‖π(gn)v0 − v0‖

by invariance of v0 under all elements of L and unitarity of π(�n). However, the
left hand side converges to ‖π(h)v0−v0‖ by continuity14 of the representation and
the right hand side converges to 0. �

14This continuity is a very general property. For example, it always holds for the unitary
representation derived from a continuous measure-preserving actions of G, see [3, Sect. 11.3.2].
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Proof of Proposition 29. For a =

(
λ

λ−1

)
with λ �= ±1 a direct calculation

shows that we can apply Lemma 30 with L = aZ and any element of the unipotent

subgroups

(
1 ∗

1

)
or

(
1
∗ 1

)
in SL2(R). For example,

an
(
1 s

1

)
a−n =

(
1 λ2ns

1

)
−→

(
1

1

)
if λ2n → 0 as n → ∞. It follows that if a fixes some v0 ∈ H, then so do these two
unipotent subgroups, and as they together generate SL2(R) (see Exercise 24), we
obtain Proposition 29 for this case.

If u =

(
1 1

1

)
then

un

(
1 + δ

1/(1 + δ)

)
u−n =

(
1 n

1

)(
1 + δ

1/(1 + δ)

)(
1 −n

1

)
=

(
1 + δ −2δn

1/(1 + δ)

)
can be made (since n can be chosen arbitrary) to converge to

(
1 s

1

)
for δ → 0. It

follows that if v0 is fixed by

(
1 1

1

)
then it is also fixed by

(
1 s

1

)
for any s ∈ R

by Lemma 30 applied with

L =

{(
1 n

1

)
| n ∈ Z

}
.

Applying Lemma 30 once more with

L =

{(
1 s

1

)
| s ∈ R

}
to the matrix(

1 s1
1

)(
1
δ 1

)(
1 s2

1

)
=

(
1 + δs1 s2(1 + δs1) + s1

δ 1 + δs2

)
= gδ (11)

with s1 chosen to have
1 + δs1 = eα,

and with s2 chosen to have

s2(1 + δs1) + s1 = 0

shows that v0 is also fixed by(
eα

e−α

)
= lim

δ→0
gδ.

Applying the previous (diagonal) case, we see once again that v0 is fixed by all
of SL2(R). �
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Suppose now X = Γ\ SL2(R) is a compact (or, more generally, a finite vol-
ume) quotient of SL2(R) by a discrete subgroup. Then clearly every G-invariant
set on X is either empty or everything due to transitivity, and so G acts ergodically
on X with respect to the Haar measure mX (which is induced by the Haar mea-
sure on SL2(R) normalized to be a probability measure). Applying Theorem 29
it follows15 that any nontrivial diagonal matrix (that is, any nontrivial element of
the geodesic flow) and every nontrivial unipotent matrix (that is, any nontrivial
element of the horocycle flow) also acts ergodically on X with respect to the Haar
measure.

5 Mixing of the geodesic flow

The following theorem gives a significant strengthening of ergodicity.

Theorem 31 (Howe–Moore). Suppose that G = SL2(R) acts on a probability
space (X,μ), and that the action is measure-preserving and ergodic with respect
to μ. Then the action of G is also mixing, meaning that

〈f1 ◦ g, f2〉 −→
∫

f1 dμ

∫
f2 dμ

whenever g → ∞ in G, for any f1, f2 ∈ L2(X,μ).

Proof for the geodesic flow. Let f1 ∈ L2(X,μ) and let

at =

(
e−t/2

et/2

)
be an element of the diagonal subgroup. We will consider the case t → ∞; the
case t → −∞ is similar. Then

‖f1(xat)‖2 = ‖f‖2,

and so we may choose (by the Tychonoff–Alaoglu theorem) a sequence (tn) with

lim
n→∞ f1(xatn) = f∗1 (x)

in the weak∗ topology. In other words, we have

lim
n→∞ 〈f1(xatn), f2〉 = 〈f∗1 , f2〉

15Hopefully without destroying the beauty of the argument in the eye of the reader, we wish
to point out a small technical detail. Clearly every G-invariant set (measurable or not) is empty
or everything but for Proposition 29 another notion of invariance is important. A set is called G-
invariant modulo the Haar measure mX if it is measurable and mX(B�g.B) = 0 for all g ∈ G,
or equivalently if the characteristic function is an invariant function in L2(X,mX). What is
needed is that any G-invariant set modulo mX has measure zero or one. This requires a small
argument on the same order of complexity as the uniqueness theorem for the Haar measure on
locally compact groups.
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for all f2 ∈ L2(X,μ). We claim that f∗1 is invariant under the action of the
unipotent subgroup

U =

{(
1
s 1

)
| s ∈ R

}
.

In fact

〈f∗1 (xus), f2〉 = 〈f∗1 , f2(xu−s)〉
= lim

n→∞ 〈f1(xatn), f2(xu−s)〉

= lim
n→∞ 〈f1(xusatn), f2〉

= lim
n→∞ 〈f1(xatnue−tns), f2〉 .

However,

‖f1(yue−tns)− f1(y)‖2 −→ 0

as e−tns → 0, and since the substitution y = xatn is unitary we obtain

〈f∗1 (xus), f2〉 = lim
n→∞ 〈f1(xatn), f2〉 = 〈f∗1 , f2〉 .

This shows that

f∗1 (xus) = f∗1 (x)

for almost every x and all s ∈ R. Now the assumption that G acts ergodically
implies together with Proposition 29 that f∗1 coincides with a constant almost
everywhere, which quickly shows

f∗1 =

∫
f1 dμ.

This is the desired conclusion. �

The general case of g ∈ SL2(R) going to infinity (not necessarily in the
diagonal subgroup) surprisingly can be derived from the above case. Here one
uses the Cartan decomposition of matrices which states that any g can be written
as k1ak2 where a is diagonal and k1, k2 ∈ SO(2) belong to the compact group of
rotations SO(2).

Exercise 32. Show the Cartan decomposition of elements of SL2(R) and finish
the proof of Theorem 31.

6 Unique ergodicity on compact quotients

We will now show the unique ergodicity of the horocycle flow on compact quotients
of SL2(R), but we will derive this in a much more general framework for Lie groups
and their horospherical subgroups.
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Suppose that G is a connected linear Lie group and let a ∈ G be an R-
diagonalizable element that acts as a mixing transformation16 on all the quotients
of G appearing below. Let

G−a =
{
g ∈ G | anga−n → I as n → ∞

}
be the stable horospherical subgroup of a.

Theorem 33 (Unique ergodicity of horospherical actions17). Let G be a linear
Lie group, Γ < G a uniform lattice, and let a ∈ G be R-diagonalizable. Suppose a
acts mixingly on X = Γ\G. Then the action of G−a is uniquely ergodic.

Proof. Let us assume compatibility of the Haar measures in the sense that

mX(π(B)) = mG(B)

for any injective18 Borel subset B ⊂ G, and that mX(X) = 1.
Since a is diagonalizable (we will even assume that a is diagonal) and G is

linear, the subgroups G−a and

Pa =
{
g ∈ G | anga−n stays bounded as n → −∞

}
can easily be defined in terms of the vanishing of certain matrix entries, and
so are closed subgroups. Together they define a local coordinate system, in the
sense that PaG

−
a contains an open neighborhood of the identity19, and the implied

representation of elements of G in that neighborhood is unique. In fact, if u1p1 =
u2p2 with u1, u2 ∈ G−a and p1, p2 ∈ Pa then

g = u−1
2 u1 = p2p

−1
1

has anga−n → I as n → ∞ and stays bounded as n → −∞, which together show20

that g = I. Moreover, the Haar measure of G restricts to the product of a Haar
measure on G−a and a left Haar measure on Pa.

We let B0 ⊂ G−a be a neighborhood of the identity with compact closure such
that mG−a (∂B0) = 0 and define Bn = a−nB0a

n. We claim that

1

mG−a (Bn)

∫
Bn

f(u.x) dmG−a (u) −→
∫
X

f dmX (12)

for any f ∈ C(X) and any x ∈ X.

16Unless a specific other probability measure is identified, a property of a transformation on
a homogeneous space like ergodicity, mixing, and so on, is meant with respect to the measure
induced by the Haar measure on G.

17This is an example of a circle of results developed among others by Dani and Veech.
18The set B is called injective if the quotient map π : G → X is injective when restricted to B.
19This can be quickly checked using the Lie algebras of G−

a (and of Pa), which are simply the
sum of the eigenspaces of Ada for all eigenvalues of absolute value less than one (respectively
greater than or equal to one).

20This is a consequence of considering the eigenvalue decomposition of the matrix g − I
in Matd(R) for the linear map Matd(R) � v �−→ ava−1.
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Assuming this for now, it follows that μ = mX is the only G−a -invariant
probability measure. Indeed if μ is another such measure then∫

X

f dμ =

∫
X

1

mG−a (Bn)

∫
Bn

f(u.x) dmG−a (u) dμ(x) −→
∫
X

f dmX

by dominated convergence. As this would hold for any f ∈ C(X) we deduce
that μ = mX , as claimed.

Now fix a point x ∈ X = Γ\G and a function f ∈ C(X). By compactness f
is uniformly continuous, so given ε > 0 there is a δ > 0 for which

d(h, e) < δ =⇒ |f(h.y)− f(y)| < ε (13)

where d is a left-invariant metric on G (giving rise to the metric on X). Now we
can choose a compact neighborhood V ⊂ Pa of the identity whose boundary has
measure zero with

d(a−nhan, e) < δ

for h ∈ V and n � 0. Then

1

mG−a (Bn)

∫
Bn

f(u.x) dmG−a (u)

is within ε of

1

mG−a (Bn)mPa
(a−nV an)

∫
Bn

∫
a−nV an

f(hu.x) dmPa
(h) dmG−a (u)

because of (13). Using Bn = a−nB0a
n, the latter may in turn be written as

1

mG(V B0)

∫
V B0

f(a−ngan.x) dmG(g), (14)

since mG is locally the product of mPa
and mG−a . Now notice that the map

G−a ! u �→ u.x
is injective for all x ∈ X, for otherwise the injectivity radius at an.x would shrink
to zero, contradicting the compactness of X. By a simple compactness argument,
we may assume that the above δ is small enough to ensure that the map

V B0 ! g �→ g.x
is injective for all x ∈ X. Thus (14) can also be written as

1

mG(V B0)

∫
X

f(a−ny)�V B0an.x(y) dmX . (15)

In the sequence (or in any of its subsequences) (an.x)n�1 we can find (by com-
pactness) a subsequence (ank.x)k�1 converging to some z ∈ X. Since21

‖�V B0a
nk.x − �V B0.z‖2 −→ 0

21Here we are making use of the fact that mG(∂(V B0)) = 0, which follows since mG is the
product measure in the local coordinate system G−

a Pa of G that we use and we already know
that m

G−a
(∂B0) = 0 and mPa (∂V ) = 0.
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by dominated convergence as k → ∞, we see that the expression (15) converges
to

1

mG(V B0)

∫
X

f dmX

∫
�V B0.z dmX

as n → ∞ because a defines a mixing transformation. This proves (12) for the
given function f up to an error of ε. Since f and ε > 0 were both arbitrary, the
theorem follows. �

Notice that once unique ergodicity is proved by using the Følner sequence(
a−nB0a

n
)
n�1

,

then the pointwise everywhere convergence of the ergodic averages also follows for
other Følner sets (see Exercises 34–35).

Exercise 34. We let Bn = a−nB0a
n be as in the proof of Theorem 33, with

mG−a (∂B0) = 0.

Show that this sequence is a Følner sequence in G−a , that is a sequence satisfying

mG−a (Bn�(KBn))

mG−a (Bn)
−→ 0

as n → ∞ for every compact subset K ⊂ G−a .

Exercise 35. Let a and X be as in Theorem 33. Let Fn ⊂ G−a be any Følner
sequence and show that

1

mG−a (Fn)

∫
Fn

f(u.x) dmG−a (u) →
∫
X

f dmX

as n → ∞, for any f ∈ C(X) and any x ∈ X.

7 Ratner’s theorems in unipotent dynamics

We let X = Γ\G, where G is a connected Lie group and Γ < G a lattice. Let

U = {us | s ∈ R} < G

be a one-parameter unipotent subgroup of G. Then the U -invariant probability
measures on X can be completely classified. This was conjectured by Dani (as an
analog of Raghunathan’s conjecture, which will be described below) and proved
by Ratner. We only state these important results and refer to the original papers
[9, 10, 11, 12, 8], the monograph [7] and the survey [6] for proofs and more details.

Theorem 36 (Dani’s conjecture; Ratner’s measure classification). If X = Γ\G
and U = {us | s ∈ R} < G is a one-parameter unipotent subgroup, then every U -
invariant ergodic probability measure μ on X is22 algebraic. That is, there exists

22An alternative term that is used is homogeneous.
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a closed connected unimodular subgroup L with U � L � G such that μ is the L-
invariant normalized probability measure (that is, the normalized Haar measure)
on a closed orbit L.x0 (for any x0 ∈ suppμ).

In this result it is sufficient to assume that Γ is discrete or even just closed.
Theorem 36 and Theorem 33 suggest other results which we now start to describe.

Theorem 37 (Ratner’s equidistribution theorem). Let X = Γ\G where Γ is a
lattice, and let U = {us | s ∈ R} < G be a one-parameter unipotent subgroup. Then
for any x0 ∈ X there exists some closed connected unimodular subgroup L � G
such that U � L,

• L.x0 is closed with finite L-invariant volume, and

• 1

T

∫ T

0

f(us.x0) ds −→
1

vol(L.x0)

∫
L.x0

f dmL.x0
as T → ∞.

It is interesting to note that Theorem 37 in particular implies that any
point x ∈ X returns close to itself under a unipotent flow. That is, for any
one-parameter unipotent subgroup {us | s ∈ R} and any x ∈ X there is a se-
quence (tk)k�1 for which tk → ∞ and d(x, utk

.x) → 0 as k → ∞. This close
return statement is of course incomparably weaker than Ratner’s equidistribution
theorem, but even this weak statement does not seem to have an independent
proof to our knowledge.

Theorem 37 also suggests that the closures of orbits under the action of a
unipotent one-parameter subgroup should be algebraic. A more general version of
that statement is the famous conjecture of Raghunathan that motivated all of the
theorems above and was proved by Ratner.

Theorem 38 (Raghunathan’s conjecture; Ratner’s orbit closure theorem). Sup-
pose that X = Γ\G, with G a connected Lie group and Γ a lattice. Let H < G
be a closed subgroup generated by one-parameter unipotent subgroups. Then for
any x0 ∈ X the orbit closure is23 algebraic, meaning that there exists some closed
connected unimodular subgroup L with H � L � G such that

H.x0 = L.x0

and L.x0 supports a finite L-invariant measure.

It is also interesting to ask what the structure of the set of all probability
measures that are invariant and ergodic under some unipotent flow really is. This
generalizes a theorem of Sarnak concerning periodic horocycle orbits. At first
sight, one might only ask this out of curiosity or to satisfy the urge to complete
our understanding of this aspect of these dynamical systems. However, this line
of enquiry turns out to be useful for applications to number-theoretic problems.
A satisfying answer to this question is given by Mozes and Shah.

Theorem 39 (Mozes–Shah equidistribution theorem). Let X = Γ\G with G a
connected Lie group and Γ a lattice, and let Hn < G be a sequence of subgroups

23Again this is also called homogeneous.
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generated by unipotent one-parameter subgroups. Let μn be an invariant ergodic
probability measure for the action of Hn for all n � 1. Assume that24 μn → μ in
the weak*-topology as n → ∞. Then one of the following two possibilities holds.

(1) μ = 0, and suppμn → ∞ as n → ∞ in the sense that for every compact
set K ⊂ X there is an N with suppμn ∩K = ∅ for n � N .

(2) μ = mL.y is the L-invariant probability measure on a closed finite volume or-
bit L.y for the closed connected group L = StabG(μ)

◦ � G. Moreover, μ is
invariant and ergodic for the action of a one-parameter unipotent subgroup.
Furthermore, suppose that xn = εn.x ∈ suppμn for n � 1 and some x ∈ X
with εn → 1 as n → ∞, and suppose the connected subgroups (Ln) sat-
isfy μn = mLn.xn for n � 1. Then xL = yL = suppμ and there exists
some N with ε−1

n Lnεn ⊂ L.

The additional information in each case is useful in applying this theorem.
According to (1), once we know that for every measure μn there exists some
point xn ∈ suppμn within a fixed compact set, the limit measure is a probability
measure.

In (2), if we know that Hn = H for all n � 1, then L has to contain H
and the conjugates ε−1

n Hεn as in (2). Together this often puts severe limitations
on the possibilities that L � G can take, and sometimes forces L to be G. This
situation arises, for example, if we study long periodic horocycle orbits, or orbits
of a maximal subgroup H < G. In any case, the final claim of (2) says that the
convergence to the limit measure mL.x is almost from within the orbit L.x. In
fact, after modifying the measures in the sequence only slightly by the elements εn
we get

supp
(
(εn)

−1
∗ μn

)
= ε−1

n Ln.xn = ε−1
n Lnεn.x ⊂ L.x = L.y = suppμ

for n � N .
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