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Abstract. High learner dropout rates in MOOC-based education contexts have 

encouraged researchers to explore and propose different intervention models. In 

discussion forums, intervention is critical, not only to identify comments that re-

quire replies but also to consider learners who may require intervention in the 

form of staff support. There is a lack of research on the role of intervention based 

on learner comments to prevent learner dropout in MOOC-based settings. To fill 

this research gap, we propose an intervention model that detects when staff inter-

vention is required to prevent learner dropout using a dataset from FutureLearn. 

Our proposed model was based on learners’ comments history by integrating the 

most-recent sequence of comments written by learners to identify if an interven-

tion was necessary to prevent dropout. We aimed to find both the proper classifier 

and the number of comments representing the appropriate most recent sequence 

of comments. We developed several intervention models by utilising two forms 

of supervised multi-input machine learning (ML) classification models (deep 

learning and transformer). For the transformer model, specifically, we propose 

the siamese and dual temporal multi-input, which we term the multi-siamese 

BERT and multiple BERT. We further experimented with clustering learners 

based on their respective number of comments to analyse if grouping as a pre-

processing step improved the results. The results show that, whilst multi-input 

for deep learning can be useful, a better overall effect is achieved by using the 

transformer model, which has better performance in detecting learners who re-

quire intervention. Contrary to our expectations, however, clustering before pre-

diction can have negative consequences on prediction outcomes, especially in the 

underrepresented class. 
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1 Introduction 

During the COVID pandemic and lockdown, most educational institutions around the 

world turned to online study [1]. Platforms such as MOOCs became increasingly at-

tractive for a large number of institutions and learners to allow them to continue their 

studies [2]. Nevertheless, dropout rates on MOOC-based courses can reach 90% [3], 

which remains, even during the pandemic [4], one of the most long-standing problems 
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of such learning environments [5]. In recent years, many researchers have proposed 

several solutions to curb dropout rates [6] [7], among them, constructing intervention 

models to determine learner needs based on identifying urgent comments posted to dis-

cussion forums [8] [9]. Interaction with an instructor is considered one of the most im-

portant indicators for avoiding dropout in MOOC learners [10]. However, in terms of 

identifying if intervention is required based on the comments posted in discussion fo-

rums as asynchronous communication platforms between learners and instructors [11], 

due to the huge numbers of comments, instructors cannot effectively monitor, track, 

identify, and respond to all comments that may require intervention. Therefore, many 

researchers have attempted to create models to identify comments posted by learners  

who might need intervention [12] [13]. However, we consider that it might also be 

helpful to consider the sequence of learners’ textual comments (Section 3.2) to reduce 

dropout rates and improve the quality of the interventions offered.  

This study aimed to develop a model to identify learners who require intervention 

by an instructor based on the sequence of learner comments to predict and mitigate 

learner dropout on MOOC-based courses. As the absence of interaction and feedback 

by instructors on discussion forums has been associated with increased dropout rates 

[10] [14], our objective was to propose an intelligent intervention model. We formal-

ised this challenge as a text classification problem by developing and employing a su-

pervised binary classification model with multiple text inputs based on learner com-

ments. The input consists of the most recent comments of the learner (as further defined 

in Section 3.2) and the output is the predicted dropout. We applied and trained two 

recent popular types of classifiers: deep learning [15] and transformer [16], and exam-

ined various numbers of inputs for prediction. Therefore, we investigated the following 

research question (RQ): 

RQ. Can we predict learners who may drop out and identify their need for intervention 

from their most recent comments? 

To the best of our knowledge, this is the first study to attempt to identify MOOC learn-

ers who may need instructor intervention by using their historical online forum com-

ments as data. The other contribution of this work is that we use a multi-input approach 

for siamese and dual BERT with binary text classification, with the resulting integrated 

networks being termed multi-siamese BERT and multiple BERT, respectively. 

2 Related Work 

The issue of intervention to help learners in MOOC environments is an interesting area 

for many research communities [17] [18] [19] and an important research direction. In 

prior literature, instructor intervention has been studied from two perspectives: (i) com-

ments on discussion forums, and (ii) learners. 

The use of comments on discussion forums for intervention prediction has received 

a wide research focus; researchers have attempted to establish different intervention 

models as a text classification task [8] [12] [20] [13], or used comment features as an 

input of the classifier  [21] [22].  
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     From a learner perspective, prevalent studies have addressed intervention and drop-

out rates using input characteristics or clickstream data, such as predicting dropouts per 

week, based on the weekly history of the learner [23]. Also, [19] created a similar 

weekly prediction mechanism by applying a deep learning approach.    

In contrast, there is limited research on intervention based on the comments of learn-

ers who are likely to drop out [24]. This is due to the low percentage of learners who 

enrol on a MOOC course and write comments (only around 5–10% [25]). For example, 

[26] showed that out of 55,013 and 10,190 learners who had registered and enrolled on 

courses, only 750 and 519 engaged with discussion forums by posting comments, re-

spectively. Among the few pieces of research on this topic, [27] used NLP tools to 

predict learners who completed a MOOC course  with an accuracy of 67.8 %. Other 

researchers combined clickstream data with discussion forum data. For example, [28] 

predicted learner completion by employing clickstream data and language in a discus-

sion forum with a 78% accuracy rate.  

Furthermore, using sentiment analysis gathered from learners’ comments, [29] pre-

dicted attrition based on different features including sentiment analysis using a neural 

network and achieved 72.1% accuracy. Another researcher [30] using the same method 

predicted dropout rates based on sentiment analysis and clickstream data. Also, [31] 

found a significant correlation between sentiment and attrition.  

As previously stated, this study aimed to develop an intelligent intervention system 

to reduce learner dropout in MOOC courses. The proposed model is a novel approach 

that predicts learner dropout (need for intervention) based on learner comments history 

as a multi-input text classification task to improve instructor intervention and reduce 

dropout rates. 

3 Methodology 

3.1 Dataset 

The dataset for this research consisted of a real MOOC forum on a Big Data course, 

Run 2, offered in 2013 and hosted by Warwick University on the FutureLearn platform 

[32]. This dataset was selected because it contains a high percentage of learners who 

dropped out due to the difficulty of the topic and some comments did not attract in-

structor intervention. We collected a total of 5786 comments posted to the discussion 

forum during the first 5 weeks of the 9-week course, amounting to approximately 50% 

of the course. Comments from the first half of the course were collected because it is 

better to intervene at an early stage, before dropout [5]. Exploring the data, it included 

about 871 active learners, who were defined as those who participate in discussion fo-

rums and write at least one text comment (commenters) [33] from 11281 enrolled learn-

ers and 4683 accessed learners. Enrolled learners are those who registered while ac-

cessed learners are those who both enrolled and accessed the course at least once during 

the first 5 weeks [34]. The number of comments written by active learners varied from 

1–209. To create a corpus for all commenters, we collected the history of their com-

ments, as their most recent comments during the first 5 weeks. Then, we defined 
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learners needing intervention as those who dropped out after week 5. To define dropout, 

we followed the approach of [34] on their weekly prediction of dropout: they supposed 

that learners are considered to have dropped out if, in the following week, they did not 

access 80% of the available topics. Therefore, for each learner, dropout was defined as 

accessing less than 80% of the available topics in week 6, therefore, the dropout rate 

was 65.9% (574 learners needed instructor intervention) while 34% of learners (297) 

completed the course. 

3.2 Intervention Model 

To identify the learners’ need for instructor intervention, we propose the general archi-

tecture of our prediction model. We implement this model based on the Python library. 

The input of this model is the most recent sequence of learner comments while the 

output is the prediction of if a learner needs instructor intervention (dropout) or not.  

 For the number of inputs, i.e. the most recent sequence of learner comments, we 

assume that the learner writes multiple comments and that the number of such com-

ments is an unknown value and may differ from one learner to another. Therefore, we 

need to investigate the optimal (i.e. minimal) number of historical comments that can 

help to predict dropout. As an initial experiment, we examined an incremental number 

of comments ranging from 3–7; but, as mentioned, the total number of comments 

ranged from 1–209.  

Then, we clustered commenters into three groups (as we identified that the optimal 

number of clusters was 3 using the silhouette method), based on the number of com-

ments written, using the Fisher Jenk algorithm [35], as shown below in Table 1. Next, 

we focused on group 1, as it contains the highest number of learners (797 commenters) 

and is thus the most representative of the average number of comments a learner writes. 

Of these learners, 557 (69.8%) dropped out and 240 (30%) completed the course. After 

that, we repeated the same experiments for the best intervention models using group 1 

(797 commenters) with the mean input rounded up from 3.66 to 4 and excluded the 

other two groups. Please note that group 1 also had the smallest standard deviation 

(Std). 
Table 1. Statistics of each cluster group. 

Group Count Mean Std Minimum Maximum 

1 797 3.66 3.43 1 16 

2 65 28.89 12.24 17 62 

3 9 108 43.40 71 209 

We developed our prediction models based on two main types of algorithms: deep 

learning and transformer. The reason for using these models is because they represent 

the cutting-edge in NLP and eliminate the need for specific feature engineering because 

they can extract features. We will illustrate the two types in the following sub-sections. 

Deep Learning. We applied two cutting-edge deep learning algorithms: convolutional 

neural networks (CNN) [36] and recurrent neural networks (RNN) [37]. For RNN, we 

used long short-term memory (LSTM) [38], bidirectional LSTM [39], gated recurrent 

units (GRU) [40] and bidirectional GRU [41]. We split the data randomly into training 

data and testing data (80% and 20%, respectively, equivalent to 696 and 175 learners, 
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respectively). Then, we split the training data into training data and validation data 

(80% and 20%, respectively, equivalent to 556 and 140 samples, respectively). Each 

input was treated as a sub-model before these sub-models were concatenated to build 

the main model. Lastly, we trained the model using the Adam optimizer (batch size = 

64; epochs = 20). The prediction for the output of the final/output layer followed [8] 

where if the probability value is larger than 0.5, it is deemed positive (1). The outcomes 

of (0) indicate a potential dropout and urgent intervention is required, and an outcome 

of  (1) represents a completer and no intervention is required. 

The general architectures are the same for all models. As a preprocessing step to 

prepare the data for the input, we built a dictionary for each input that contains unique 

vocabulary words. To specify the length of the word sequences, we followed [8], con-

straining the length of each input to 200 words; we also explored and found that most 

comments were ≤ 200 words, which means just 1.3% of comments were affected by 

truncation. The shortest sequence was padded by 0 and comments > 200 words were 

trimmed. The next layer after the input layer is the embedding layer. This layer obtains 

dense vector representations for words, which we use and fine-tune during training, 

starting with a pre-trained word embedding ‘word2vec’ [42] (Word2vec GoogleNews-

vectors-negative300). We used ‘word2vec’ because [8] found that word2vec outper-

forms GloVe on urgent post (comment) classification tasks. Then the following layers 

are different, according to the different networks (CNN and RNN). 

CNN. The general architecture is shown in Fig. 1. In the convolutional layers, for each 

input, we applied three Conv1D with 128 units and different kernel sizes (3, 4 and 5) 

following [8]. These layers go through a rectified linear unit (ReLu) activation, fol-

lowed by a max-pooling layer to further compress features. Then we concatenate the 

output from each input. Next, we concatenate all the outputs for all the inputs. This is 

passed to the dense layer with 64 neurons and ReLu activation. Then, a dropout layer 

is employed to avoid overfitting [43] as a regularisation technique. Finally, the output 

layer has 1 unit with a sigmoid activation function because it performs a binary classi-

fication task. 

 
Fig. 1. The general architecture of CNN with multi-input. 

RNN. These different networks share the same architecture (see Fig. 2), but the differ-

ence between LSTM and GRU is that GRU has fewer parameters. For the bidirectional 
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LSTM and GRU, we train two layers by adding another hidden layer to reverse to the 

first layer. Thus, as the next layer after the embedding layer, we have an RNN layer 

with LSTM or GRU or their bidirectional LSTM and GRU with 128 units. Afterwards, 

we concatenate the output for each input. Then we add a dense layer and dropout layer 

as for the CNN. Finally, we move to the output layer with the sigmoid as an activation 

function to obtain the classification. 

 
Fig. 2. The general architecture of RNN with multi-input. 

Transformer. We developed two different models and built upon the siamese and dual 

transformers BERT networks to enable the insertion of more than one input into the 

BERT model [44]. We were inspired to use these two techniques by Marco Cerliani’s 

code on GitHub, which we consequently modified and to which we added more than 

two inputs (3–7 inputs); additionally, we converted these two multiclass classification 

models into two binary classification models: multi-siamese BERT and multiple BERT. 

The structure of these models is presented in Fig. 3. We convert each text input to 

transformer inputs and set the maximum length = 202; to compare with the deep learn-

ing model, we add two more for special tokens ([CLS] and [SEP]). Then, we utilise 

BERT base (number of transformer layers = 12, total parameters = 110M), as the train-

ing time is less than for the BERT large. We used the same training and testing data as 

in the deep learning models. Then we train our models using the Adam optimizer, batch 

size = 6 and epochs = 3. The same for the deep learning model: we calculate the pre-

diction; where if the value is larger than 0.5, it is supposed positive (1). The (0) denotes 

a potential dropout and needs urgent intervention and (1) denotes a completer and no 

intervention is required. 

 
Fig. 3. The general architecture of a) multi-siamese BERT and b) multiple BERT. 

https://github.com/cerlymarco/MEDIUM_NoteBook/tree/master/Siamese_Dual_BERT
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Multi-siamese BERT. In this model, the different text input passes to the same trans-

former. Then, the output is compressed with a global average pooling. After that, we 

concatenate them and pass them to the dense, dropout, and output layers.  

Multiple BERT. In this model, each input passes to different transformers and reduced 

with average pooling; then we concatenate all the outputs of the global average pooling; 

after that, as in the multi-siamese BERT, the output is passed to the dense, dropout, and 

output layers.  

4 Results 

The experimental results of our multi-input model predictions to address the RQ are 

presented in Table 2. In addition to accuracy (Acc.), precision (P), recall (R) and F1-

score (F1) metrics are also used to comprehensively assess the performance (in per-

centages) of the different models. In general, the results reveal that LSTM and bi-LSTM 

achieve high general accuracy but perform badly on the minority class (1), even for the 

best number of inputs (in italics). GRU also performs badly on the minority class. The 

remaining models, CNN, Bi-GRU, multi-siamese BERT, and multiple BERT are all 

more balanced in their optimum models (with the optimal number of inputs). For these 

best models, multi-siamese BERT and multiple BERT perform comparably and out-

perform CNN and bi-GRU. 
Table 2. The performance of the different multi-input models with different inputs (all learners). 

Type 
Input Acc. 

0 1 

P R F1 P R F1 

D
ee

p
 L

ea
rn

in
g
 

CNN 

3 0.66 0.76 0.76 0.76 0.44 0.43 0.44 

4 0.69 0.77 0.80 0.78 0.49 0.43 0.46 

5 0.67 0.70 0.93 0.80 0.31 0.08 0.12 

6 0.66 0.73 0.81 0.77 0.42 0.32 0.37 

7 0.64 0.74 0.75 0.74 0.40 0.38 0.39 

LSTM 

3 0.70 0.70 0.99 0.82 0.50 0.02 0.04 

4 0.70 0.70 1.00 0.82 1.00 0.02 0.04 

5 0.70 0.70 1.00 0.82 1.00 0.02 0.04 

6 0.70 0.70 1.00 0.82 1.00 0.02 0.04 

7 0.70 0.70 1.00 0.82 1.00 0.02 0.04 

Bi-LSTM 

3 0.65 0.74 0.78 0.76 0.41 0.36 0.38 

4 0.73 0.74 0.93 0.82 0.61 0.26 0.37 

5 0.67 0.74 0.80 0.77 0.44 0.36 0.40 

6 0.71 0.75 0.88 0.81 0.53 0.32 0.40 

7 0.65 0.72 0.81 0.76 0.39 0.28 0.33 

GRU 

3 0.70 0.70 1.00 0.82 0.00 0.00 0.00 

4 0.70 0.70 1.00 0.82 0.00 0.00 0.00 

5 0.70 0.70 1.00 0.82 1.00 0.02 0.04 

6 0.70 0.70 0.99 0.82 0.50 0.02 0.04 

7 0.70 0.70 1.00 0.82 1.00 0.02 0.04 

Bi-GRU 

3 0.67 0.74 0.80 0.77 0.44 0.36 0.40 

4 0.63 0.73 0.75 0.74 0.39 0.38 0.38 

5 0.67 0.76 0.77 0.76 0.45 0.43 0.44 

6 0.63 0.76 0.69 0.72 0.42 0.51 0.46 



8 

7 0.69 0.77 0.79 0.78 0.49 0.47 0.48 
T

ra
n

sf
o

rm
er

 

Multi-Siamese 

BERT 

3 0.71 0.81 0.76 0.78 0.52 0.58 0.55 

4 0.63 0.85 0.58 0.69 0.44 0.75 0.56 

5 0.69 0.85 0.68 0.75 0.49 0.72 0.58 

6 0.65 0.85 0.60 0.70 0.45 0.75 0.56 

7 0.65 0.83 0.61 0.71 0.45 0.72 0.55 

Multiple 

BERT 

3 0.67 0.79 0.73 0.76 0.47 0.55 0.50 

4 0.67 0.83 0.66 0.74 0.47 0.68 0.55 

5 0.65 0.88 0.58 0.70 0.46 0.81 0.59 

6 0.71 0.81 0.75 0.78 0.52 0.60 0.56 

7 0.67 0.77 0.75 0.76 0.46 0.49 0.48 

Thus, we further analysed how the best performing algorithms (transformers) per-

formed for the groups identified, and if our grouping can increase the performance in 

the given group of focus (group 1).  

We can see from Table 3 that the performance of group 1 in multiple BERT outper-

forms all commenters in multiple BERT in some metrics: (.69%) accuracy, (.92%) re-

call and (.80%) F1-score for dropout and need intervention (0) but performs badly on 

the minority class (1) compared to all commenters. Therefore, it provided negative val-

ues on prediction outcomes, contrary to our expectations, especially in class (1).  

 
Table 3. The comparison between the performance of different multi-input transformer models 

with 4 inputs (all learners and group 1). 

Type Group Acc. 
0 1 

P R F1 P R F1 

Multi-Siamese 

BERT 

All 0.63 0.85 0.58 0.69 0.44 0.75 0.56 

Group 1 0.68 0.70 0.91 0.79 0.59 0.24 0.34 

Multiple BERT 
All 0.67 0.83 0.66 0.74 0.47 0.68 0.55 

Group 1 0.69 0.70 0.92 0.80 0.64 0.25 0.36 

5 Conclusion 

Although MOOCs offer many learning benefits, they suffer from unacceptable dropout 

rates. This paper attempted to predict dropout from learners' most recent comments by 

building ML models including deep learning and transformer with multi-input to enable 

instructors to intervene more effectively. We developed transformer models based on 

siamese and dual BERT to insert more than one input for the transformer models. The 

multi-input consists of the most recent learner comments. We additionally examined 

the number of inputs needed to predict when intervention was required.  

The results indicate that the intervention model can predict dropout and the need for 

intervention with more accuracy and better detects at-risk learners with the transformer 

models. However, contrary to our expectations, grouping learners before prediction 

might harm prediction outcomes, particularly in the minority class. In the future, we 

plan to replicate this research with other courses and different numbers of comments to 

further explore the generalisability of these findings. Moreover, we will add clickstream 

data as additional features. 
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