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Abstract—This paper presents a series of experiments
demonstrating the capacity of single-walled carbon-nanotube
(SWCNT)/liquid crystal (LC) mixtures to be trained by evolution-
ary algorithms to act as classifiers on linear and nonlinear binary
datasets. The training process is formulated as an optimisation
problem with hardware in the loop. The liquid SWCNT/LC
samples used here are un-configured and with nonlinear current-
voltage relationship, thus presenting a potential for being evolved.
The nature of the problem means that derivative-free stochastic
search algorithms are required. Results presented here are
based on differential evolution (DE) and particle swarm opti-
misation (PSO). Further investigations using DE, suggest that
a SWCNT/LC material is capable of being reconfigured for
different binary classification problems, corroborating previous
research. In addition, it is able to retain a physical memory of
each of the solutions to the problems it has been trained to solve.

I. INTRODUCTION

Evolution-in-Materio (EiM) is a research area in the domain
of unconventional computing (UC). EiM aims at finding
alternative approaches for developing computational devices,
exploiting intrinsic properties of materials by use of evolution-
ary algorithms (EAs) [14].

A similar notion was described by G. Pask experimenting
on the evolution of an electrochemical ear [2]. Interest in
EiM was revived after EAs were used for configuring field-
programmable-gate-arrays (FPGA) into frequency classifiers
[28], making implicit use of the FPGA’s material properties
for selecting solutions. Observations on the resulting circuits
suggested that, in a search for an optimum solution an EA
exploits the intrinsic analogue properties of the FPGA’s com-
ponents [28], [29].

EiM has demonstrated the possibility of creating devices
where the information processing is done within a previously
un-configured material, which does not contain any silicon
or metal-oxide-field-effect-transistors (MOFSETs) and without
resorting to the carefully designed components and architec-
ture of conventional electronic circuits.

In general, EiM makes use of a computer, an evolvable
motherboard and a suitable hardware interface between the
two. The evolvable motherboard hosts the material whose

physical properties are manipulated and evolved. The com-
puter is used to run the EAs, and the hardware interface
to translate signals between computer and material, which
effectively acts as a black box. This black box combines
the hardware interface and the material whose properties are
exploited. There is no general model available for predicting
the material’s property given a set of incident inputs.

An iterative process is performed by the computer, gradually
configuring the material until it reaches a state where a pre-
specified scheme of interaction is uniquely translated as a
computation input/output relationship. Configuration of the
material is induced by a combination of incident signals which
are either controlled by an EA through a combination of
hardware and software or independently through the influence
of the environment. In effect, the iterative process is the
material training or evolution. A set of post training tests
reusing the optimal evolved solution, which consists of both
the optimal incident signals and the material’s current state,
are performed for verification purposes.

Training and verification require the selection of two distinct
finite sets of data. Both consist of known input/output pairs
from the computational problem’s domain of definition and
range, respectively. The training process requires the repet-
itive application of computation inputs sent to the material
and measurement of its corresponding response. Measured
responses are translated into computation outputs allowing for
the definition of an error function. Specific physical properties
of the material are measured for a given EiM implementation,
which in our case are measurements of electrical current.
The interpretation scheme of the materials response used for
translating these measurements into a computation output are
pre-specified and fully known before the training process
starts.

As a whole concept, EiM has a broad scope and can
be delineated along five inter-dependent dimensions: (1) the
material used, (2) the hardware interface, (3) the type of
problems to be solved, (4) the problem formulation and (5)
the algorithms used for training.

Different organic and inorganic media have been used as
materials, such as slime moulds [7], bacterial consortia [1],
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cells (neurons) [22], liquid crystal (LC) panels [5] and nano-
particles [3]. Single-walled carbon-nanotube (SWCNT) based
materials have shown the potential to solve computational
problems [8], [12], [32], [15], [18], [23]. In [26] it is argued
that non-biological materials make a better medium for un-
conventional computing exploration. Following this argument,
as well as results in [32], [11], [31], [30], a mixture of
SWCNT and LC in liquid form is used here. The SWCNT/LC
material has a non-linear relationship between voltage and
current, which is exploited during EiM. When deposited on an
electrode array, the structure of the SWCNT matrix changes
under an applied electric field. Research suggests that this
is due to the re-orientation of the SWCNT molecules in the
direction of the field and the formation of physical percolation
paths between electrodes formed by the SWCNTs [32], [11].
During the learning process, an EA controls voltage levels
applied to the sample, thereby modifying the orientation of
these paths and the material’s conductivity.

The types of materials listed have a very complex structure
and the development of analytical or stochastic models of their
behaviour is very difficult. In their absence, they are treated
as black boxes in the EiM process. Derivative free population
based stochastic search algorithms are used for solving the
training problem. Here, a particle swarm optimisation (PSO)
[9] and an implementation of differential evolution (DE) [21],
are used.

Several candidate computational problems can be used in
the context of EiM. A more comprehensive review of potential
problems can be found in [19]. The problem considered here
is simple binary data classification with different degrees of
separation and data distributions. Compared with the work
reported in [11], [30], [31], here, a slightly modified objective
function is used, where the material’s response invariance is
not penalised. Furthermore, results are presented for a new
nonlinear artificial binary classification problem, referred to
as NLC. Finally, an investigation of the properties of doubly–
trained materials is introduced.

II. HARDWARE IMPLEMENTATION AND MATERIAL

An EiM experiment comprises three communicating levels
of hardware; a computer, an evolvable motherboard (EM)
and the material itself. The computer is used to run an EA.
Signals from which are sent via serial connection to a mbed
microcontroller which is part of the EM. Those signals are
converted into voltages by the mbed, via a set of digital-to-
analogue converters (DACs), and transferred to a gold micro-
electrode array. The material sample was drop-cast into a
2.5mm diameter nylon washer fixed on the electrode array.

Outputs from the material are current levels which are
transferred back to the microcontroller via analogue-to-digital
converters (ADCs). An interpretation scheme, described in
section IV, is used to map the material’s measurements to
a uniquely defined computational output. This allows the
material’s computation result for a given set of inputs to
be sent back to the computer, via the serial connection. A

Fig. 1. EiM hardware implementation.

(a) (b)
Fig. 2. (a) Single-Walled-Carbon-Nanotube (b) E7 Liquid Crystal molecules.

graphical representation of the implementation and process is
presented in Figure 1.

A 0.05 weighted (wt) % SWCNT/LC material sample is
produced by adding nanotubes (dry powder) to LCs and
subsequently mixing with an ultrasonic probe. This ensures
a near-uniform distribution of SWCNT within the medium.
The SWCNT used contains 2/3 semiconducting (figure 2(a)),
1/3 metallic nanotubes and 15 % impurities. A blend of four
LC molecules presented in 2(b) constitute the E7 nematic LC
used here. The SWCNTs and LC were purchased from Carbon
Nanotechnologies Inc. (Houston,TX, USA) and Merk Japan,
respectively.

It has been observed in [32] that SWCNTs dispersed in
LC tend to aggregate in line with an electric field, forming
percolation paths between electrodes. LCs are used as a
solvent in the material, as LC-only samples present very little
conductivity [32] and the variation of their outputs under the
EiM process cannot be interpreted as a computation [30], [31].

The purpose of LCs is therefore to provide a medium within
which SWCNTs are able to form variable and reconfigurable
percolation paths resulting in complex electrical networks as
argued in [11]. This adds an extra level of complexity and
reconfigurability compared to the experiments performed on
solid SWCNT composites, [8], [12], [18], [17], [16], [23].

Prior to training, a material sample is not configured. Con-
trary to conventional electronics design methods, the whole
system is not designed a priori to perform a specific operation.
Instead of designing circuits with specific components for
solving the problem, the classification operation is performed
by iteratively modifying the un-configured material’s state.
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Fig. 3. Four binary classification problems represented by (a) separable and
merged classes (b) diagonally and non-linearly separable classes.

At each iteration of an evolutionary optimisation algorithm,
the material’s internal structure is changed and its electrical
properties adapted in order to favour the interpretation of the
measurements as a computation based on the pre-specified
interpretation scheme.

III. CLASSIFICATION DATASETS

The experiments presented in this paper have focused on
simple binary classification problems. Such problems have a
number of applications and are typically researched within the
domain of machine learning. Applications include medicine
[6], [25], [13], meteorology [6], [10], [20] and security [24].
The problems considered here, however, were artificially cre-
ated and are intentionally simple, as they are used as proof-
of-concept for the technique.

Each of those artificial problems is defined by a number of
training instances Ktot and attributes. For our investigations,
Ktot = 4, 800 and each class datum is a 2-dimensional point
whose coordinates are electrical voltages. Following a typical
training and verification scheme, the instances are divided
into a training set, containing Kt = 800 members and a
verification set containing Kv = 4, 000 members. Figure 3
is a graphical representation of the problems’ data classes.
A class point is defined by two voltage levels, V in

1 and V in
2

and belongs to either class 1 (C((V in
1 , V in

2 )) = C1) or class
2 (C((V in

1 , V in
2 )) = C2). Training and verification data are

distributed randomly within each class’s boundary (in solid
lines).

The problems shown in Fig. 3 are of increasing difficulty.
The datasets of two similar problems are shown in 3(a); the
first one, SC, is linear with two separable classes easily dis-
cerned; the second, MC, is similar but with more uncertainty
in the classes’ data sets, since there in an overlap between
the two over an area where they are partially merged. The
overlapping area contains around 6.6% of the total number of
data points.

Two other problem data sets are shown in Figure 3(b). A
linear problem where classes are separated diagonally resulting
to the V1C dataset and a nonlinear separable problem labelled
NLC, where the classes are separated by a curve, rather than
a straight line.

IV. PROBLEM FORMULATION AND IMPLEMENTATION

The process of evolving a piece of material into a computing
device is formulated as an optimisation problem. There are
sixteen connections on the micro-electrode array, twelve of
which are used. Two of those are used for sending computation
inputs as voltage pulses of amplitude Vin = (V in

1 , V in
2 ) and

eight are used for sending configuration voltages as pulses
within the range Vj ∈ [Vmin, Vmax], j = 1, . . . , 8. The
remaining two connections are reserved for measuring output
currents I = (I1, I2) (A) when the material has been sent Vin

and is under charge of the Vj’s.
By considering as a decision variable only the possible

locations where the two components of Vin are applied
and using a simple increasing index scheme for assigning
configuration voltages (e.g. if V in

1 is assigned to electrode 3
and V in

2 is assigned to 5, then the following assignment for the
configuration inputs takes place: V1 → 1, V2 → 2, V3 → 4
V4 → 6, V5 → 7, V6 → 8, V7 → 9 V8 → 10) then there
are 10P2 = 90 possible connection assignments. A continuous
variable p ∈ [1, 90] is defined and updated by the EA used
rounded to the nearest integer during the iterations.

The optimisation problem’s vector of decision variables is
defined as

x = [V1 . . . V8 R p]
T (1)

where R is a scaling factor. It is for a specific electrode
assignment p and set of configuration voltages Vj , that the
material’s response to an input Vin is recorded. The response
is a pair of measurements I = (I1, I2) (A) of the direct
current at the two output terminals, which are the basis of
a comparison scheme using R for deciding the class Vin

belongs to.
Let I(k) denote the pair of direct current measurements

taken when input data Vin(k) from class Ci, i = 1 or i = 2,
are applied while the material is subjected to configuration
voltages Vj . Vin(k) and Vj are applied according to electrode
assignment number p and scaling factor R is used. Also, let
C(Vin(k)) denote Vin(k)’s real class and CM (Vin(k),x)
the material’s assessment.

Different mapping schemes may be used for the calculation
of CM . They can be based on an arbitrary but suitable
combination of the computational and configuration inputs and



the corresponding induced material responses. A functional
form of CM

(
Vin,x

)
must specified for each problem before

the training process and, since the material acts as a computing
device, every

(
Vin,x

)
must be mapped to one of the two

possible classes.
For the SC and MC problems

CM

(
Vin(k),x

)
=

{
C1 if I1(k) > RI2(k)
C2 if I1(k) ≤ RI2(k).

(2)

For the V1C and NLC problems

CM (Vin(k),x) =

{
C1 if I1(k)V

in
1 (k) + I2(k)V

in
2 (k) > R

C2 if I1(k)V
in
1 (k) + I2(k)V

in
2 (k) ≤ R

(3)
For every training data point Vin(k), k = 1, . . . ,Kt the

error from translating the material response according to rules
(2) or (3) is

εx(k) =

{
0 if CM (Vin(k),x) = C(Vin(k))
1 otherwise.

(4)
The mean error Φe(x) evaluated over the training data set for
a particular solution x is

Φe(x) =
1

Kt

Kt∑
k=1

εx(k). (5)

In order to avoid the application of large voltages, which may
disrupt the material structure formed by evolution, a penalty
term H(x) is added to (5), given by

H(x) =

∑8
j=1 V

2
j

8V 2
max

. (6)

The rationale behind this penalisation is that incremental and
generally low levels of configuration voltages are preferable.
Solutions where high Vj are applied can destroy material
structures favourable to the problem formed during evolution.

Hence, the total objective function Φs(x) for an arbitrary
individual of the EA’s population s is given by

Φs(x) = Φe(x) +H(x) (7)

The optimisation training problem to be solved is that of
minimising (7) for a population of size S, subject to voltage
bound constraints Vj ∈ [Vmin, Vmax], R > 0, electrode
assignment p and classification rule (2) or (3). Vmin = 0 Volts
and for all problems Vmax = 4 Volts.

Two different stochastic optimisation algorithms are used
for solving this problem, differential evolution (DE) [27] and
particle swarm optimisation (PSO) [4]. A constricted version
of PSO with parameters taken from [9] is implemented. The
DE algorithm implementation uses the parameters suggested
in [21]. A population size of S = 10 is used for both.

V. RESULT AND DISCUSSION

A number of experiments have been conducted for training
material samples using the experimental apparatus shown in
Figure 1. Except if otherwise stated, the SWCNT/LC solution

TABLE I
TRAINING AND VERIFICATION ERRORS FOR SC, MC, V1C AND NL

PROBLEMS.

SC Φ∗
e(%) Φ∗

e,v(%) Φw
e,v(%) Φe,v (%) σ2

Φe,v

DE SC 0.000 0.000 0.125 0.0525 0.0013
PSO SC 0.000 0.525 1.050 0.8325 0.0225

MC Φ∗
e(%) Φ∗

e,v(%) Φw
e,v(%) Φe,v (%) σ2

Φe,v

DE MC 3.1 3.95 4.15 4.01 0.0044
PSO MC 5.7 7.825 9.025 8.5975 0.1184

V1C Φ∗
e(%) Φ∗

e,v(%) Φw
e,v(%) Φe,v (%) σ2

Φe,v

DE V1C 0.000 0.30 0.825 0.61 0.0285
PSO V1C 1.1 2.525 3.375 2.915 0.063

NL Φ∗
e(%) Φ∗

e,v(%) Φw
e,v(%) Φe,v (%) σ2

Φe,v

DE NLC 0.300 0.85 1.800 1.2325 0.1151
PSO NLC 0.6 4.275 7.325 6.06 0.8451

drop-casted onto the washer is replaced between each experi-
ment.

Baseline experiments were performed for MC, SC, V1C and
NLC datasets prior to any other experiment. They consist of
the same training and verification procedure performed on LC-
only materials and on an array of fixed resistors. The minimum
and average training and verification errors in these two cases
are about 50%, i.e. the optimisation does not have an effect
on conductive networks and on SWCNT–free LC samples.
For these experiments, evolution of the error function’s value
during training is shown in left column subfigures of Figure
4.

The first column of Table I presents the minimum error
Φ∗

e achieved during training. Once training is terminated,
verification is performed on the trained material by applying
back the optimal solution achieved along with the previously
unused verification data. The same verification procedure is
repeated ten times and the outcome is given from the rest four
columns of Table I. Φ∗

e,v is the error of the best verification
result, Φw

e,v the worst, Φe,v the average and σΦe,v
is the

variance. For both DE and PSO, the penalty term H(x) is
not included for the sake of brevity. Although the material is
liquid and each sample presents differences, these results are
reproducible.

It can be seen in Table I that in the case of the SC problem,
both DE and PSO manage to bring the training error to zero.
However, when the verification data set is used, i.e. when the
material is tested against Kv = 4, 000 points, a zero error
occurs only for the solution found by the DE algorithm. As the
mean and the variance indicate, not all verification runs yield
a zero error. However, it is clear the DE solution is better than
the one provided by PSO, as the average error is 0.0525 %
whereas for PSO it is 0.8325 %. Variations between training
and verification error exist, since the optimum is not always
obtained at the end of the training process. Fig. 4 (a) shows the
convergence trajectory for the best SC result, yielding Φ∗

e = 0.
The best objective function value achieved by the population
as well as its average per iteration are shown along with the
problem’s baseline.

It can be seen that the optimal configuration voltages were
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found by the end of iteration 50. This is the point where the
confluence of the effect of the configuration voltages and the
material’s evolved structure result to zero error. After training
finishes, the application of the optimal configuration voltages
allow the material to act as a classifier. Fig. 4 (b) shows there
are no ill-classified data points from the verification set shown
in Fig. 3(a).

Figures 4 (c) and (d) show the objective function trajectory
during training over the optimisation iterations and the ill-
classified data points for the best of the verification runs of
the MC problem, respectively. As expected, ill-classified points
belong to the overlapping area of the classes, since it contains
data points that are not distinguishable by design. This area
contains about 6.6 % of the total data points, hence a fair
random choice between the two will yield a 3.3 % error. This
is the order of the training error achieved as shown in Table I.
A similar verification error is achieved only by DE’s solution,
whereas the PSO’s does not achieve as good a generalisation.

The V1C problem is a different version of SC, where the
separation between classes is a small linear band at a constant
angle, Fig. 3(b), resulting to diagonally arranged classes. Thus,
C1 cannot simply be defined as the class where the smaller
amount of energy is sent to the material. This presents a more
difficult challenge to the training algorithms, since the same
amount of energy can be produced from points belonging to
different classes . Table I shows that DE trains the material
ending to a solution where all Kt = 800 points are classified
correctly, i.e. Φ∗

e = 0.0%; the trajectory of Φe and Φ∗
e over

the number of iterations are shown in Figure 4 (e). The PSO
algorithm does not achieve a zero training error, which is at
1.1%. The mean verification error for DE is 0.61% and for
PSO 2.915% showing that the former consistently outperforms
the latter. At any rate, although V1C is more difficult than
SC and MC, it is still a linear problem with clearly defined
separate classes.

A nonlinear problem with still separable classes is NLC,
whose dataset is shown in Figure 3 (b), together with the V1C
classes. The difference is that instead of having a linear band
separating the classes, the separation band follows a hyperbolic
curve. The training algorithms do not achieve a zero error
any more. DE converges to a solution that yields Φ∗

e = 0.3%
outperforming PSO, which achieves Φ∗

e = 0.6%. The mean
verification error is 1.2325% for DE and 6.06% for PSO. Fig.
4 (g) shows the convergence of the best and average Φe over
the search iterations and 4 (h) the ill-classified data for the best
verification result. It is the stochastic search and the material’s
behaviour that dictate the converge properties, which does not
guarantee a stable global minimum.

Comparing the verification variance for each problem for
DE and PSO, leads to the conclusion that DE converges to
solutions that are more stable and generalise better than PSO
solutions. This is partially conflicting with the results reported
in [30], where DE yielded better training error but its solutions
did not generalise as well as the ones provided by PSO. In this
set of experiments, DE has achieved better generalisation as
well, but it should be noted that more emphasis has been given

to tuning DE in this round of experimentation.

VI. RETRAINING OF MATERIALS

Currently there is only a very general understanding of
the material’s mechanism of adaptation for morphing into a
state where the combination of configuration voltages and
material state result to the input’s classification. The nanotubes
form bundles and percolation paths, ending in a very complex
network of conducting and semi-conducting elements within
the LC solution. The measured current at the two output
terminals is the combined outcome of the material state and
the optimal configuration voltages. The training process forms
the nanotube network so as to favour the interpretation of
resulting measurements for the classification problem. Hence,
the question of interest is whether this property gained by
the application of the optimisation process is retained in its
structure. In other words, the question is whether the material
retains a memory of its trainings. In order to investigate this,
two-round training and verification experiments on the same
material were conducted.

In the first experiment, an un-configured and un-trained
sample was subjected to training for the SC problem. Let
V ∗
j,SC denote the optimal configuration voltages. When train-

ing is finished, the verification procedure is repeated ten times
and the mean verification error is 1.0%, Table II (different
from the corresponding error in the round of experiments in
Table I). Next, the same trained sample was sent the set of
V ∗
j,SC , i.e. the optimal set of configuration voltages for the SC

problem, along with the 4, 000 instances of the MC verification
data set. Ten such tests were repeated consecutively and the
mean verification error was 50.125%. Hence, the material
was acting as a fair coin experiment with respect to the MC
when it is in the optimal state for SC and has not yet been
trained for the MC problem. After that, the same sample
was retrained using the MC data set and the optimisation
converged to the optimal configuration voltages V ∗

j,MC . Using
V ∗
j,MC the MC verification data set was sent to the material

for another set of verification tests. The average verification
test error in this case was reduced to 6.255%, which is nearly
double the 3.3% expected from a good solution for the MC
problem. Having trained the material twice, the next step was
to re-send V ∗

j,SC along with the SC verification data set to
the doubly trained material, with no further training. The
result was an average verification error equal to 0.2325%,
i.e. an improvement over the original SC training, Table II.
This improvement is achieved using the same configuration
voltages that yielded an average error of 1.0%. Therefore the
improvement observed should be attributed to the changes in
the material structure forced by the second training.

In the second experiment, the SC and MC data sets were
used again, but in reverse. A new un-trained sample was used
for the MC problem resulting to optimal configuration voltages
V ∗
j,MC , different than the ones of the first experiment, and

the average verification error achieved was 4.10%, which is
slightly over the 3.3% lower bound. Sending as input the SC
verification data in this state resulted to Φe,v = 49.475%,



TABLE II
AVERAGE VERIFICATION ERROR Φe,v (%) FOR DOUBLE TRAINING

EXPERIMENTS ON THE SAME SWCNT/LC SAMPLE.

1st training 1st verification 2nd training 2nd verification
SC, V ∗

j,SC MC, V ∗
j,SC MC, V ∗

j,MC SC, V ∗
j,SC

1.00 50.125 6.255 0.2325

1st training 1st verification 2nd training 2nd verification
MC, V ∗

j,MC SC, V ∗
j,MC SC, V ∗

j,SC MC, V ∗
j,MC

4.10 49.475 0.0375 3.91

1st training 1st verification 2nd training 2nd verification
SC, V ∗

j,SC NLC, V ∗
j,SC NLC, V ∗

j,NLC SC, V ∗
j,SC

0.7437 42.9337 0.5912 4.3225

which again means that in that state the material acts like a
fair coin toss for SC. Re-training the material for SC results to
an average verification error equal to 0.0375%, which is quite
low and comparable to the results of Table I. Applying V ∗

j,MC

and sending as input the MC verification data set, results to
Φe,v = 3.91%.

Given this marginal improvement on the MC, it can be
supported that the original structure of the material formed
while training for the first time on the MC has not changed
significantly; the changes forced by the second training did not
alter the material’s behaviour radically, and where sufficient
for making the whole system to behave as a classifier for SC
as well.

The MC problem can be viewed as a superset of the SC,
in the sense of the difficulty of the classification task. Hence,
training the material to address a more complicated problem
enables it to solve a simpler one. This is corroborated by the
first experiment which resulted to improved performance for
SC once it was retrained for MC. In the second experiment,
the improvement of MC after retraining for SC was not in the
same order as for SC in the first.

This is further supported by the result of the third, and final,
experiment, shown in Table II, where the average verification
error values for the SC and NLC problems are shown. Starting
from the SC, the material and optimal configuration voltages
converge to a very low average verification error. The material
at that state and configuration voltages acts as a fair coin toss
for the NLC data. Once retrained for NLC, the material is
brought to a state where the application of the corresponding
optimal configuration voltages V ∗

j,NLC result to an average
verification error that is lower than 1%. Applying the optimal
V ∗
j,SC to the retrained material and sending back the SC

verification data set, results to an increased average, indicating
that the material has undergone significant changes in order
to be able to cope with the nonlinear behaviour of NLC,
destroying in the process the original SC favouring structure.

VII. CONCLUSIONS

This paper reported results on experimental investigations
of an Evolution-in-Materio approach for the classification
problem. The material is a mix of Single-Walled-Carbon-
Nano-Tubes and Liquid Crystals. The method used does
not follow conventional computation methods that have been

proposed in the literature such as neural networks and k–
nearest neighbours methods. Instead, a piece of material in
liquid state is evolved towards a computing inducing state
where the computation task is a binary classification problem.

Four different artificial data sets provided the background
for problems of increasing difficulty. A typical training and
verification experimental process was used for each problem
and the results were reported. It is shown that the method
followed is capable of evolving a binary classifier device out
of an amorphous but evolvable piece of material, without using
special and bespoke components such as MOFSETs.

Use of real life binary classification data sets is the imme-
diate next step of our research. More experiments are under
way and more detailed investigations will be conducted in an
effort to produce more experimental results on real-life data
such as those found in the UCI repository [10].

The investigations have shown that the material retains
a memory of previous trainings. The problem’s difficulty
is associated with the effects of this memory. Preliminary
experiments indicate that material structures resulting after
training for less complicated problems are not sufficient for
addressing more complex ones. Training the material for a
difficult problem first and then retraining it for a simpler one,
however, does not destroy the original solution obtained for the
more challenging problem, leading this way to the conclusion
that the material system does have a memory property. Future
work will focus on studying the effect of retraining and on
obtaining more conclusive results regarding the material’s
memory.

Another line of investigation will focus on understanding
the contribution of each of the two components of a solution,
i.e. the material state and the optimal configuration voltages,
to the performance of the material as a classifier device.

Finding a method for “freezing” the liquid material at the
computation inducing state brought by the evolution process,
thereby creating a solid and consequently more stable material
with the desired properties, is also under investigation.

As discussed previously, the electrical and physical charac-
teristics of SWCNT-based mixtures are modified when sub-
jected to EiM. These modifications are extremely difficult to
model. A better understanding of the modification mechanism
is crucial for an optimisation of the technique, if it is to become
competitive as an alternative to conventional technology. We
believe that this is an exciting research work on unconventional
and evolvable computing systems and we are just at the
beginning of this investigation.
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