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Abstract
In 2018, the Australian Army launched its Robotic and Autonomous 
Systems Strategy to capitalise on the military opportunities presented by 
the much-anticipated ‘fourth industrial revolution’ in artificial intelligence 
and machine learning software. The key to realising this potential 
lies in the effective integration of soldiers and autonomous systems, 
known as human-machine teaming. Through human-machine teaming, 
military automation is predicted to radically reshape the conduct of war, 
with substantial implications for the future of command and control. 
However, such visions depend not just on the technical capabilities of new 
autonomous systems, but also on the choices soldiers make about how to 
use them. This paper explores the compatibility of emerging concepts of 
human-machine teaming with existing Australian Army culture and practices, 
drawing on interviews with serving officers and focusing specifically on 
the implications for military command and control. The paper assesses 
the risks and opportunities arising from automation for future concepts, 
doctrine development and organisational change.
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Introduction
Since the end of the Cold War, technological advances in information 
processing and digital connectivity have provided Western armed forces with 
a substantial battlefield advantage.1 This has been particularly important in the 
context of the declining mass of Western militaries. In recent years, however, 
Western nations have been forced to confront a new set of challenges 
and opportunities. The profusion of Anti-Access and Area Denial (or A2AD) 
capabilities among strategic rivals has begun to erode the technological 
supremacy on which Western forces have come to rely. The much-anticipated 
‘fourth industrial revolution’ in robotics and machine learning software 
offers the promise of a new source of technological advantage.2 In 2018, 
the Australian Army launched its Robotic and Autonomous Systems (RAS) 
Strategy to capitalise on this opportunity, mirroring similar interest among 
partner nations.3 RAS are increasingly viewed as central to future concepts 
of joint warfighting across the Australian Defence Force (ADF), underpinned 
by a recent increase of $270 billion in defence expenditure over the coming 
decade. Of this, $55 billion has been earmarked for investment in land 
forces capabilities, to provide, among other things, a fleet of new Unmanned 
Arial Vehicles (UAVs) and enough uncrewed combat vehicles to equip a 
brigade.4 If the last revolution in warfare was digitised, it is anticipated that the 
coming revolution will be automated.

The key to realising this potential lies in the effective integration of soldiers 
and autonomous systems, known as human-machine teaming (HUM-T). 
As autonomous systems become more capable, so they are expected to 
first enhance and then augment existing capabilities, gradually enabling 
fundamentally new concepts of operation. The ability to usefully interact 
with the environment independent of human direction—that is, to undertake 
cognition—will allow autonomous systems to perform functions that only 
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humans are currently capable of. Consequently, in addition to enabling 
robotic vehicles and remote weapons systems, autonomy is expected to 
enable new ways of planning and conducting military activity across time 
and space. This, in turn, will necessitate existing practices of command and 
control to evolve. In so doing, autonomous systems will become as integral 
to the delivery of military effect as the soldiers that operate alongside them; 
in a functional sense, they will cease to be mere tools and become de 
facto team members in their own right.5 However, this vision depends not 
only on the technical capabilities of autonomous systems but also on how 
humans use them. As one recent study observed, ‘robotic and AI systems 
will be limited by not only what can be done, but also by what actors trust 
their machines to do’.6 Successful HUM-T, therefore, depends in part 
on understanding and overcoming the social, organisational and cultural 
barriers to enacting military change.

This paper explores the compatibility of emerging concepts and 
capabilities of HUM-T with existing Australian Army culture and practices, 
focusing specifically on the implications for military command and control. 
Given the emergent nature of military automation, the ultimate implications 
of HUM-T for the conduct of war remain highly uncertain, with a wide array 
of possible outcomes conceivable in the long term. Consequently, this study 
is limited to discussion of the likely near-term effects of HUM-T in the 
coming decade to 2030, where automation’s maturing capabilities are better 
understood and less speculative. It aims to identify risks and opportunities of 
greater automation for the Australian Army, by providing an insight into the 
range of attitudes and expectations held by serving Army officers in relation 
to HUM-T. It will address the following questions:

• What do Australian officers believe about the potential for military automation?

• How might these attitudes affect the use of automation in future 
command and control?

• What implications could HUM-T have on the Army’s existing 
organisational preferences?

In so doing, the research is intended to shed further light on the potential 
consequences of HUM-T for the practice of Australian military command 
and control, highlighting the potential impediments and opportunities 
for implementation.
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The dire consequences of failure on the battlefield provides armed forces 
with a powerful competitive imperative to innovate. At the same time, 
however, the future intentions and actual capabilities of other states 
are often somewhat opaque, forcing military organisations to navigate 
profound environmental uncertainties that complicate the ability to discern 
the potential worth of any novel military technology.7 Thus, while the threat 
of failure provides a strong inducement for military change, uncertainty 
tends to temper this imperative with a degree of caution—especially when it 
comes to the wholesale adoption of new and unproven military innovations.8 
In theory, therefore, an army’s interest in new technology can be understood 
as the product of a rational cost-benefit analysis, in which the potential 
military benefits (and risks) of innovation are weighed against the financial 
and organisational costs of implementation. Michael Horowitz has described 
this balance as the ‘adoption-capacity’ of an armed force.9 Importantly, 
however, the shared attitudes, expectations and preconceptions that 
officers hold about military technology in general, and specific innovations 
in particular, can significantly influence each half of this ‘adoption-capacity’ 
equation, shaping collective understandings of both the costs and 
the benefits of new technology alike. These shared beliefs and values, 
together encompassing an army’s collective identity and accepted ways of 
operating, are known as military culture. Military culture is typically codified 
in doctrine and regulations and reinforced through training and exercises, 
as well as through the rituals of barrack life. It exerts a powerful influence on 
organisational behaviour, by defining how challenges are perceived and the 
range of available (i.e. acceptable) actions. Here, the corporate attitudes and 
beliefs of the officer corps are particularly important, because it is typically 
(though not exclusively) via the leadership function vested in the officer 
corps that military culture both is perpetuated and becomes translated into 
organisational behaviour.10

Firstly, existing military values and preferences shape an army’s perceptions 
of the potential value of new technology. For example, the French Army’s 
disastrous defeat in the summer of 1940 was in no small measure the 
result of a failure to recognise the implications of armoured vehicles on 
the conduct of war. However, the French were by no means ignorant of 
the technological capabilities of the tank, and French tanks were in many 
respects technically superior to those fielded by the Wehrmacht. Instead, 
professional scepticism in the French officer corps—at the ability to 
conduct offensive operations with short-service conscript soldiers—led the 
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French Army to dismiss the potential for armoured manoeuvre in favour of 
apparently tried-and-tested defensive strategies.11 More recently, existing 
institutional values consistently shaped the selection and dissemination 
of battlefield adaptations to counterinsurgency in various International 
Security Assistance Force (ISAF) armies’ lessons learnt processes 
during the conflict in Afghanistan.12 Importantly, military attitudes do not 
always stymie innovation, and can equally facilitate change. For example, 
Ireland actively embraced the British model of military mechanisation 
during the interwar period, despite its relative financial unaffordability, 
primarily because mechanisation comported with the newly founded Irish 
Army’s ideals of corporate professionalism.13 In like fashion, the partial 
European adoption of Network-Centric Warfare (NCW) has been described 
as a form of uncertainty management, driven in part by NATO perceptions 
of the US military as the yardstick of professional best practice, 
albeit tempered by shallower financial pockets.14

Secondly, and by extension, officers’ receptivity to new technology can 
also significantly alter the costs of organisational change, affecting the 
prospects for successful adoption. Technological innovation typically 
necessitates accompanying doctrinal and organisational reforms, as new 
concepts of operation and ways of working displace the old. The advocates 
of change must therefore overcome factional resistance from threatened 
professional communities within the military institution, requiring high levels 
of organisational capital. As Stephen Rosen has argued, the implementation 
of military innovation is often characterised by bureaucratic power 
struggles over the levers of funding, structures and doctrine needed 
to implement reform. Yet success is not simply the product of adept 
bureaucratic politics; it also reflects ideational cleavages within the officer 
corps over appropriate visions of future warfare, and all the professional 
and organisational implications they hold.15 Consequently, the extent to 
which new technological visions chime with widespread military beliefs and 
identities can significantly determine the outcomes of innovation efforts—
not least because the effective incorporation of new military technologies 
typically requires substantial testing and adjustment at the grassroots to 
work through teething problems, as Eliot Cohen has observed.16
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The military cultures of advanced states have generally displayed growing 
techno-centrism.17 Traditionally navies and air forces have led the way, 
reflecting their platform-centric structures and cultures.18 However, armies 
have caught up with the increasing integration of electronics in battlefield 
systems since the 1970s.19 At the same time, as Rosen’s work shows, 
when it comes to particular new technologies, officer attitudes are critical to 
successful adoption. Here the history is complex. For example, analysis of 
the US Army during the Civil War and the Second World War shows 
that reactionary senior officers periodically acted as potent obstacles to 
technological change.20 Yet this should not imply that younger officers are 
always more supportive of new technology. Studies of the contemporary 
US military have found that junior officers are often too preoccupied 
with learning their trade to be much interested in innovation, while the 
connections and influence of reformist-minded senior commanders have 
been pivotal to some recent doctrinal reforms.21 Thus, careful study is 
required to uncover and assess officer attitudes in a particular army, at a 
particular time, to a particular set of new technologies. At present, however, 
little concerted research exists on the character and variety of Australian 
military attitudes to new autonomous systems, and less still on their 
implications for future doctrine and policy. Consequently, this paper seeks 
to understand the landscape of contemporary Australian officers’ attitudes 
to automation, focusing on an area that is critical to the future conduct of 
operations: command and control.

This study was funded by the Australian Army Research Centre under the 
Army Research Scheme 2019.22 Methodologically, it is based on interviews 
with serving Army officers, supported by secondary published policy and 
research material on military automation. In total, 17 serving Australian Army 
officers were interviewed for this project, ranging in rank from major to major 
general, together with one senior civilian expert. Existing observations of Army 
culture by Australian officers have tended to draw cultural distinctions between 
officers with significant staff experience in higher headquarters and those 
serving at regimental and formation level.23 Accordingly, participants were 
deliberately drawn from command and staff appointments at joint and Army 
headquarters—and at divisional, brigade and unit level—in order to sample 
perspectives from officers with a range of backgrounds and experiences, 
and thereby facilitate comparison within and between different segments of 
the officer corps.
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The remainder of this paper is structured in the following way. In ‘Military 
Automation and the Australian Army’, understandings of HUM-T as a 
concept are examined, comparing institutional expectations of potential 
benefit with perceptions of opportunity and risk present in the wider 
Australian officer corps. ‘The Architecture of Human-Machine Command 
and Control’ explores the socio-technical nature of command and control, 
examining the interdependences between tactics, technology, procurement 
and military culture in the systemic design of digital architectures, and the 
challenges this presents for the introduction of HUM-T in command and 
control. The role of human trust in autonomous systems—and in the 
doctrines of command and control that will guide their use—is discussed 
in ‘Trust and Technology in Future Command and Control’, together with 
associated implications HUM-T will raise for organisation change. In the 
final section, conclusions as to the offi cer corps’ receptivity to the ideals of 
an automated military revolution are presented, with specific observations on 
the likely influence Australian military culture will have on the implementation 
of future concepts of HUM-T in command and control.
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Military Automation and the Australian Army
This chapter explores the strategic and tactical promise of automation for 
the Australian Army, and the cultural challenges this may present for the 
Army. Autonomy can be understood as ‘the ability of a machine to perform 
a task without human input’, and exists on a spectrum defined by the degree 
of human direction or supervision a system’s information processing and 
synthetic decision-making capabilities requires to operate effectively. 
By reducing and eventually removing the necessity for human input, expected 
advances in artificial intelligence (AI) have the potential to radically remake the 
costs and conduct of warfare, potentially relieving soldiers of the most ‘dirty, 
dangerous, and dull’ tasks. Moreover, this potential extends well beyond 
the applications of military robotics systems—sometimes referred to as 
‘autonomy-in-motion’—to include a range of essentially information-centric 
processes, known as ‘autonomy-at-rest’.25 Indeed, it is the combination of 
both robotic systems and autonomous processes that defines emerging 
visions of future warfare—and, with it, HUM-T. This chapter compares the 
understanding of automation’s potential value as presented in official policy 
and concept documents with the views and beliefs of serving Australian 
officers, to assess the Army’s cultural receptivity to HUM-T. It focuses 
first on the strategic imperatives for Defence investment in automation, 
before examining officer understandings of HUM-T and the alignment of these 
with evolving Australian military culture.

Contemporary conflicts foreshadow the potential for RAS to transform the 
conduct of warfare. Recent fighting in the Donbas and Nagorno-Karabakh 
have demonstrated that UAVs can rapidly locate and cue precision fires on 
armoured and mechanised forces with devastating effect, foreshadowing 
how next-generation AI-enabled loitering munitions could reshape 
the conventional battlefield.26 David Kilcullen has similarly described 
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the proliferation of small UAVs as akin to the advent of the machine gun in 
its potential to transform even the most elementary of tactical concepts.27 
Nonetheless, the desirability of greater automation has not been universally 
accepted, despite warnings that a ‘future force that does not have fully 
autonomous systems may not be able to effectively compete with an enemy 
that does’.28 Jai Galliott, for example, has dismissed the battlefield impact of 
UAVs as overblown, arguing against ‘the idea that a semi-autonomous robot 
arms race is inevitable’ as ‘a pernicious double negative aimed at establishing 
that there is a current or future capability gap that warrants sacrificing 
humans for the hurried adopting of cutting edge technology’.29 Historically, 
such disagreements over the ambiguous value of military technology have 
persisted long after its adoption, continuing to shape battlefield employment 
even in the face of wartime experience.30 Consequently, identifying the 
contextual value that Australian officers place on military automation is 
essential to an understanding of likely reactions to its future employment.

The Strategic Context of Military Automation

Current Australian interest in military automation must be understood in 
the light of the recent changes to Australia’s geo-strategic environment. 
Buoyed by decades of economic growth, China’s international posture 
has become ever more assertive, provoking countervailing reactions from 
regional states. A weakening of the US’s engagement with its alliance and 
international obligations under the Trump Administration has also led allies 
around the world to reassess the long-term role and reliability of the United 
States in underwriting regional security. In the words of Australia’s 2020 
Defence Strategic Update, the Indo-Pacific ‘is in the midst of the most 
consequential strategic realignment since the Second World War’, leading to 
escalating tensions and mounting concern at the potential for strategic 
miscalculation.31 In the face of this growing regional uncertainty, the ADF no 
longer expects to rely on a margin of advanced warning in which to prepare 
for a strategic crisis, while the Australian Army has stated its intention to 
become both ‘Ready Now’ and simultaneously also ‘Future Ready’.32 
These challenges are widely recognised as the driving influence in Army policy, 
especially given Australia’s gradual reduction in operational commitments 
in the Middle East over the last decade. Moreover, participants in this study 
tended to accept the characterisation of China as a destabilising influence, 
likening the present situation to that of the ‘Roaring 20s’ in terms of growing 
military competition, political contestation, and subversion in the region.33
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The diffusion of conventional military technology sits firmly at the heart 
of this sense of strategic unease. Like most Western armed forces, 
Australia has traditionally relied on qualitative advantages to offset 
quantitative disadvantages—in other words, on improvements in technology, 
tactics and training to make up for declining military mass. More broadly, 
the global military pre-eminence enjoyed by Western forces since the fall of 
the Berlin Wall has largely depended on American technical dominance in 
the electromagnetic spectrum, facilitating the surveillance, communication, 
coordination and precision targeting needed to generate local overmatch in 
the ‘global commons’ of land, sea and air.34 However, the recent acquisition 
of so-called A2AD capabilities—including satellite communications, 
electronic surveillance and jamming, and long-range precision strike—
by revisionist states like China and Russia has begun to erode the 
technological foundations of Western military power.35

For Australia, this levelling of the technological playing field has radically 
increased the potential costs of projecting force and reduced strategic 
options by ‘placing Australian military forces at greater risk over longer 
distances’.36 Australia now faces challenges from opponents in all 
operational domains (land, air, maritime, space and cyber).37 Echoing official 
Defence statements, multiple participants noted the increasing range, 
precision and speed of modern weapons systems as an area of 
particular concern, alongside a fear that advances in adversary capabilities 
are outstripping their sister Services’ ability to the secure maritime 
approaches to Australia’s continental landmass.38 This creates the logic 
for new Australian military capabilities to ‘hold potential adversaries’ forces 
and infrastructure at risk from a greater distance’ in order to safeguard the 
ability to ‘shape Australia’s strategic environment, deter actions against our 
interests and, when required, respond with credible military force’.39

Australian interest in military automation should be viewed in this wider 
context of defence investment to regain strategic advantage. RAS are 
expected to improve force protection, both directly, by improving the ability 
to detect and intercept incoming threats, and indirectly, by distancing 
friendly troops from the performance of high-risk tasks like urban breaching, 
obstacle clearance and chemical, biological, radiological and nuclear 
(CRBN) detection. Autonomous systems will also enable the collection, 
sharing and processing of information at a hitherto impossible speed and 
scale, reducing cognitive burdens on commanders and staff and improving 
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the quality and rapidity of decision-making. At the tactical level, automation 
is expected to drive up tempo and facilitate the rapid concentration and 
dispersal of force, underpinned by new efficiencies in the use of time, 
space and logistical resources. Together, expendable robotic systems 
and scalable information processing will effectively constitute a new form 
of military mass, facilitating both ‘decision superiority’ and new forms of 
physical manoeuvre.40

Here, the Australian Army’s vision of military automation mirrors that of 
other comparable Western armed forces. The UK military, for example, 
views automation as the route to gaining ‘information advantage for 
understanding, decision-making, tempo of activity and assessment’ by 
extending the reach and persistence of information-gathering capabilities, 
describing the more ‘agile’ command and control this would facilitate as 
‘the pre-eminent future force joint function’.41 The US Army likewise views 
RAS as the way to ‘defeat capable enemies and maintain overmatch’ 
by improving situational awareness, enabling both protection and 
manoeuvre, and concomitantly reducing the mental and physical burdens 
placed on warfighters. In the long term, the US Army expects RAS to 
facilitate ‘mission command on-the-move’, underpinning ‘high-tempo, 
decentralized operations’—particularly out of area.42

Partner armed forces are explicit about the competitive motives driving their 
interest in automation. The US Army, for instance, has unambiguously stated 
that it is pursuing HUM-T ‘with urgency because adversaries are developing 
and employing a broad range of advanced RAS technologies ... to disrupt US 
military strengths and exploit perceived weaknesses’. Similarly, the UK Joint 
Concept Note argues that ‘we are in a race with our adversaries to unlock 
this advantage. The clock is ticking’.43 In contrast, Australian officers place less 
emphasis on military automation for assuring the Army’s future capabilities in 
conventional warfighting. Instead, participants highlighted autonomy’s potential 
utility for countering novel ‘hybrid’ or sub-threshold threats, especially in the 
cyber and informational domains, reflecting the view that the regional security 
competition in the coming decade would largely be characterised by economic 
competition and ‘grey zone’ subversion. As one officer bluntly stated, ‘I don’t 
see us preparing for threats to Australia in the physical domain’.44

Consequently, the Australian officers in this study primarily understood the 
value of autonomy through its ability to facilitate the Army’s longstanding 
preference for expeditionary operations. As one participant noted, 
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the ‘Australian Army is a light infantry army ... It sees technology as 
something you’ve got to carry on your back’.45 Another criticised the Army’s 
recent shift towards heavier armoured forces, decrying the ‘purchasing 
[of] top-end capabilities that we can’t move anywhere in the world’.46 
Thus, while the defence of Australian soil remains the Army’s ultimate task, 
the ability to project force in order to shape Australia’s near abroad is seen 
as the primary means to preclude such a last resort. It was recognised 
that automation was important to maintaining continued investment in 
next-generational land forces in the face of inter-service budget competition. 
At the same time, many interviewees also recognised that the Army’s role, 
vis-à-vis its sister Services, has shifted from being the supported force to 
being a supporting force.47 Participants also emphasised the need to acquire 
‘cross-domain’ land capabilities able to support naval and air assets in 
the defence of Australia’s maritime approaches, alongside capabilities for 
amphibious and littoral operations at distance from Australia.48

At the same time, officers recognised that Australian expeditionary 
operations remain reliant on allied support, given Australia’s lack of organic 
military mass. As one participant noted:

… the Australian Army is small and our contributions since World 
War Two have been at brigade level and below. We’re really good at 
battalion level activities. Moving up above battalion level formations is 
a bit of a struggle.49

Similarly, as Major General Ryan has observed, ‘[w]e’ve always had a 
bigger brother to take care of strategy and war logistics—e.g., World War I, 
World War II, Korea, Vietnam’.50 Consequently, to be strategically useful, 
Australian forces must also remain interoperable with those of key 
coalition partners.51 Indeed, the prospect of falling behind the military 
capabilities of the US and other Five Eyes partners is a significant strategic 
concern for Australian officers—particularly in core procedural areas 
like targeting, where technological capabilities play an important role.52 
This is not to say that Australia lacks national science and technical 
capabilities per se, as Australian participation in projects such as TORVICE 
(Trusted Operation of Robotic Vehicles in a Contested Environment) 
attests.53 However, in the view of many serving officers, maintaining 
both interoperability and deployability has nonetheless become an 
increasing challenge as partner armed forces, and especially the US Army, 
have become increasingly armoured and techno-centric—a tension reflected 
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both in the Australian Army’s own drive towards heavier platforms in recent 
years and in individual officers’ interest in the US Marine Corps’ alternative, 
lighter-weight littoral concepts.54

Interestingly, Australian officers recognise automation’s potential to ‘mitigate 
Western military weakness in terms of casualty aversion’. However, here too, 
this should be understood in relation to Australia’s existing paucity of combat 
mass—not simply as a political consideration in wars of contested choice 
but as a strategic game-changer.55 As Major General Kathryn Toohey 
has observed, ‘for a modestly-sized force such as the Australian Army, 
the opportunity to generate greater mass is very appealing’.56 Similarly, the UK 
also explicitly hopes to use automation as a surrogate for conventional mass, 
enabling ‘battlefield points of presence increasingly independent of the 
numbers and locations of human combatants’.57 Through autonomy, 
the Australian Army hopes to be tactically sized, lightweight and deployable 
but still lethal and survivable. In the words of the ADF’s recent concept 
for RAS, autonomous systems potentially provide ‘the opportunity to 
fundamentally alter the structure of Defence from a force of a few large and 
expensive platforms to one of many small and cheap platforms’.58

In the Australian context, therefore, military automation is appealing less 
because it may allow Australia to go toe-to-toe with a Great Power than for 
its apparent ability to resolve the Army’s present trade-offs between tactical 
survivability and strategic employability. While, in the words of one serving 
officer, a ‘survivable medium [weight] vehicle is not feasible ... you are either 
at 30 tons plus or airmobile’, autonomous systems would not be bound by 
the same constraints.59 Without the need for heavy armour to protect human 
crew, for example, autonomous vehicles could provide comparable offensive 
capabilities at a much lighter (and therefore more agile and strategically 
transportable) platform weight—provided the industrial capacity (and a low 
enough unit cost) existed to rapidly replace any attrited mass. Moreover, 
the generation of expendable, deployable autonomous mass is seen as 
a significant force multiplier. While the Army at its current size is inherently 
unable to sustain more than a single deployed brigade, large numbers of 
cheap, light autonomous platforms might allow the Army to sustain a much 
larger deployed formation with the same number of soldiers. Indeed, this is 
explicitly recognised in the Army’s RAS Strategy: ‘teaming humans with RAS 
machines can significantly increase combat effect and mass without the 
need to grow the human workforce’.60 As one participant put it, ‘HUM-T can 
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expand mass effect’ and give a battlegroup ‘the combat power of what we 
associated with a brigade’.61 In this way, HUM-T promises to increase the 
Army’s tactical and strategic utility.

Human-Machine Teaming and Army Culture

Military thinking in Australia, the UK and the US has coalesced around the 
concept of HUM-T as the best way to integrate automation technologies in 
ground forces. It is argued that teaming soldiers and machines promises to 
improve individual and team performance, enable new operating concepts, 
and ultimately increase national military power.62 However, there is much 
to be clarified around HUM-T, including a precise definition as well as 
implications for future operations and force design.63 HUM-T is broadly 
understood to mean the incorporation of autonomous or robotic systems 
within military teams to achieve tactical outputs that neither machines 
nor people could deliver independently; as one participant put it, HUM-T 
is ‘in the literal sense human plus machine but teaming so as to play the 
components to their respective strengths’.64 Similarly, Major General Toohey 
has argued that the ‘vision here is of a “centaur” concept, where humans 
partner with machines to produce a better outcome than just a human or a 
machine on their own’.65 This view is consistent with emergent doctrine in 
the United Kingdom, which presents HUM-T as about ‘understanding the 
relative strengths of humans and machines, and how they best function in 
combination to outperform an opponent’.66

HUM-T does offer the potential to realise personnel savings through process 
automation.67 However, as Major General Mick Ryan has argued, the concept 
of HUM-T ‘isn’t about replacing people, it’s about helping them to be more 
creative’.68 Indeed, many participants took a human-centric view of HUM-T as 
about ‘the use of machines to make us better at fighting’, primarily by ‘allowing 
people to gather the right information and data to improve decision-making 
efficiency’; ultimately, the ‘human is still in charge in control, with machines 
doing the bidding’.69 Nonetheless, automation is expected to cause very 
widespread role displacement in the civilian economy in the decades to come, 
and there is every reason to expect that machines will displace some human 
roles in the military sector (in particular, the aforementioned ‘dull, dirty and 
dangerous tasks’).70 This suggests that the success of HUM-T ultimately may 
be contingent on the extent to which Australian officers are content for soldiers 
to be supplanted by machines in particular roles and contexts.
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In general, officers do not appear comfortable with the prospect of 
relinquishing core military functions to fully autonomous machines, preferring 
to talk about HUM-T as ‘optimisation’ rather than ‘replacement’, or raising 
concerns about the robustness of HUM-T under pressure in contact.71 
While HUM-T was seen as theoretically enabling better synergies between 
soldiers and machines by ‘playing the components to their respective 
strengths’, officers also worried that the inherent limitations of autonomous 
systems compared to humans would inevitably see soldiers simply relegated 
to those tasks that could not easily be automated.72 Indeed, the British 
military has explicitly recognised this danger, warning that ‘approaches to 
human-machine teaming that adopt the ‘automate what you can, leave the 
humans to fill in the remainder’ view are likely to build systems that are 
cheap, but less resilient or effective than approaches deliberately maximising 
the strengths of each.73

Problematically, some of the functions RAS are most likely to perform 
are those most deeply ingrained in Australian military identities. 
The organisational culture of the Australian Army privileges dismounted 
close combat skills, with the Army’s warrior culture ‘built from the 
bottom-up’ around ‘being brilliant at the basics’.74 Consequently, officers 
described Army culture as ‘super, super tactical’, with the ‘light infantry 
mindset’ practically in the force’s DNA.75 This emphasis is reflected in 
successive iterations of the Army’s formal ethos and doctrine. The ‘I’m an 
Australian Soldier’ initiative, for example, described every soldier as ‘an 
expert in close combat’ and as ‘physically tough’; and these attributes 
remain in the opening statement of the Army’s solemn obligation to the 
nation. The Army’s recent ‘cultural optimisation initiative’ has likewise 
been couched around ‘good soldiering’, while the Forces Command 
Plan 2020–28 centres on the promotion of ‘combat behaviours’ including 
individual marksmanship, unarmed combat, first aid under fire, and physical 
fitness.76 Indeed, this image of Australian soldiering is deeply embedded in 
wider Australian society through the foundational role of the ANZAC legend 
in national identity, performatively reinforced though the Army’s public 
symbols, traditions and ceremonies, together with the widespread belief 
in the myth of the ‘natural Australian soldier’.77 As a result, participants 
emphasised that ‘nobody knows better than the soldier’ in Army culture. 
It was suggested therefore that Australian soldiers would be slow to swap 
their rifles for an autonomous system.78
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This has significant implications for the potential of HUM-T to generate 
mass in the Australian Army. In the Army’s Semi-Autonomous Combat 
Team (SACT) concept, for example, a light role infantry company of around 
100 soldiers, augmented by various RAS platforms, is envisaged as the 
equivalent in combat power of a present-day battlegroup. Just as an 
infantry battalion a century ago might boast 1,000 men at full strength 
while its contemporary successor is established for half that number 
(notwithstanding the battlegrouping of combat support assets), so future 
HUM-T infantry platoons might be expected to undertake battlefield tasks 
currently assigned to a company group, and a future battlegroup those akin 
to a brigade—all for the same or less actual headcount.79 Practically, this 
might be achieved in a number of ways, depending on the level of autonomy 
achievable. High levels of autonomy might allow tactical concepts based 
around self-synchronising swarms of RAS.80 Swarming RAS would provide 
high levels of tactical flexibility and redundancy, providing the depth required 
to present multiple simultaneous challenges to an adversary. Such an ability 
would also reduce the level of communication required to coordinate tactical 
activity between autonomous platforms and overseeing soldiers, improving 
human survivability in heavily contested electromagnetic environments. 
Many officers remain sceptical as to the technical viability of true swarming; 
however, one participant offered the sceptical view that ‘everybody says that 
they are swarming but they are not’.81 Alternatively, manned platforms might 
serve as control nodes for their own fleets of RAS—as motherships directing 
uncrewed wingmen or task-specific unmanned platforms. Such a concept 
would likely require a less sophisticated degree of autonomous operation, 
but at the expense of flexibility and electronic signatures.82 In either model, 
though, autonomous systems would produce mass by relegating human 
soldiers to direction and oversight functions rather than direct close combat. 

The extent to which current Australian combat soldiers are willing to 
accept their relegation to control and support tasks in favour of remote 
or autonomous platforms is open to debate. While the SACT dismounted 
infantry concept, for example, emphases the benefits of autonomous 
mass in alleviating the Australian Army’s current culture of scarcity in 
favour of an ‘abundance mindset’, it nonetheless envisages organisational 
structures broadly similar in overall establishment to those of the present, 
with infanteers still directly engaging in close combat alongside their 
machines.83 Similar dynamics can be seen in discussions of the Army’s 
recent trials with optionally crewed M113 armoured personnel carriers. 
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Given that the M113 is already obsolete, the ‘demonstration wasn’t 
necessarily about the M113 or automation per se but rather about 
“a potential alternative future”’. In the words of Colonel Robin Smith, then Staff 
Officer Grade One, Autonomous Systems, ‘[w]e are trying to open people’s 
apertures beyond what they might be working with currently’. Nonetheless, 
the benefits of autonomy were still described in terms of producing ‘25% 
more combat power on the objective’ by freeing up two seats in the vehicle 
to increase the available infantry dismounts to assault a position from six to 
eight.84 Yet, for autonomous mass to truly enable Australia to compete in a 
war of attrition, as some have predicted, RAS would have to be cheap and 
replaceable and do the brunt of the fighting—or at least the dying.85 This may 
present a particular challenge for officer identities, given that, in the eyes of at 
least some serving officers, the Army’s existing ethos of social egalitarianism 
and tactical reverence already somewhat undermines the organisational 
importance of higher management, with HUM-T potentially eroding the 
institutional value of ‘officership’ still further as commanders become even 
more abstracted from the conduct of combat.86

Paradoxically, therefore, the greatest risk to enacting HUM-T is also 
automation’s greatest benefit: ‘that AI will take people away from interesting 
tasks’—which is to say, combat roles.87 Yet the real question may be 
whether HUM-T concepts in which RAS supplant troops in traditional 
soldiering functions will still be palatable even if this does not significantly 
increase soldiers’ chances of survival on the future battlefield. To a significant 
extent, one of the more appealing aspects of HUM-T for Australian officers is 
their potential to reduce the direct risk to soldiers, for example by screening 
for enemy forces ahead of human troops.88 However, as machines gradually 
displace people on the future battlefield, so the tactical and political value of 
the few remaining soldiers will increase dramatically, potentially increasing 
the risks for humans in unexpected ways.89 This includes risk of fratricide by 
RAS systems.90 Moreover, for automated mass to have deterrence effect in 
sub-threshold operations, significant human presence will remain essential.91

While the tactical emphasis in Army ethos may sit at odds with aspects of 
HUM-T, other currents in Australian military culture may nonetheless facilitate 
implementation, helping to smooth over inherent tensions within the concept 
itself. Although the Australian ideal of soldiering is far less technologically 
grounded than that of the US Army, the Australian military nonetheless 
remains heavily committed to a culture of operational excellence. 
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As Anthony King has argued, functional performance has increasingly come 
to define officers’ professional identities across a number of Western armed 
forces, as national service has gradually been replaced by functionally 
specialised all-volunteer forces.92 This trend is observable in the Australian 
Army, which has been described as broadly moving from an ‘institutional’ 
model of military service as a vocational career towards one of ‘occupational 
professionalisation’, reflected in mounting grassroots demand for more flexible 
and less generalist career streams.93 Consequently, while the Army is still 
composed of ‘larrikins that want to do their part’, today’s officers are singularly 
‘keen to see the job get done’. In the description of one participant, ‘we have 
a culture to remain relevant in an operational environment where we do not 
hold many of the decisive levers across some domains’.94 Consequently, 
while officers may dislike the prospect of their roles moving further away 
from the idealised image of Australian soldiering, the centrality of battlefield 
effectiveness to the Australian officer corps’ corporate professional identity 
may yet make HUM-T culturally palatable. One cavalry officer, for example, 
admitted that he was ‘not excited about technology itself, but excited about 
the capabilities technology can bring’, while a logistician likewise argued that 
to drive change, the Army must be able to demonstrate autonomy’s ‘value 
proposition’.95 As Brigadier Mark Ascough has argued, while the Army’s 
culture may emphasise ‘brilliance at the basics’, the implications of this 
ultimately ‘comes down to what your understanding of the basics is’—and this 
idea may yet prove malleable to the needs of future technology, just as it 
currently is around trade specialisation.96

This underlines the importance of structuring organisational change around 
future concepts of operation, in order to link cultural adaptation to functional 
performance.97 One outside expert on Australian Army transformation notes 
that ‘soldiers will embrace new tech if it can be demonstrated that it will 
enable them to do their job better or more easily’.98 Ultimately, it remains 
to be seen whether the strategic promise of military automation will be 
sufficient to overcome officers’ inherent scepticism towards high technology, 
particularly at the lowest tactical levels. Despite the centrality of functional 
performance to Australian officers’ professional identity, concepts of 
‘mateship’, national service and ANZAC exceptionalism remain prominent 
features of Australian military motivation.99 The next chapter explores this 
interaction specifically in relation to future command and control, examining 
the compatibility of existing practices and cultures of command with visions 
of future automation, and what this may mean for the shape and form of 
HUM-T in tactical headquarters.
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The Architecture of Human-Machine 
Command and Control
As conventionally defined, command can be understood as the lawful authority 
an officer exercises over military forces by virtue of their rank or appointment, 
while control refers to the ensuing mandate to implement orders or instructions 
by managing military activity. Taken together, however, the concept of command 
and control (or C2) can simultaneously mean ‘a process, a capability, a system 
or a structure’ and is therefore ‘an institutional, compound and contested 
term’.100 In recent years, a profound shift in the practice and meaning of 
command and control has begun to emerge, precipitated by the growing 
profusion of computers, information processing, communication and sensor 
systems adopted by land forces. Digitisation has connected commanders to 
subordinates in novel and pervasive ways, facilitating new ways to orchestrate 
increasingly dispersed forces. Yet, while combat effectiveness has become ever 
more reliant on the passage and processing of information across electronic 
networks, traditional models of command and control have struggled to keep 
pace with the growth in digital technology. The ensuing complexity of modern 
operations has seen decision-making functions increasingly distributed across 
networks of subordinate officers and headquarters staff, blurring historic 
distinctions between command and control.101

In the popular imagination, military autonomy is typically understood in 
terms of unmanned platforms and remotely directed systems. However, the 
expected advances in machine learning that underpin this vision of military 
robotics will have an equally transformational impact on the capacity and 
capability of military command systems, further revolutionising the practice 
of command and control.102 By integrating staff officers and autonomous 
software on equal terms, HUM-T is expected to produce three key effects 
on C2, collectively amounting to a new source of battlefield advantage.



20 From Tools to Teammates

Australian Army Occasional Paper No. 7

Firstly, autonomous systems are expected to improve the fidelity of 
decision-making, by enabling the effective collection, processing, 
and dissemination of large amounts of tactical information without overloading 
commanders and their staffs. Digitisation has dramatically improved 
armies’ ability to collect and communicate information, to the point where 
the sheer volume of data requiring processing can threaten to overwhelm 
headquarters and debilitate decision-making. Consequently, ‘digitisation 
is a double-edged sword’ for many Australian officers, placing a potent 
cognitive burden on commanders that may actually reduce their situational 
awareness and increase the fragility of C2.103 Moreover, as RAS increase the 
persistence of surveillance and reconnaissance, the volume of information to 
be processed seems only likely to increase. Here, autonomous systems are 
widely expected to improve the identification of enemy forces, using pattern 
recognition and trend analysis to monitor electronic senor feeds, as well as 
the subsequent presentation and analysis of that information, by fusing and 
cross-referencing data across multiple human and electronic sources.104

By extension, this ability to analyse large amounts of information is expected 
to improve the robustness of military planning. In particular, participants 
highlighted the potential benefits intelligent software might bring to 
Intelligence Preparation of the Battlespace and the development of courses 
of action where ‘military decision-making relies on data processing, which 
is the dull end of planning’.105 Machine learning, for example, is likely to be 
well placed to undertake logistical planning, where data on friendly force 
requirements is already highly structured, as well as terrain and weather 
analysis, time-and-space calculations, and even the identification of relative 
weaknesses in enemy doctrine and force structures.106 Moreover, because 
software is expected to be able to compute these problems far more 
quickly than conventional staffs, HUM-T would enable commanders to plan 
in greater detail, mapping out a wider range of contingencies to mitigate 
possible risks. Similarly, synthetic wargaming might improve the impartiality 
and robustness with which courses of action and rehearsals of concept are 
tested and evaluated, currently described by one participant as the Army’s 
‘biggest weakness in planning’.107

Secondly, and relatedly, autonomous systems are expected to increase the 
tempo of operations, by enabling more rapid decision-action cycles without 
compromising the quality of decision-making.108 In contemporary military 
thought, tempo is understood as the ability to impose successive tactical 
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challenges on the enemy more quickly than they can effectively respond, 
and is determined by the relative pace and quality of decision-action 
cycles.109 Controlling tempo is consequently seen as essential to gaining and 
maintaining the initiative, providing, in the words of one participant, a ‘super 
effective’ means to ‘disrupt the enemy’s decision process’—especially in 
the absence of significant overmatch in terms of mass.110 In practice, the 
development of tempo at lower tactical levels effectively requires brigades 
and battalions to take and execute decisions more quickly than the 
enemy, in order to construct favourable tactical situations through which 
to impose their will on the enemy.111 Here, some officers have expressed 
concern at the Australian Army’s perceived propensity to over-plan tactical 
actions, slowing tempo.112 Moreover, the future battlefield is expected to be 
significantly less forgiving than recent Australian experiences of asymmetric 
operations, where forces were largely free to dictate the tactical tempo.113 
Consequently, the prospect of ‘helping individuals with their OODA loops’ 
through autonomy is seen as ‘the big win’ for Australian HUM-T.114 Indeed, 
as autonomous systems proliferate more widely, HUM-T may be the only 
way to generate tempo, as soldiers become progressively distanced from 
tactical actions conducted at machine pace.115

Thirdly, the introduction of autonomy into command and control is expected 
to increase the survivability of friendly forces, not simply by improving reaction 
times in force protection systems but also by enabling the distribution of 
force elements and headquarters functions in a more resilient and networked 
fashion. Counter-air and indirect fire systems already rely on autonomy 
to interdict incoming projectiles otherwise travelling too fast for a human 
operator alone to respond to, while battlespace management systems are 
improving the ability to pass orders remotely.116 In the future, however, HUM-T 
in C2 is expected to enable the development of denser networking, in part 
because of its potential to process large quantities of data quickly. This will 
allow headquarters functions to be undertaken in a more disaggregated way, 
allowing command and control elements to be further dispersed across the 
battlespace, improving flexibility, redundancy and resilience.117 By improving 
subordinate units’ ability to process and analyse information and sensor feeds 
independent of higher headquarters, HUM-T will also facilitate self-sustaining 
subordinate operations, enabling greater levels of delegated decision-making, 
reducing signature emissions between levels of command, and increasing the 
ability to disperse force elements.118 Indeed, autonomous systems may even 
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assume primary responsibility for managing the digital networks that sustain 
physical dispersion in the face of hostile intrusion, jamming and spoofing.119

Importantly, the distribution of command functions across more networked 
forces is also expected to provide a new means of leveraging tactical 
capabilities in highly contested environments, reinforcing tempo. In the 
ADF’s vision for future C2, increased networking and intelligent software 
that support information sharing and situational awareness will enable rapid 
and responsive restructuring of coordination mechanisms at the tactical 
level, enabling control to fluidly pass between different force elements in 
contact according to the exigencies of the situation. This ‘agile control’ is 
intended to facilitate a more collaborative response to tactical problems, 
delegating the authority to manage a tactical situation to the best placed 
unit or system agent, while simultaneously connecting platforms and 
force elements across multiple domains and mission sets to maximise 
efficiency. In so doing, the ADF aims to disaggregate command from control, 
separating the commander’s authority to set direction from the coordinating 
function of control.120 Such a vision is broadly compatible with emerging 
allied interpretations of command and control in multi-domain operations.121 
Participants likewise remarked that the ability to ‘link multiple sensors to 
multiple shooters would be a game changer’, while the decentralisation of 
control nodes will simultaneously improve survivability and redundancy.122

Ultimately, though, implementing the vision of HUM-T in C2 relies on the 
integration of a host of new automated systems, with each other and with 
the behaviours of human operators. Critically, HUM-T will require a shift 
in the quality of digital networking, from the present use of machines to 
exchange information between people, to the meaningful exchange of 
information between people and machines. The structure of C2 processes 
must also move away from the distribution of information vertically between 
layers of command, to focus on the distribution of information horizontally.123 
Importantly, C2 architectures are dependent both on ‘the restrictions of 
the technology available to implement them’ and on the mental models 
and cultures of leadership employed by the soldiers who staff them.124 
Successful HUM-T in C2 will therefore depend as much on the extent to 
which the technical and doctrinal architectures of command and control 
can be remade as on the individual capabilities of individual autonomous 
agents that comprise them. While the Australian Army’s ethos may already 
be less hierarchical than those of many other allied armed forces, it too 



 23From Tools to Teammates

Australian Army Occasional Paper No. 7

has recognised that modernising C2 ‘isn’t solely a technology issue’, 
recently emphasising a ‘more inclusive approach involving mission 
command and C3 modernisation’ in Australian digitisation efforts.125 
This chapter will address these twin issues in the modernisation of Australian 
Army C2, revealing the organisational and behavioural roots of ostensibly 
technological architectures of command and control.

Overlapping Networks: C2 Architectures as 
Technological, Tactical and Organisational Systems

In recent years, the Australian Army has begun to invest heavily in digital 
command and control technologies via the Land 200 Program, including 
new Battlefield Management Systems (BMS) and linked digital radio and 
satellite communication equipment.126 Nonetheless, the introduction of 
autonomous systems is predicted to be a fundamental discontinuity in the 
practice of Australian C2, at least according to the current vision of HUM-T. 
As one Army study has argued, the acquisition of digital BMS has effectively 
‘reinforced a traditional C2 system by providing digital communications 
linkages aligned to the current tactical command architecture’, concluding that 
the future adoption of HUM-T is consequently ‘not a story of “digitisation”’.127 
Much like the current digitisation effort, however, the success of HUM-T will 
rely on the design of future network architectures that optimally integrate 
soldiers and digital systems, and the alignment between those architectures 
and the mechanisms of command and control actually practised by Australian 
officers. The existing challenges experienced by the Army in creating digital 
command architectures thus illustrate the profound technical challenges 
HUM-T will raise for future C2, as well as the potential path dependencies 
embedded in the systemic nature of network architectures that future 
autonomy must contend with, at least in the short term.

Although current digitisation efforts are intended to optimise a model of 
C2 that is fundamentally different from, and more conventional than, that 
embedded in future visions of HUM-T, the difficulty of integrating multiple 
systems across the force has still presented a challenge, hampering Army 
efforts to leverage the potential of digital command systems to their full 
extent. In part, this challenge reflects the different pace of digitisation 
across the Army, hindering the integration of new and legacy components. 
The artillery, for example, was an early adopter of digital command and 
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control systems, embracing Raytheon’s Advanced Field Artillery Tactical Data 
System (AFATDS) developed for the US Army in the 1990s. AFATDS connects 
gun lines with command posts and forward observers through a shared fire 
support command and control application that can automatically calculate 
firing solutions, and was seen as something of a test case for the wider 
concept of digital networking.128 But, while the artillery has long possessed 
significant experience of digital command systems, other arms of Service 
remain significantly less digitised. When asked about their experience of 
digitisation, a number of officers rhetorically questioned whether it had even 
happened, noting the continued reliance on ‘manual input’ like email and 
Microsoft Excel. One intelligence officer, for instance, described digitisation 
to date as ‘haphazard’, while an infanteer likewise remarked that in his 
experience, the Army has not incorporated digital systems so much as been 
‘weighed down by digital infrastructure’, which has ended up slowing down 
command processes rather than flattening them.129

To a significant extent, uneven digitisation has been caused by the disparate 
nature of the Army’s historical procurement processes, which have created 
particular issues for C2 modernisation given the systemic nature of networked 
command technologies. Traditionally, procurement projects have been 
managed in a discrete fashion, creating a series of stovepipes between 
different capability owners that saw procurement priorities in each managed 
in isolation, and integration (and even interoperability) largely neglected. 
The LAND 200 series, for example, effectively represents the third generation 
of Australian command and control systems in the land domain, and was 
described by the Chief of Army in 2017 as the ‘highest-priority project in the 
Army’ primarily because of its role in tying together individual platforms and 
capabilities.130 Yet prior to this date, individual LAND 200 projects were run 
by separate organisations with little overarching coordination or oversight. 
The first tranche of LAND 200, focusing on the procurement of digital radio 
systems, has been described as driven by ‘a “quick win” philosophy’ from 
the bottom-up, resulting in a ‘“project-by-project” approach that limited the 
Army’s ability to determine or coordinate a system-of-systems acquisition 
plan’.131 The second tranche was little better, overseen by two different project 
offices—one responsible for procuring BMS and the other for the associated 
tactical communications network that would support it, each with its own 
prime contractor—which could not agree on the technical specifications for 
the overarching concept, or how to integrate the two main components.132
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As a result, the effectiveness of digitisation has been hindered by the 
difficulties of integrating Israeli-made BMS with US-manufactured radio 
networks, alongside pre-existing specialist networks like AFATDS, each of 
which was designed by a different company.133 Moreover, because many 
of the individual digital components (such as sensor systems) in Australian 
service are essentially proprietary, even the purchasing of bespoke new 
systems from different contractors cannot guarantee full interoperability. 
However, this problem is significantly the result of organisational processes 
unrelated to technological challenges, including those generated by staff 
posting cycles and career pressures, which can encourage a ‘[this is] my 
project and this is what we’re getting’ mentality among project managers.134 
Equally, the regulatory mechanisms used to assure value for money 
in complex taxpayer-funded projects can likewise exacerbate system 
integration issues, inserting ‘contractual handcuffs’ early on that make 
it difficult for suppliers to accommodate unforeseen integration issues—
or respond to new technological developments mid-project.135 As one 
participant argued, ‘[t]he technology problem of systems not speaking to 
each other is actually a human problem of acquisition’, caused, in the words 
of another officer, by a tendency to ‘buy a whole lot of stuff and then try to 
figure out how it can be integrated’ afterwards.136

These issues are exacerbated by the lengthy nature of military procurement 
cycles, which can itself create additional complexities for systems integration. 
In principle, each tranche of the LAND 200 program was not expected to 
have to be compatible with components of the previous tranche it was 
intended to replace. However, the length of time required to roll out each 
tranche and integrate systems into the Army’s extensive fleet of vehicles 
has meant that successive tranches have of necessity been required to 
operate alongside legacy systems, complicating systems integration issues. 
Moreover, accelerating the pace of rollout is inherently constrained by the 
Army’s force generation cycle, which means units can only realistically be 
re-equipped during their reset phase; thus, the thorough refit of a brigade 
can require several consecutive years. This inevitably creates capability gaps 
as available units are equipped ahead of priority ones, creating the sense 
that the Army constantly ‘end[s] up with capabilities that are considered 
interim’ among regimental officers.137 It also produces pernicious trade-offs 
between ‘short-term or long-term functionality’, not least because each new 
component creates additional liabilities in terms of training, sustainment, and 
maintenance which can themselves complicate integration, potentially even 
impeding the ‘capacity to absorb additional layers of capability over time’.138



26 From Tools to Teammates

Australian Army Occasional Paper No. 7

Importantly, dysfunctional procurement has had a direct impact on the 
practice of Australian command, owing to the systemic nature of networked 
C2 systems. This is most apparent at the lower tactical levels, where 
a continuing digital watershed effectively limits the utility of digital C2 
systems—and the modes of command they represent. The value of BMS, 
for example, lies in the construction of a shared operating picture to support 
planning and orders dissemination across the chain of command, as well 
as for timely decision-making during operational execution. At present, 
however, lower tactical units (like platoons and companies) are not regularly 
tracked digitally, reducing the utility of BMS at the brigade level, as it cannot 
automatically display the actual location of friendly forces in real time and 
must be augmented by manual monitoring by voice.139 This is partly the 
result of bandwidth limitations. The principal trunking systems that support 
high-bandwidth communications generally stop at the brigade level, while 
digital combat net radios are only realistically able to support around 2 
kBps of traffic—10,000 times less bandwidth than 4G—save at very short 
distances.140 The latency of the operating picture supported by such limited 
bandwidth effectively renders digital tracks an irrelevance at some tactical 
levels. As one participant argued, systems that only update every half an 
hour are of little use for tactical coordination when an aircraft can cross a 
unit’s area of responsibility in a few minutes.141 Consequently, a number of 
participants argued that limitations in bandwidth effectively limited higher 
headquarters’ ability to understand the tactical situation and therefore 
exercise effective control.142 While officers may plan and transmit their orders 
digitally, when it comes to actually executing operations, the limitations of 
current digital architectures mean that ‘fighting by voice is the only way’.143

To a certain extent, the Army has begun to address some of these issues, 
giving some cause for optimism in the future development of HUM-T in C2. 
Following the First Principles Review in 2015, capability procurement was 
reclaimed by the Department of Defence, and oversight has since moved 
within the purview of the Service Chiefs, providing greater accountability 
of acquisitions to end users. The Army has also invested in rebuilding its 
scientific and testing capabilities, and has likewise recognised that multiple 
acquisition streams can no longer be managed separately, moving from 
a project to a programmatic approach, although it must still contend 
with significantly more simultaneous lines of development than its sister 
services.144 In the LAND 200 program, for example, the merger of both 
tranche two project offices into a single authority has been credited with 
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turning ‘“two previously disenfranchised and factionalised units” into a 
“cohesive and empowered team”’.145 The ADF has also established a 
Robotic and Autonomous Systems Implementation Coordination Office 
(or RICO) to oversee the development and integration of land systems.146

Nonetheless, procurement issues still remain. In the field of digital 
intelligence and C4ISTAR,147 for example, one participant cited ‘36 projects 
that inform capability development’—two-thirds grounded in digital 
information technology—the majority of which are not integrated. This might 
lead to a future situation in which sensors, processors and force protection 
systems are all automated or semi-autonomous but cannot communicate 
directly with each other, save through some yet-to-be-designed overarching 
C2 system that may or may not be able to link to them all.148 As one 
Australian military analyst has concluded, ‘[r]ather than solving contemporary 
integration challenges, artificially intelligent, autonomous machines are 
almost certain to create new ones’.149 One recent study, for example, 
recommended that the Army explicitly articulate common architecture 
standards for new digital systems (including, presumably, autonomous 
ones) as the necessary precondition for considered architecture design and 
acquisition, a point echoed by serving officers.150 The Army’s tactical culture 
may also impede change here. In Gilchrist’s view, for example: 

The greatest challenge to an integrated joint force is the focus 
on platforms that deliver effects, rather than the information and 
communications architecture that links these capabilities in a 
meaningful way.151

The alternative, however, is continued ad hoc procurement and inevitable 
systems integration incoherence.

That said, it is important to recognise that the challenges of architectural 
change in C2 are not simply the result of poor procurement. Indeed, in some 
respects, digitisation has still had a notable impact even down to the 
battlegroup level, with many ‘back of house’ functions like administration 
and logistics now conducted digitally (albeit often in the form of Microsoft 
Excel attachments to email).152 Principally, however, the digital watershed 
in tactical C2 at the brigade level remains because digital alternatives to 
analogue command by voice over radio are simply not quick or flexible 
enough to keep pace with the speed of combat. Moreover, verbal 
communications provide commanders with a range of non-verbal cues 
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about soldiers’ emotions, intentions and environment that other mechanisms 
of digital communication like text transmissions cannot.153 Consequently, 
digital C2 has struggled to displace traditional forms of command and 
control at the tactical level even though much of the actual equipment 
has been digitised, as with the use of digital encryption and frequency 
modulation in VHF radios and the use of laser target designators to help 
smart munitions acquire targets.154

In the case of HUM-T, the development of new command architectures may 
face additional challenges resulting from the sheer novelty of the constituent 
technologies, which creates tandem problems both for procurement and 
for force development. As the Army itself recognises, the maturation of new 
military technologies substantially relies on product development by industry. 
These work streams are usually defined using in-use systems or specific tactical 
applications, but because ‘HUM-T is an immature capability, defined more by 
imagination and concept than a firm grounding of the technical opportunities 
and constraints of key technologies’ it is consequently ‘difficult to pull user 
requirements for systems without precedent’.155 In the words of one expert: 

… as with every focused user community, radical development of 
wholly new tech is not going to come from the war-fighter—what they 
want is better Gortex ... not a bunch of batteries that they are going 
to have to cart around.156

Consequently, industry has consistently complained that Defence lacks a 
clear understanding of what it wants from both modernisation in general and 
its suppliers in particular.157

The Army primarily appears to be addressing this concern by attempting 
to embed a culture of innovation within organisational behaviour. At the 
strategic level, the Army’s Industry Engagement Statement can be seen as 
an attempt to facilitate deeper and less risk-averse commercial partnerships. 
Internally, this drive can be seen in initiatives such as MakerSpaces 
and Army Innovation Day, and fora like The Forge and the Defence 
Entrepreneurs’ Forum, rightly described by one interviewee as part of ‘a rich 
military education ecosystem’.158 Yet, despite the need to develop concerted 
and coherently designed command architectures to make concepts like 
HUM-T work, innovation is primarily understood as a bottom-up model, 
mirroring current trends in business and management theory. One officer 
stated that the most ‘innovative part of Army is [its] soldiers’, while Major 
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General Findlay has characterised Australian Diggers as ‘innovation 
carnivores’.159 By extension, participants widely argued that the Australian 
Army contains significant pent-up potential for innovation, which is stymied 
either by unresponsive senior leaders or by inflexible and lengthy acquisitions 
processes. Paradoxically, though, while soldiers are universally seen as 
innovators, their collective Army culture is described as conservative and 
stifling. Indeed, concern for career prospects was described as the cause 
of risk aversion, leading to a ‘grey’ culture of blandness and, in the eyes 
of some, a toxic ‘tall poppy syndrome’.160 At its most extreme, the Army’s 
current innovation drive was characterised by one frustrated officer as ‘all 
words and hot air’, with concepts like NCW outwardly pursued but privately 
dismissed as ‘gimmicks’ and shallowly adopted.161

Admittedly, a number of participants recognised that the primary constraint 
on commanders’ receptiveness to innovation was resource shortages. 
In the words of one officer, ‘everyone talks of the “big I”, but it is the poor 
man’s innovation’.162 Moreover, much of this bottom-up enthusiasm was 
described by one officer as the metaphorical equivalent of designing 
‘a better tent peg’.163 Instead, a number of respondents argued that senior 
officers’ enthusiasm was actually the more pressing problem. Officers 
worried that senior leaders did not properly understand the limitations of 
immature technologies and were too quick to jump on expensive ‘silver 
bullets’ all too often ‘sold as panacea’.164 In the words of one participant, 
‘[s]enior officers see capability that works at higher levels and want it to work 
at lower levels.’165 As one expert noted, however, Army leaders have not 
been so keen to make the necessary enabling changes to organisational 
processes.166 Certainly, senior officers like Major General Ryan have been 
quick to acknowledge that Army Headquarters ‘needs to listen more closely 
to people below’.167

Unpredictable Architectures: The Second and Third Order 
Effects of Technological Change in C2

While procurement reform is vital to the coherence of future HUM-T 
architectures, this is unlikely to guarantee the effective application of 
autonomous C2 on the battlefield. In part, the strategic environment in which 
the Australian Army operates will inevitably complicate the development 
of new C2 systems, as Australian approaches must function both in 
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isolation and within a coalition dominated by larger partners, creating what 
one participant described as an expensive ‘keeping up with the Jones’ 
problem’.168 However, procurement decisions alone provide little guarantee of 
future architectural interoperability, which is as dependent on trust, familiarity 
and sovereign national security priorities as it is on technology.169 Although 
the LAND 200 system is designed to facilitate interoperability with the US, for 
example, experience on Exercise TALISMAN SABRE saw significant additional 
staff required to support interoperability, at least initially, owing to Australian 
unfamiliarity with US systems and processes—a phenomenon mirrored by 
British experience of coalition operations.170 Moreover, importing foreign 
systems comes with its own complications. As one participant remarked 
of the RAAF’s purchase of EA-18G Growler electronic attack aircraft, ‘[w]e 
thought we were buying the good stuff but we weren’t’.171

Importantly, if the experience of digitisation is any indicator, automation will 
undoubtedly produce new and potentially problematic dependencies that 
may challenge the utility of HUM-T—particularly if autonomous architectures 
evolve organically rather than by design. In some visions of HUM-T, for 
example, autonomy is essentially viewed as a panacea for all systems 
integration and data-processing tasks, eventually enabling armies to 
‘eliminate technological constraints that confine us to our current monolithic 
headquarters approaches’.172 Yet, unlike in industry, where data can often 
be generated in useful digital formats suitable for automated management, 
military data will likely continue to persist in a wide range of different and 
inherently incompatible formats—‘from UAS feeds, to Facebook posts, 
to scraps of paper and everything in between’—making data integration 
a potent challenge. Indeed, the automated translation of data from one 
medium for use in another will inevitably require automatic cleaning and 
sifting, potentially risking the loss of the key contextual information on which 
analysis relies.173 Moreover, the coding skills required to navigate these 
challenges are far from abundant in the Australian military, while US efforts 
to enlist Silicon Valley expertise have been stymied by civilian concerns 
over the legitimacy and ethics of Department of Defense aspirations.174 
Even where data can be integrated, automating analysis presents a further 
set of challenges. Importantly, the ‘procedural consistency of algorithms 
is not equivalent to objectivity’; in other words, AI is only as good as the 
data used to train it, creating a further set of potential vulnerabilities. In the 
worst case, military decision support tools may simply end up replicating 
the organisational biases contained within the data used to train them, 
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as can be seen with current concerns over the use of predictive algorithms 
in policing.175 More broadly, acquiring, cleaning and updating the datasets 
needed to train AI applications continues to hamper the development of 
military autonomous systems even in comparatively simple pattern-matching 
tasks like vehicle recognition.176

Perhaps more esoteric, but no less concerning, is the prospect that HUM-T 
will necessarily produce highly networked but functionally specialised 
forces attuned to fight other militaries equipped with high-end technological 
capabilities, at the expense of low-intensity, population-centric tasks 
where sensors and processors optimised for seeking conventional 
military emissions struggle. The electronic specialisation embedded in 
HUM-T networking, intended to enable the future force to compete in a 
peer-on-peer engagement, may inadvertently degrade combat effectiveness 
against less technologically sophisticated adversaries, while simultaneously 
deepening existing electronic vulnerabilities that near-peer competitors will 
exploit.177 In common with partner expectations, however, the ADF’s vision 
of future C2 is reliant on sustaining high levels of networked connectivity 
between platforms and nodes. In the words of one Australian military 
commentator, ‘resilient network architectures are the critical requirement of a 
digitised, artificial intelligence-enabled future force’.178

At present, network connections are widely viewed as a major source 
of tactical vulnerability, given the comparative difficulty of concealing 
contemporary headquarters replete with their ‘antennae farms’ and large 
electronic signatures. Indeed, the ease with which pro-Russian forces were 
able to locate and destroy Ukrainian headquarters was cited by participants 
as the standout lesson of the Donbas War.179 Whereas field headquarters 
were once modest affairs, readily reconfigurable and able to pack up and 
relocate at short notice, digitisation has rendered this a challenge. Instead, 
increasing numbers of staff are required to manually process and integrate 
the increasing quantities of information produced by (and necessary to 
tactically coordinate) subordinate units, leading to geographically fixed 
and tactically vulnerable headquarters. On Exercise HAMEL, for example, 
Major General Ryan ‘saw a brigade HQ that couldn’t move ... because 
it had become too bloated’.180 Moreover, this growth has not necessarily 
relieved cognitive burden, with commanders’ capacity for decision-making 
in constant danger of being overwhelmed by the demands of larger and less 
flexible staffs. In the words of one participant, ‘What did digitisation do to 
us? It has led to bloating of HQs’.181
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To a certain extent, doctrinal and organisational reforms are expected to 
offset these issues. Major General Findlay, for example, has suggested that 
some of the issues created by digitisation are actually ‘because we’ve not yet 
evolved our workforce to be data-literate, and we’ve often applied an analogue 
approach or process to a digital backbone’.182 Equally, as Brigadier Ascough 
has argued, the combination of digitisation and counterinsurgency has seen 
divisional functions pushed down to brigade headquarters and below, resulting 
in larger lower headquarters. Consequently, a return to viewing brigades as a 
purely tactical manoeuvre element, with correspondingly limited planning and 
execution responsibilities, might reduce the burden.183 Yet little consensus exists 
as to the likely second-order effects of future automation on field headquarters. 
New autonomous systems might conceivably make some existing support 
staff redundant, but new specialists may be required to maintain them.184 
Moreover, part of the appeal of HUM-T is the perceived ability to expand tactical 
headquarters’ planning horizons by alleviating information processing and 
systems integration issues, reinforcing the importance of getting the technical 
architectures right.185 The requirement to integrate future Army C2 with the joint 
environment will likely add additional complexity to the development of HUM-T. 
Although the ADF is investing in joint digitisation, including via Army signals, 
participants generally viewed joint integration as a significant contemporary 
challenge. As one officer quipped, ‘Army has enough problems communicating 
with itself digitally, let alone with joint force comms’.186

It is possible that HUM-T may exacerbate this issue, as senior officers 
recognise. Major General Ryan, for example, has described the Army’s 
present understanding of electronic warfare as akin to ‘a 1940s view’ based 
around heat, light and radio traffic, when future conflicts will likely be a ‘battle 
of signatures’. Moreover, as AI processing capabilities diffuse, so the useful 
indicators available to enemy forces are expected to increase—even down 
to an ‘increase in take-away food’ betraying a unit’s pre-deployment 
activity.187 Digitisation has likewise created an insatiable demand for power 
to run computers and electronic systems, not just in headquarters but also 
throughout the force, creating its own tactical footprint. Field headquarters 
can often require three or more field generators, itself a notable combat 
indicator for enemy reconnaissance, while the additional fuel and battery 
demands at all levels is a major logistical challenge. New digital systems 
have even affected the capabilities of tactical vehicles, as incremental 
demands for additional energy to run new systems and radios drain 
power and add weight. In Australian service, for example, the Bushmaster 
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protected mobility vehicle is now fitted with three separate powerpacks.188 
Critically, as automation transforms the network itself into a decisive 
capability, so the proportion of enemy effort targeting C2 links can be 
expected to increase, potentially supported by new weapons systems such 
as radiofrequency attacks specifically designed to collapse communication 
systems and fry electronic processors.189

Even if HUM-T does not immediately reduce the number of staff required 
to manage and sustain information flows, automation may nonetheless 
help to reduce the size and scale of future field headquarters by enabling 
information processing, analysis and support functions to be conducted 
remotely by digitally connected staff physically located in secure rear 
areas. It is hoped that so-called ‘reach-back’ capabilities will ‘mitigate the 
risk of the Army’s network vulnerabilities being exploited in theatre’, to the 
point where many headquarters’ functions may ‘become a largely virtual 
service, with high levels of resilience, adaptability and lower operational 
costs’.190 Indeed, this process is already underway, as digital networks are 
progressively broadened and lengthened. Since 2014, for example, the 
size of a forward-deployed brigade headquarters on Exercise HAMEL has 
reduced from approximately 250 staff to 75, as commanders and staff 
have learnt to ‘leave as much of the headquarters as possible out of the 
battlefield and in a protected area, and rely on reach-back’. By automating 
basic monitoring and data integration tasks, HUM-T might see this number 
reduce still further—especially as overall headcount is in part constrained 
by the number of individuals required to minimally staff the headquarters 
round the clock for an enduring period.191 In a similar fashion, the US 82nd 
Airborne Division has constructed a permanent Joint Operations Centre at 
Fort Bragg to act as the divisional main headquarters, enabling the divisional 
commander to operate with a forward-deployed staff just 50 to 100 strong 
through satellite linked reach-back.192

Nonetheless, while the Australian officers in this study widely recognised 
the benefits of increased agility in headquarters, the optimum balance of 
forward to rear functions will need constant adjustment as technology 
matures.193 Even if automation does reduce the physical size of field 
headquarters, in so doing it may concomitantly exacerbate headquarters’ 
vulnerability in the electromagnetic spectrum through increased reliance 
on digital connectivity, reinforcing the importance of viewing C2 as a 
systemic socio-technical architecture. Indeed, the linked problems of digital 
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signature and emission control well illustrate the importance of interweaving 
tactics and technical development in future C2 architectures. In principle, 
the emission vulnerabilities produced by more profound networking and 
reach-back might be managed through deception, keeping C2 nodes 
below the threshold of targeting (rather than detection) by blending into the 
electromagnetic noise of a busy digital battlespace. As some participants 
argued, ‘rather than hiding by austerity, we may need to flood digital 
signature’, precisely ‘because the EM spectrum is so congested, one of 
the best ways to respond is to hide in plain sight’.194 However, as Professor 
M J Ryan has observed, managing this volume in a modern digitally 
encrypted environment will be highly challenging, especially as the limited 
bandwidth available for data transmission means that current systems are 
effectively always active. Consequently, some officers have questioned the 
effectiveness of HUM-T concepts if deep connectivity cannot be assured.195

‘Edge’ systems might provide an alternative to reach-back, reducing digital 
signature. In an ‘edge’ system, automation would be embedded at the 
lowest possible tactical level, minimising emissions by analysing data as 
close as possible to the source. Such systems might be able to operate 
more independently in heavily contested electromagnetic environments, 
but at a cost in terms of platform size, weight, portability and power 
requirements.196 This might also allow users to control emissions in a similar 
way to the current pressel discipline. Nonetheless, some transmissions 
would still be required for tasking and situational awareness, while the overall 
C2 architecture would remain comparatively austere, offering commanders 
limited direct control of subordinates.197

In either model, moreover, changes to command behaviours would be 
essential to effectiveness. In an edge model, where ‘you have got to assume 
that once you’re seen, you’ve got 10 minutes to live’, commanding officers 
would no longer have the luxury of being able to hold prolonged daily radio 
conferences to provide direction and intent.198 Similarly, US experience 
of reach-back communications has likewise highlighted the potential for 
command confusion and ‘power struggles galore’ as forward officers 
find themselves caught between conflicting directions from various senior 
officers, all of whom claim the ability and right to insert themselves into the 
situation on the ground.199
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The introduction of BMS can be seen as a microcosm of this 
phenomenon. Although technologically novel, Blue Force tracking 
functions have nonetheless tended to reinforce conventional command 
hierarchies in the Australian experience (notwithstanding the difficulty in 
reliably tracking lower-level units), by providing a richer picture higher up 
the chain of command.200 Indeed, there is a growing recognition that the 
digital transformation of C2 must go further to update ‘industrial age’ 
doctrine for the information era, potentially even calling into question 
current shibboleths like the structure of staff branches and the linearity 
of planning and execution cycles.201 Yet, at the same time, at least 
one participant described a continuing perception that officers cannot 
command if they are not physically able to see the situation on the ground, 
resulting in a degree of ‘cultural miasma’ rooted in the Australian Army’s 
enduring tactical culture.202 The next chapter will examine these social 
dynamics in detail, focusing specifically on the generation of the trust 
necessary to implement technologically dependent reforms to command 
architectures and processes.
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Trust and Technology in Future Command 
and Control
The introduction of HUM-T into command and control will change the 
way soldiers interact with machines, and each other. In current Australian 
doctrine, the relationship between commanders and subordinates is 
framed by the philosophy of mission command, which emphasises 
the importance of shared understanding and mutual trust in facilitating 
decentralised execution without compromising unity of effort. Consequently, 
the Australian Army’s existing culture of mission command is seen as the 
gateway to future models of C2, in which deeper networking, autonomous 
systems and HUM-T will enable greater levels of self-synchronising tactical 
activity. Indeed, future C2 is expected to demand even greater levels 
of trust, in both fellow soldiers and their supporting autonomous systems, 
as technological change enables greater dispersion and decentralisation.203 
To date, however, technological changes in firepower, sensors, and 
communication systems have tended to result in ever greater levels of 
centralised control, leading some to question whether mission command 
actually remains a practical approach to modern warfare.204 Moreover, 
recent studies have highlighted the enduring centrality of interpersonal 
command relationships to modern military practice, despite the increase in 
physical dispersion and electronic communications, raising further questions 
about the feasibility of human-machine integration.205 This chapter examines 
the social and interpersonal dynamics of digitised C2, and their compatibility 
with future concepts of HUM-T, focusing in particular on the importance of 
trust and training in redefining mission command for the information age.
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Doctrines of Trust: Future Technology and Mission Command

Mission command is a comparatively recent innovation in most Western 
armed forces, the Australian Army included. The concept has its origins in 
the Prussian system of Auftragstaktik, or mission tactics, pioneered in the 
19th century as the size and speed of industrialised mass armies began 
to outpace the commanders’ ability to direct them using the nascent 
communications technologies available at the time. It subsequently became 
associated with the Wehrmacht’s Second World War Blitzkrieg, where the 
combination of radio communications and decentralised execution facilitated 
new levels of agility in tactical manoeuvre.206 In most NATO and affiliated 
armies, however, mission command was only adopted in the late Cold War, 
as the growth in information technology and deep strike capabilities 
rejuvenated interest in theories of manoeuvre warfare.

Although its precise application varies somewhat according to national 
practice, mission command is best understood as a philosophy of 
command in which commanders designate the objectives to be achieved 
and provide subordinates with a degree of freedom as to how best to 
attain them (within specified constraints). In this way, subordinates retain 
the flexibility needed to respond to the unforeseen, while delegated activity 
remains nonetheless unified around the commander’s overarching intent.207 
As a result, mission command has been reaffirmed by various Western 
armed forces in their future C2 concepts as the doctrinal precedent for 
greater levels of technologically enabled delegated control and dispersed 
activity. The ADF’s vision of future C2, for example, views mission command 
as the foundation from which to evolve future command practices, stating 
the future force ‘will continue to embrace Mission Command because it 
utilises Australian culture to generate an advantage’.208

In recent conflicts, however, there has been a contradictory tendency 
towards the centralised control necessary to coordinate multiple arms, 
services, and domains—enabled by the concomitant centralisation of 
digital information. In the eyes of many Australian officers, therefore, military 
modernisation has generated tension between the espoused doctrines of 
mission command and the reality of contemporary operations.209 Current 
command structures are optimised for coordinating targeting effects rather 
than facilitating tactical collaboration, leading to rumbling concerns that the 
drive for efficiency has substituted thinking and ingenuity for process and 
routine in Australian command cultures.210 This centralising imperative can 
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also come at the expense of rapidity in decision-making. As one participant 
put it, ‘We have invested decision-making authority to people with the least 
situational awareness’, such that any deviation from the prearranged plan—
especially changes in tempo—‘discombobulates C2’.211

In the experience of some participants, this tension can undermine the 
practical application of mission command, leading a number of Australian 
officers to question the utility of existing doctrine altogether. In the words 
of one interviewee, ‘Doctrine is a good read but it does not reflect mission 
command in practice ... mission command and micromanagement tend 
to go hand-in-hand’.212 In the experience of another Australian officer, 
digitisation has created a dissonance between theory and reality as a 
result of commanders’ ‘reluctance to decentralise and reticence to employ 
mission command’, concluding that the Army has ‘good doctrine but it 
is the rare officer who practices it’.213 That said, a number of participants 
noted that existing doctrine does not preclude commanders from closely 
directing subordinate activity. Instead, mission command can be understood 
as a spectrum, in which the degree of supervision commanders choose 
to exercise is defined by the level of trust they have in the competence 
and understanding of their subordinates.214 Consequently, while some 
officers were highly sceptical about the practice and prospects of mission 
command, others felt it remained alive and well in the Australian Army.

Nonetheless, the ability to intervene directly in subordinate’s activity does 
already appear to have affected superior commanders’ propensity to 
delegate. If the limitations of communications technology once meant 
that higher commanders had little choice but to trust to the discretion 
of their subordinates once battle was joined, this is clearly no longer the 
case. Instead digitisation has provided senior officers with ever more 
reach downwards into their own organisations, facilitating the proverbial 
long-handled screwdriver.215 This phenomenon is by no means confined to 
the Australian Army. The British military, for example, explicitly hopes that 
HUM-T will reverse the existing ‘tendency for senior decision-makers to 
monitor and intercede in low-level tactical action in real time’, while one US 
commentator has described digital communications as ‘like crack [cocaine] 
for generals’.216 To a certain extent, this imperative can be ascribed to the 
compression of traditional levels of war during highly politicised campaigns 
in Iraq and Afghanistan, which may also have contributed to senior officers’ 
widely noted ‘obsession’ with monitoring tactical operations via real-time 
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full-motion video feeds.217 Equally, though, a number of participants felt that 
the tactical emphasis in Australian Army culture also encouraged officers to 
disregard mission command to reach down to lower tactical levels where 
Australian officers are often the most culturally comfortable.218

Successful HUM-T will require soldiers at all levels to demonstrate far greater 
levels of trust—in each other and in machines—than digitisation has so 
far elicited. In principle, autonomous systems may improve the practice of 
mission command by facilitating the shared situational awareness necessary 
for mutual understanding, assuming this does not concomitantly provide 
commanders with further opportunities for centralised intervention.219 Yet it is 
far from clear that HUM-T will improve trust in future C2, not least because 
the development of trust involves highly emotive and social processes. 

In human factors research, trust is understood to comprise both affective and 
performative elements: it ‘requires feeling that an object is trustworthy and 
acting as though that object is trustworthy, even when there is risk involved 
in doing so’.220 Indeed, almost by definition, trust serves ‘as a substitute for 
total reliability’ and therefore depends on perceptions of distinctly human and 
emotive qualities such as reliability, competence, honesty, mutual respect 
and shared understanding.221 Typically these qualities are established through 
close interpersonal interactions, and physical dispersion has been shown 
to impede the formation of trust in new teams despite pervasive electronic 
communications.222 In the Australian Army, for example, integrity is seen as 
every bit as important as competence to the formation of trust, while exercises 
in collective planning like rehearsal of concept (ROC) drills and wargaming 
are explicitly valued for their ability to instil a sense of common purpose and 
obligation.223 Moreover, reciprocity appears to play an important role in these 
interpersonal interactions. Loyalty, for instance, has been described as a 
‘moral emotion’ rooted in understandings of ‘mateship’ as a professional 
obligation to fellow Australian soldiers.224

This does not mean that trust in machines is impossible or even unusual. 
Service members already place their trust in some automated systems 
as a matter of course; aircrew, for example, routinely delegate aspects 
of navigation to systems like GPS and autopilot, which can be said 
to constitute part of a human-machine team.225 However, as machine 
systems have no capacity for emotional reciprocity, the basis for human 
assessments of their trustworthiness is primarily task orientated: it depends 
on perceptions of machine reliability, predictability and utility. Consequently, 
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people tend to have a much lower tolerance for machine or system failure 
than for human error, and sustained trust in machine systems typically 
requires high levels of knowledge about how the system works and its 
limitations, in order to ensure a firm match between user expectations 
and its performance in context.226 In the context of military technology, 
for example, officers argued that trust required a degree of familiarity 
born of extensive experience in training, and demonstrable examples of 
effectiveness and utility. As one officer remarked, ‘creating a level of trust 
within HUM-T needs to come from practice and lived experience’.227

The centrality of perceived utility and reliability to the creation of user trust 
can already be seen in commanders’ reactions to digital systems like BMS. 
On one British Army exercise with a new BMS suite, for example, bandwidth 
limitations resulted in the presentation of erroneous, out-of-date information 
about some friendly forces locations, causing confusion among the staff. 
This immediately compromised officers’ trust in BMS, resulting in frantic and 
repeated efforts to verify all unit locations manually via VHF radio. Eventually 
BMS was abandoned altogether in favour of reversionary tried-and-trusted 
paper mapping and manual plotting.228 Australian officers have described 
similar experiences with BMS, noting how officers turn off or ignore digital 
systems when they do not provide the benefits expected.229 Here, the high 
expectations associated with digitisation may themselves undermine trust as 
partially implemented architectures fail to live up to the hype. 

To a certain extent, a degree of hype is necessary for organisational 
change. As Ash Rossiter notes, it creates the institutional momentum 
required to finance new technologies and implement reform.230 That said, 
the exceptionally high expectations placed on AI may result in significant 
disappointment, with attendant implications for wider military acceptance of 
HUM-T and automation in general. One participant observed that ‘AI is the 
latest thing people jump on because it will solve all their problems. They don’t 
understand the limitations’, while another felt that the Army did not actually 
need AI to solve half the problems it was being pitched to.231 Moreover, as one 
Royal Air Force officer has noted, high expectations can be attributed to ‘quite 
flimsy ... material from the commercial and private sector’, and Australian 
officers described over-promising about technological potential as ‘rife’.232 
Analogously, concepts like Revolution in Military Affairs and NCW lack 
legitimacy among many Australian officers—the latter being described by 
one participant as ‘fool’s gold’—owing to perceptions that they failed to live 
up to expectations, despite the partial realisation of many core elements.233
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This concern is compounded by perceptions of current engagement with 
ongoing digitisation as skin-deep, in part because of limited understanding 
and familiarity with the technologies themselves. In the words of one 
artillery officer, ‘right now, no officer above captain will touch BMS’ owing 
to lack of training.234 Moreover, participants felt that many commanders 
were insufficiently invested in the necessary institutional and procedural 
changes to make digital architectures work, instead focusing simply on the 
physical artefacts in a superficial way. One officer complained that the Army 
was not undertaking robust network security testing for fear that revealed 
vulnerabilities might undermine user confidence. Another recalled personal 
experience on Exercise TALISMAN SABRE in 2017, when HQ processes 
continued to be run in traditional fashion despite the brigade commander’s 
personal commitment to BMS, resulting in a situation where the commander 
failed to recognise that his own staff had effectively turned new digital 
systems into a glorified PowerPoint presentation solely for his benefit.235

To a significant extent, the design of future AI systems will determine the 
possibilities for user understanding and, by extension, trust. Systems 
constructed on formal rules-based ‘if-then-else’ models can be highly 
deterministic in their operation, for instance, and are generally considered to 
be ‘automated’ rather than ‘autonomous’. In contrast, systems employing 
machine learning generate an algorithmically defined ‘world model’ to 
simulate reality, from which they draw probabilistic rather than deterministic 
conclusions. As the system interacts with its external environment, this 
world model is dynamically sensed and updated, with system effectiveness 
determined by the accuracy of the world model to reality. These world 
models are created through training on curated datasets, or through the 
systems’ own iterative experience. In either case, the probabilistic nature of 
machine reasoning means that ‘autonomous systems will not necessarily 
produce the exact same behaviour every time; rather, such systems will 
produce a range of behaviours’—even when given the same inputs. 
Moreover, emerging approaches to AI like deep learning or neural networks 
make use of multiple layers of machine learning in order to abstract 
complicated problems, each providing an output for the next, making 
detailed human oversight of the decision-making process even harder.236 
Consequently, the inherent ‘black box’ nature of some forms of AI may make 
reliable predictability and human comprehension of AI decision-making 
virtually impossible, posing a real challenge for operator trust in military 
contexts. As one participant argued, ‘How do we trust when we don’t 
understand the AI algorithms?’237
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The detailed management of current digital systems already extends beyond 
the technical capacity of most officers, especially while attempting to carry 
out tactical decision-making or staff processes. This has necessitated 
dedicated military specialists within headquarters, and in some cases 
contracted civilian support.238 It also creates potential for enemy infiltration 
and subversion of autonomous systems, given that most officers will lack 
the ability to detect breaches and assure systems themselves.239 The nature 
of AI may also necessitate changes to officers’ own decision-making 
processes, in order to accommodate autonomous teammates. As Keith 
Dear has argued:

Before one can have explainable AI, one needs explainable humans, 
and that means being explicit about the premises on which decisions 
are based, being careful and precise in ascribing weight to these 
premises and to describing the resultant probabilities and confidence 
in one’s deductions, forecasts and decisions.240

This idea itself runs contrary to some understandings of military command, 
particularly for the Australian Army, where military culture has traditionally 
privileged the role of intuition in making sense of complexity and uncertainty.241

Conversely the difficulty in fully comprehending autonomous processes and 
decision-making may lead to unwarranted trust. At present, at least, digital 
systems tend to be optimised to perform specific tasks within a particular 
range of operation and so have a tendency to ‘fail catastrophically’ rather 
than degrade gracefully once their operating limits are reached. However, 
it is not always readily apparent when systems are approaching their limit, 
in part because monitoring tasks tend to be very poor at holding human 
attention, but also because of operators’ limited awareness of machine 
processing, leading systems to unexpectedly hand control of approaching 
disaster to human operators without apparent warning.242 Yet when 
machines appear reliable, operators often display a tendency to become 
over-reliant on them. When trusted systems provide recommended courses 
of action, for example, failures in decision-making tend to mirror the error 
rate of the machine advisor, suggesting that operators subconsciously 
begin to defer to the system.243 Some participants also pointed to risks 
of conscious deference—that increasing automation in C2 could provide 
carte blanche for ‘weak-minded officers’ to absent command processes to 
machines, or that the perceived rationality of automated computation would 
make it difficult for officers to override autonomous recommendations, 



 43From Tools to Teammates

Australian Army Occasional Paper No. 7

for fear of being subsequently unable to justify why their decision-making 
was better than the computer in a court of law.244 While command 
responsibility might legally reside in human commanders, perceptions 
of automated capabilities may nonetheless serve to erode their de facto 
command authority, with potential legal repercussions.

To a certain extent, these issues can be overcome through careful design 
of human-machine interfaces. Decision support systems, for example, 
might be designed to provide information rather than options, negating 
the dangers of human suggestibility and precluding situations in which 
machine recommendations amount to a fait accompli.245 HUM-T might 
also be constructed around a principle of adaptable autonomy, in which 
users set the parameters within which autonomous systems operate and 
the conditions under which control reverts to humans, potentially reducing 
the scope for operator surprise.246 Nonetheless, successful HUM-T will still 
require soldiers to adjust the level of trust they place in a system based on 
observable indicators of its functional performance in context, especially given 
the potential risks of compromise by enemy forces.247 If present digitisation is 
a guide, however, this too may prove a challenge. Inquiries into the downing 
of an RAF Tornado by friendly fire from a US patriot missile battery in the 
opening stages of the invasion of Iraq in 2003 highlighted that, alongside 
technical failures with Identification Friend or Foe (IFF) systems, the incident 
was partly caused by the socio-technical design of digital architectures (and 
associated doctrine) that emphasised autonomous processes over operator 
decision-making.248 Indeed, the vision of HUM-T in C2 contains an inherent 
paradox, inasmuch as autonomous systems are expected to help officers 
wrong-foot the enemy while simultaneously being highly trustworthy—and 
therefore comprehensible, predictable and reliable—to their operators.249

In summary, HUM-T might reshape the practice of mission command 
in radically different ways, depending on the degree of trust officers are 
prepared to place in autonomous capabilities. On the one hand, if HUM-T 
is perceived to improve the independent capabilities of subordinate 
commanders relative to higher HQs, autonomy might improve commanders’ 
willingness to delegate. Equally, increased situational awareness might 
reinforce commanders’ confidence in subordinates’ understanding, while the 
growing threat posed by digital emissions might concomitantly curb the 
penchant for constant downward intervention. Certainly where machines 
have proven themselves to be reliable and capable, their perceived 
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predictability already makes them the preferred option over people in routine 
cases. On the other hand, and absent these levels of trust, autonomy may 
actually exacerbate some of the existing pathologies of digitisation. 
A number of participants, for example, felt that Australian officers are 
culturally underprepared for the prospect of HUM-T. As one officer remarked, 
‘[c]ommanders are not comfortable if the decision-making process is not 
theirs—even less comfortable if decisions are vested in machines’.250

Building Trust: Training, Technology, and Institutional Change

The Army hopes to prepare officers for a more data- and information-
centric future through appropriate training.251 Indeed, studies on military 
innovation identify training as a key component of the organisational 
change required to deliver innovation.252 Given that trust in new systems 
and approaches in part stems from familiarity and experience, training 
offers a route to cultural acclimatisation as well as a means to ‘upskill’ 
Australian soldiers in particular areas.

Participant opinions on training institutions’ receptivity to change varied. 
However, officers generally doubted the degree of influence minor training 
reform would have on Australian command culture. While the All Corps 
Officer Training Continuum (ACOTC)—which governs most Australian Army 
officers’ professional development—was seen as highly influential on 
junior officers, it was considered to exercise very limited impact at higher 
levels of command. Consequently, ACOTC was not considered to greatly 
influence Australian military command practices, which instead perpetuate 
through lived experience, with career courses seen as exercises in personal 
broadening and network-building.253

The crowded schedule of existing career courses and unit exercise 
rotations was also identified as a major hurdle to new training for HUM-T. 
One participant argued that under the ‘current training system we don’t 
get enough time to work with other force elements and machines’, 
while another highlighted the difficulty in finding a single clear week to 
train staff in the use of BMS.254 More broadly the pressure on training time 
was perceived as a manifestation of the tension between ‘professional 
mastery’ and ‘constant change’ inherent in the Army’s ‘Ready Now, Future 
Ready’ strategy, making it difficult to maintain both generalist and specialist 
skill sets.255 Anecdotally this contrast has also led to concern over the priorities 
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in existing Army training mechanisms for (non-technological) specialists 
such as medical officers.256 In the case of HUM-T, at least one participant 
questioned whether the additional technical skills could ever be reconciled 
with the existing training timelines, mirroring existing concern that digitisation 
is causing elementary military competencies to atrophy as they become less 
frequently practised.257

Consequently, current training processes will themselves require 
extensive reform in order for officers to develop the depth of knowledge, 
familiarity and trust in autonomous systems required for acceptance of 
HUM-T. The experience of digitisation has highlighted the need to link training 
systems with doctrinal and technological change in a more concerted way. As 
a recent Australian Strategic Policy Institute report highlighted, initial provision 
of ‘just-in-time’ training to field units as they were refitted with new equipment 
did little to build confidence in digital systems across the force, amplifying 
issues of user acceptance and systems integration. Moreover, the use of 
different systems in tactical contexts and in barracks has created a physical 
and psychological distinction between routine technical skills and operational 
technologies, while exacerbating skill fade in the latter.258 Thus, participants 
argued that the scale of change represented by HUM-T would require a 
comprehensive overhaul of Army training to ensure that new practices were 
embedded consistently across the organisation.259 Because of the systemic 
nature of C2 architectures, which to be fully effective must align with both 
professional development and tactical doctrine, this task represents no small 
feat. Such a prospect would effectively require the re-engineering of ACOTC 
syllabuses (and likely accompanying non-commissioned officer development) 
throughout the training continuum, together with the gradual retraining of field 
army units in toto, alongside comparable changes to special-to-arm and trade 
training at successive levels.

The Army is clearly alive to the need to continuously reform training in light 
of new technological innovations, but it must balance pressure on existing 
training pipelines and unit rotations with retention priorities. Investment in 
simulation platforms, for example, is expected to provide an opportunity 
to exercise new concepts and capabilities with reduced levels of cost and 
disruption, potentially even ahead of some components’ full acceptance 
into service. Defence is also establishing a joint forces ‘battle laboratory’ to 
pioneer integrated warfighting concepts, and presumably also the systems 
integration that will underpin them.260 Moreover, the integration of synthetic 
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environments and live training is seen as a cost-effective means to facilitate 
experimentation and innovation without compromising on the realism of 
training. Often armed forces have used dedicated trials formations to pilot 
new concepts and develop wider organisational confidence in change. 
Whether such a commitment would be sustainable for the Australian Army 
at sufficient scale to test formation C2 remains uncertain, but synthetic 
training environments offer one potential substitute for a dedicated trials 
brigade, having been extensively developed by the Israel Defense Forces 
and increasingly employed by partners like the UK.261

Even so, effective training for HUM-T would rely on concomitant shifts in both 
doctrine and education, where a number of participants felt the Army had so 
far been slow to adjust to emerging technological potential. Although careful 
design of doctrine, processes and human-machine interfaces is expected 
to limit the requirement for officers to develop deep specialist knowledge, 
effective HUM-T is nonetheless expected to necessitate a somewhat greater 
level of technical understanding among generalist officers, if only to enable 
them to properly appreciate the strengths and limitations of autonomous 
systems in context.262 Accordingly, the Army is seeking to attract more officers 
with pre-existing STEM backgrounds, and to develop its educational provision 
in tandem with training. However, the Army’s established organisational 
culture inherently privileges practical or applied knowledge, even in the officer 
corps, and in the view of some officers actively borders on anti-intellectual.263 
Army leadership recognises the scale of the cultural challenge. As one senior 
Army officer noted, while the ‘Army is on a glide-path to be a data-driven land 
force’, future data competencies represent ‘a sea-change for our organisation, 
and we’ve been digitising for a decade’.264

Potential contradictions remain between the development of the educational 
capital required to manage automation and the training reforms needed to 
implement HUM-T. The 2016 Ryan Review, for example, emphasised the 
importance of fostering competitive dynamics in officer career courses, 
countering perceived tendencies towards average output standards. 
Greater intra-officer competition may advance collective mastery of the 
profession of arms, but may also sit ill at ease with the parallel need to 
create space for intellectual broadening—and the fostering of more profound 
teaming behaviours at the heart of future C2 concepts.265 Equally, changes to 
education and training are seen as a necessary prerequisite for the widespread 
acceptance of new tactical and organisational approaches, but may be difficult 
to enact without a clear doctrinal concept around which to structure reform. 
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Yet, absent the conceptual shift in officer attitudes educational reforms are 
intended to facilitate, doctrine has itself been described as unresponsive to 
change.266 As Brigadier Ascough has argued, the extent of the professional 
and technical educational demands of future HUM-T architectures remains 
somewhat elusive: ‘We don’t know the scale of the problem yet because we 
have not yet fully trained our force to be a digitally and data-literate force’.267

Embedding these new competencies will necessitate changes to the 
way the Army manages its people and their careers. At present, growing 
the Army’s technical competencies is complicated by difficulties in both 
recruitment and retention. Perhaps as many as 40 per cent of junior soldiers 
leave the Army at or before completion of four years of service, causing 
one participant to quip that ‘“Army in Motion” is not a catchphrase but a 
reality ... We’re a youthful army and an army experiencing high personnel 
turnover’.268 Concerningly, the ADF members most likely to leave before 
completion of their first term of enlistment are those serving in the combat 
arms or in communications and intelligence branches—the areas likely 
to be most immediately affected by the introduction of HUM-T in C2. 
In the latter case, the elevated dropout rate appears to be the product of 
competition for young talent between the military and the civilian labour 
markets. Moreover, in contrast to the US experience, minority groups are 
also less likely to remain in Australian service, despite increasing institutional 
recognition of the value of diversity for innovation and cognitive originality 
in planning and execution.269 Ongoing initiatives are attempting to address 
these issues, such as the Pathway to Change—Evolving Defence Culture 
program to address problematic behaviours. The 2016 ADF Total Workforce 
System seeks to provide the military with access to niche expertise through 
a more flexible employment system, allowing the Army to draw on specialist 
capabilities from the Reserve and via contractors more easily.270 In an effort 
to provide greater continuity and predictability for Service members and 
their families, Forces Command has prioritised ‘time with teams’ in its recent 
command plan, while simulation may also help to balance busy training 
commitments and the need to develop hands-on experience with the 
continuity required for steady retention rates.271

Even so, the Army itself recognises that designing new career pathways 
alone will not be enough to embed the skills and behaviours required for 
HUM-T. In-demand data specialists, for example, will likely require new 
pay, promotion and benefit structures to align service remuneration with 



48 From Tools to Teammates

Australian Army Occasional Paper No. 7

the civilian value of their expertise as opposed to their military rank.272 
While additional pay for specialist qualifications is not itself revolutionary, 
the wider implications of new technically orientated career reforms may 
nonetheless subvert traditional hierarchies embedded in military culture. 
Major General Toohey has been quick to argue that although an ‘expert 
operator’ will require ‘specialist pay [that] reflects their ability to effectively 
employ or sustain an autonomous system’, nonetheless, ‘a highly-paid 
Corporal ... will remain different to, and differently compensated from, 
a commander whose military judgement and leadership skills are trained 
over years and instilled through lessons on operations’.273

Echoing the challenges automation presents for labour relations in the civilian 
economy, officer views of HUM-T are coloured by perceived impacts on military 
employment. The prospect of using automation to generate efficiencies in 
the Army’s ‘back-end’ business has generated a degree of scepticism about 
the motives behind HUM-T. A number of officers serving at regimental level 
were quick to point out potential economies flowing from HUM-T, from the 
optimisation of procurement to the redeployment of intelligence analysts.274 
Staff officers likewise felt that in Army Headquarters, personnel savings were 
seen as closely entwined with autonomous systems, though as much as an 
enabler for adoption as an incentive for change.275 Indeed, senior officers have 
themselves articulated the potential to generate efficiencies from automation by 
‘balancing operational and enterprise effectiveness, affordability, and institutional 
values’. Moreover, the Army’s RAS Strategy identified the realisation of 
post-Fordist just-in-time principles in logistics and business processes as one of 
the main advantages of automation.276

For some officers, the Army’s cultural heritage also acts as an anchor on 
organisational change, tying Australian military identity to the idealised 
myths of soldiering prevalent in wider society.277 Digitisation has largely been 
driven top down by reformist senior leaders, even in the face of significant 
scepticism from below. As one participant remarked: 

This is our third go at digital C2. A couple of senior leaders have 
forced this on the organisation ... Even advocates acknowledged 
shortcomings but said it was necessary to get on.278

Senior Australian officers are nonetheless sanguine about the potential 
malleability of Australia’s martial heritage to future warfare. In the view of 
Brigadier Ascough, the Army must always hold its ANZAC heritage dear, 
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but it should not let this unduly shape soldiers’ (and civilians’) view of how 
the Army should develop. Australia’s martial history may in fact be actively 
harnessed in the service of change, as illustrated by Major General Toohey’s 
attempts to cast HUM-T as the intellectual successor of Sir John Monash’s 
innovative practice during the First World War.279 Consequently, future C2 will 
also need to accommodate the Army’s evolving organisational identity.

Nonetheless, civilian expectations of military conduct are likely to remain 
influential, given growing public interest in the ethics and accountability 
of autonomous systems. Humanitarian organisations and civil society 
groups are particularly concerned about the automation of lethal force. 
The International Committee of the Red Cross (ICRC), for example, 
has argued that the lack of predictability inherent in some forms of AI, 
together with the potential of autonomous systems to diffuse (and, by 
extension, partially abrogate) responsibility for errors among a very broad 
range of individuals (from those who supervise, operate or maintain the 
system on the battlefield to those who designed its functionality or approved 
its doctrinal method of employment) may reduce de facto legal control and 
accountability over the applications of human-machine violence. The ICRC 
has equally objected to the vagaries of various Western armed forces’ policy 
commitments to ‘meaningful’ human control.280 Indeed, ethical distinctions 
between the acceptable and unacceptable applications of autonomy in the 
public consciousness are not necessarily mirrored by clear technological or 
tactical cleavages, complicating the extent to which systems design alone 
can mitigate public concerns.281

Many Australian officers appear to share wider societal concerns about 
the ethical acceptability of military automation. A number of participants 
expressed ethical concerns about greater use of autonomy in targeting, 
citing a lack of trust in the reliability of systems and the complicated social 
and political contexts that the laws of war must invariably be applied 
in. One described these concerns as part of the ‘cultural baggage’ 
associated with HUM-T, while another worried that further autonomy might 
be the start of a descent into ‘immoral warfare’. The prospect of greater 
autonomy is also seen as potentially lowering the political entry costs 
for violent conflict and, by extension, undermining traditional concepts 
of strategic deterrence.282 In fact, some surveys of US military personnel 
suggest that Service persons are actually more strongly opposed to the 
use of lethal autonomous weapons systems than the general public.283 
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Joint Terminal Attack Controllers, for instance, have exhibited consistently high 
preferences for manned rather than unmanned aircraft in close air support, 
demonstrating a profound lack of trust in the reliability of robotic systems 
that lack ‘skin in the game’ and the reciprocal emotional obligations to 
ground troops that comes with it.284

Consequently, HUM-T may be required to maintain public and professional 
trust even where autonomy alone is technically capable, providing a 
bridge between societal expectations and the machines that actually do 
the fighting. Some participants even suggested that future autonomy 
might necessitate increased human involvement in targeting, with the 
inclusion of ethical advisors alongside political and legal advisors in some 
oversight functions.285 Thus, when it comes to the design of HUM-T in C2 
architectures, the ability to generate trust in future systems will encompass 
everything from tactical context to Australian civil-military relations.
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Conclusions
Military organisational culture has important implications for technological 
innovation. As Michael Horowitz has argued, the institutional capacity 
to absorb new military technology can be understood as the product of 
a cost-benefit analysis in which the expected advantages of adoption 
are weighed against the potential costs of and impediments to change.  
Importantly, both halves of this equation are shaped by officers’ beliefs 
and collective preconceptions, affecting the perceived value of new 
innovations and, by extension, the officer corps’ receptivity to change.287 
Military culture is rarely static or uniformly held throughout the officer corps, 
complicating straightforward generalisations about an army’s propensity 
to innovate technologically. Younger officers are often assumed to be 
more receptive to technological change, but this is not always the case. 
Historically, top-down military reforms have sometimes foundered in the 
face of bottom-up resistance; conversely, grassroots adaptation typically 
requires senior champions in order to successfully persist.288 Discerning 
Australian officers’ attitudes to, and expectations of, military automation is 
therefore vital to understanding the prospects for implementing HUM-T in 
the Australian Army. Consequently, this paper has sought to address three 
key questions: What do Australian officers believe about the potential for 
military automation? How might these attitudes affect the use of automation 
in future command and control? And, finally, what implications might HUM-T 
have for the Army’s existing organisational preferences? Key findings across 
each of these themes are summarised below, in turn.

First and foremost, Australian military perspectives on automation must 
be understood in the light of ongoing changes in Australia’s geo-strategic 
environment. ADF policy and concept documents reflect a growing concern 
at the rise of Chinese military power and the heightened strategic, political, 
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and economic competition this has brought to Australia’s near abroad and 
the wider Asia-Pacific region.289 As a result, there is a growing recognition 
among Australian officers that the Army must do more to support its sister 
Services in other domains, and the associated drive to acquire more potent 
cross-domain capabilities (such as long-range fires and surveillance suites) 
provides an important mobilising rationale for HUM-T in the land domain. 
Even so, the further technologisation of land warfare evidently runs counter 
to some deeply ingrained Australian military preferences. Traditionally 
Australian military identity has privileged the dismounted close combat 
soldiering skills considered to epitomise the Army’s idealised organisational 
and conceptual heritage, and a tension between these values and the 
ongoing drive towards a heavier-weight, digitised force structure can 
already be evinced. In the words of one interviewee, the ‘Australian Army 
is a light infantry army ... It sees technology as something you’ve got to 
carry on your back’.290 The adoption of future autonomous systems may 
further exacerbate this contradiction, undermining grassroots support for 
HUM-T. Equally, though, Australian military culture places a high premium on 
tactical effectiveness, and the ability to undertake expeditionary operations 
is highly prized by Army officers. Consequently, the prospective battlefield 
advantages offered by HUM-T may yet counteract cultural resistance to the 
idea of future automation in the Australian officer corps.

In particular, the potential to generate cost-effective mass through the 
use of autonomous systems has significant appeal, allowing the Army 
to punch above its size. Equally, the prospects of increased operational 
tempo, greater flexibility in the concentration and dispersion of forces, and 
reduced cognitive burdens on commanders and staff are seen as especially 
desirable. Participants likewise recognised the expected benefits of HUM-T 
in information processing and decision-making, and viewed the prospect of 
greater agility in command and control as a distinct positive. Nonetheless, 
many Australian officers remain deeply sceptical about the maturity of 
autonomous technologies, and ultimately doubt the ability to make good 
on these visions. For example, as one participant remarked with respect to 
autonomous weapons systems, ‘everybody says that they are swarming 
but they are not’.291 In time, continuing allied commitment to HUM-T may 
help to encourage acceptance among Australian officers, given the widely 
recognised importance of tactical interoperability and strategic burden-
sharing to Australian defence policy. As one officer concluded, ‘we have 
a culture to remain relevant’.292 That said, novel HUM-T concepts will 
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need to demonstrate their expeditionary credentials and, above all, clear 
utility in high-intensity warfighting, to win over Army sceptics. While most 
participants recognised autonomy’s potential in this regard, many doubted 
the robustness of autonomous capabilities in highly contested military 
environments, creating a perception that novel systems may be better 
suited to so-called grey-zone or sub-threshold contexts that may ultimately 
serve to limit genuine acceptance of HUM-T. Here the public articulation 
of autonomous benefits primarily in terms of reducing risk to human life 
may prove somewhat unhelpful, in part because HUM-T may yet create 
unexpected second-order risks to soldiers, and also because this narrative 
may inadvertently downplay the tactical possibilities such systems could 
bring—which are equally important for user acceptance.

Leveraging automation in the field of command and control will require 
more than a simple extension of current digitisation programs, and instead 
necessitate significant changes to current Australian C2 practices alongside 
the acquisition of new electronic architectures. Nonetheless, the Army 
views mission command as a bridge between current doctrine and future 
concepts of agile control, which rely on officers placing increasing levels 
of trust in the analytical and tactical decision-making abilities of machines. 
Yet, in the experience of many participants, digitisation has so far tended to 
reinforce traditional centralised command hierarchies and often undermined 
the exercise of mission command. Thus, while significant support for 
more agile and delegated modes of C2 exists, a number of participants 
questioned the ability of mission command doctrine to enable greater 
levels of trust and delegation in the future. Moreover, trust in autonomous 
systems (and the HUM-T concepts dependent on them) may be inherently 
difficult to develop. Absent the reciprocal emotive connections that 
typically underpin trust between people, operator faith in autonomous 
machines will rely heavily on soldiers’ understandings of how autonomous 
systems function, as a necessary prerequisite for developing confidence in 
autonomy’s reliability, predictability and utility in operational contexts. Quite 
apart from the potential contradiction between machine decision-making 
being comprehensible and predictable to users but unpredictable and 
incomprehensible to enemy forces, the limited technical knowledge of many 
generalist officers—combined with the ‘black box’ tendencies of some AI 
software—may inherently limit Australian receptivity to HUM-T. One officer 
neatly encapsulated this widely held concern: ‘How do we trust when we 
don’t understand the AI algorithms?’293
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Given the socio-technical and systemic nature of C2 architectures, however, 
the benefits of novel HUM-T approaches are unlikely to be fully apparent until 
significant change has already been accomplished. Perceptions of current 
digital command tools such as BMS, for example, have been undermined by 
persistent systems integration issues resulting from prolonged rollout times, 
uneven procurement, and ad hoc training. In the words of one participant, 
‘We’re in this weird transition phase; we are seeking to delegate to the lowest 
level but constrained by existing processes and capabilities’. Another argued 
that digitisation ‘hasn’t changed processes to date, just how processes are 
conducted ... it’s a chicken and egg thing’.294 While many of the underlying 
drivers of such issues are organisational and procedural in origin, technical 
limitations have also played a role—as with the continuing supremacy of voice 
over VHF to data for C2 in contact—fuelling some participants’ scepticism 
about future autonomy in C2 as technological hype. Moreover, HUM-T will 
undoubtedly produce new tactical and organisational dependencies, creating 
an ongoing need for technical and conceptual adjustment. Digitisation, for 
example, has precipitated a meteoric expansion in the size and footprint of 
headquarter staffs, as well as the electronic signatures of deployed formations. 
While automation might offset some of these issues through ‘edge’ processing 
capabilities and ‘reach-back’ services, it may simultaneously exacerbate 
emissions vulnerabilities and reliance on key enablers. Such trade-offs are 
unlikely to be avoided altogether, and participants were generally weary of 
technological ‘silver bullets’ purporting to provide all things to all soldiers. 
Consequently, future policy and doctrine should be explicit about the relative 
merits and trade-offs inherent in the developmental pathways selected, in order 
to help build organisational consensus prior to program implementation.

Finally, embedding HUM-T in Australian Army C2 practices will likely 
require significant organisational and institutional reforms to develop and 
maintain the proficiencies officers will need in order to operate effectively 
alongside autonomous systems. The Army has already begun to restructure 
procurement processes, and reforms of military education and career 
models are underway. Nonetheless, HUM-T will challenge traditional military 
preferences well beyond its battlefield praxis, and has the potential to 
subvert conventional military hierarchies and orthodox boundaries between 
military and civilian roles. The centrality of data science to military autonomy 
may prove particularly contentious, both because of the high commercial 
demand for programmers and because the future need to amend or assure 
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autonomous decision-making on the battlefield will likely blur traditional 
distinctions between the civilian contractors who manufacture military 
systems and the soldiers who operate them. The Army’s strong training 
focus and the possibilities offered by new synthetic training environments 
provide an opportunity to harness existing tactical cultures in the service of 
digital change while simultaneously contributing to the stability needed for 
retention. Even so, changing military career pathways will be a particularly 
sensitive area for the implementation of HUM-T to navigate. A degree of 
cynicism is already discernible among some Australian officers—especially 
those outside of staff posts in Army Headquarters—who can see how 
automation will enable the Army to achieve personnel savings. Although 
senior officers expect HUM-T to create different rather than reduced roles for 
soldiers, such role displacement undoubtedly has the potential to distance 
officers from high-status combat functions currently at the heart of Australian 
military identities. Managing the reorientation of cultural expectations about 
functional roles without perceived loss of agency or status will be critical to 
grassroots reactions to the institutional incorporation of military automation.

There is good reason to believe that Australian military identities can and will 
adjust to HUM-T. Opposition to digitisation has been far from uncommon 
across a number of other Western armed forces, and future advances in 
autonomous practice in one national context will likely encourage cultural 
acceptance among allies and partners as best practices diffuse. Despite 
areas of cultural incompatibility, future concepts of HUM-T are still broadly 
consistent with Australian officers’ established commitment to tactical 
excellence and professional mastery, as well as the Army’s espoused 
belief in the importance of empowering junior commanders. That said, 
Australian officers do share wider societal concerns about the ethical 
acceptability of autonomous systems. Participants expressed particular 
concerns about the detrimental effect autonomous systems might have on 
officers’ own command autonomy, and the implications for legal and moral 
accountability—even voicing concern about a slippery slope to ‘immoral 
warfare’.295 Some reformists expect these issues to become less salient 
as systems become more reliable and society becomes more comfortable 
with prolific autonomy in everyday life. At the same time, the far-reaching 
consequences for civilian life and work that automation is expected to 
produce may actually increase domestic opposition, and the challenge to 
traditional command roles and responsibilities HUM-T may pose should 
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not be underestimated. Thus, the implementation of autonomous concepts 
will need to consciously balance battlefield utility with societal perception 
by placing human agency at the heart of HUM-T. Ultimately, the successful 
adoption of autonomous systems in Australian military command and 
control will be as much a story of officers’ changing attitudes and behaviours 
as of technological innovation.
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