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Morphing ab initio potentials: A systematic study of Ne–HF
Markus Meuwly and Jeremy M. Hutson
Department of Chemistry, University of Durham, South Road, Durham DH1 3LE, England

~Received 28 October 1998; accepted 6 February 1999!

A procedure for ‘‘morphing’’ anab initio potential energy surface to obtain agreement with
experimental data is presented. The method involves scaling functions for both the energy and the
intermolecular distance. In the present work, the scaling functions are parametrized and determined
by least-squares fitting to the experimental data. The method is tested on the system Ne–HF, for
which high-resolution infrared spectra are available. It is shown to work well even with relatively
low-levelab initio calculations. Several basis sets are investigated at the CCSD~T! correlation level,
including various aug-cc-pVnZ basis sets and the specially-tailored Ne–HF basis set of ONeilet al.
All give good results after morphing, but the changes needed to match experiment are much smaller
for the ONeil basis set. The use of MP2 calculations is also investigated: again, the MP2 potential
is quite satisfactory after morphing, but requires much more modification than the CCSD~T!
potential. © 1999 American Institute of Physics.@S0021-9606~99!31417-3#

I. INTRODUCTION

The last decade has seen enormous advances in our un-
derstanding of potential energy surfaces, especially in the
field of intermolecular forces. For prototype systems such as
Ar–HF,1 Ar–HCl,2 He–CO,3 Ar–CO2,

4 (HF)2 ,5 and
(HCl)2

6 it has been possible to use extensive experimental
information from the spectroscopy of Van der Waals com-
plexes to develop accurate and reliable potential energy sur-
faces. In parallel with this, there have been substantial ad-
vances in electronic structure calculations: it is now possible
to carry outab initio calculations that give potentials ap-
proaching spectroscopic accuracy.

Although ab initio methods have advanced, the calcula-
tions needed to get high accuracy remain expensive and la-
borious. Large basis sets and high-level correlation treat-
ments are essential, and very large numbers of points are
needed to give an adequate coverage of configuration space,
especially for molecule–molecule systems. It is unlikely that
systematic errors due to basis set incompleteness and ap-
proximate correlation treatments will ever be eradicated
completely. Under these circumstances, there is scope for
even the bestab initio surface to be improved using experi-
mental results from high-resolution spectroscopy or else-
where.

One approach that has considerable appeal is to take a
goodab initio potential and modify it slightly to fit the ex-
perimental data available. This may be done in various ways.
If the potential can be decomposed into different physical
contributions, its components may be modified individually
to improve the fit to experimental data.3,4 However, the suc-
cess of this approach depends on the availability of a suitable
decomposition. An attractive alternative is to work with the
interaction energy itself. Various workers7–9 have simply
scaledab initio potentials by a constant factor to improve the
agreement with experiment. This approach modifies the en-
ergetics while leaving the geometries of stationary points
unchanged. Conversely, Bowmanet al.10–12 have morphed

ab initio potential surfaces for HCO and HCN by multiply-
ing the coordinates by a scaling function before calling the
potential routine, thus modifying the geometries of stationary
points while leaving the energetics unchanged. They also
introduced a subsequent energy scaling,11 applied with the
coordinate scaling held fixed. Our approach differs slightly,
in that we introduce energy and coordinate scaling functions
simultaneously, thus allowing for correlations between the
two.

The objective of the morphing process is to achieve
agreement with experimental data by making changes to the
potential energy surface that are as small as possible. How-
ever, ‘‘as small as possible’’ is a term that has no absolute
meaning. The scientist doing the fitting must make judge-
ments about which features of the original potential should
be preserved and which can be adjusted. For example, if the
original surface has two minima at different geometries, it
may well be possible to reproduce the experimental data ei-
ther by holding one well depth fixed and varying the other,
or by adjusting both well depths simultaneously. The choice
is one that must be made using physical understanding and
intuition, and the quality of the final surface may depend
crucially on the choice that is made. We believe that such
physical choices should be made as explicit as possible, not
hidden under layers of mathematical formalism.

The optimization process is conceptually simple for a
potential surface that is parametrized directly in terms of
well depths and equilibrium distances. All that is necessary
is to choose which parameters should be varied and then to
carry out a least-squares fit to the experimental data to deter-
mine optimum values. However, this approach is not ideal
for adjusting pointwiseab initio potentials, because a fitted
functional form will not go through all theab initio points in
the first place. The flexibility of the final potential is thus
limited by the choice of functional form. A more attractive
approach is to start with a potential energy surface that in-
terpolates between theab initio points and is then ‘‘mor-
phed’’ to bring it into agreement with experiment. Various
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interpolation schemes could be used for this; in the present
work, we use the reproducing kernel Hilbert space~RKHS!
interpolation method,13 which provides an efficient approach
that can readily be extended to many dimensions.

The present paper has three objectives. First, we describe
an approach to potential morphing that provides an economi-
cal representation of the surface, yet lays the essential physi-
cal choices open to inspection. Second, we apply our method
to the test case of Ne–HF, which has been studied before14,15

but for which no definitive intermolecular potential exists.
Last, we investigate the robustness of the method by repeat-
ing the calculations usingab initio potentials of poorer qual-
ity, in order to establish the minimum level of calculation
that can provide a useful basis for morphing. In the process,
we reach some interesting conclusions about the quality of
the unmodified potentials produced by different basis sets
and correlation treatments.

II. PREVIOUS WORK ON NE–HF

High-resolution infrared spectra of Ne–HF were first re-
ported by Nesbittet al.,16 who observed and analyzed the HF
stretching fundamental band (v jKn)5(1000)←(0000) and
theP bending combination band (1110)←(0000). The com-
plex shows interesting dynamical features such as
J-dependent predissociation rates, which allowed the deter-
mination of a rigorous upper limit to the binding energy.
Microwave spectra of Ne–HF have also been observed.17

In subsequent studies, the spectroscopy of the deuterated
counterpart Ne–DF was investigated.15 For Ne–DF, a richer
spectroscopy was observed because of the smaller rotational
constant of DF, which allows more bending excitation of the
complex without predissociation. Lovejoy and Nesbitt15 ob-
served the DF stretching fundamental (1000)←(0000) and
combination bands involving the Van der Waals stretch,
(1001)←(0000), theP bend, (1110)←(0000), and theS
bend, (1100)←(0000). ~The S bend combination band is
designated (1200)←(0000) by Lovejoy and Nesbitt, because
the S bend correlates withj 51 for a free internal rotor but
with the overtone of the bend for a near-rigid linear mol-
ecule.!

In parallel with the experimental efforts, ONeilet al.14

constructed anab initio potential energy surface using the
correlated electron pair approximation~CEPA! and used it in
rovibrational calculations. The agreement between the ex-
perimental results on Ne–HF and the theoretical predictions
was reasonable. Lovejoy and Nesbitt15 subsequently adjusted
the CEPA potential to reproduce their observed spectra for
Ne–DF, and the resulting potential also gave a good account
of the spectra of Ne–HF.

III. AB INITIO CALCULATIONS

The present work usesab initio calculations to provide a
starting point for morphing. For a system such as Ne–HF, a
large part of the attraction arises from dispersion forces. The
most important factors affecting the quality of the potential
are thus the level of the correlation treatment used and the
basis set employed.

There are many basis sets available, tailored for different
applications. In recent work on intermolecular forces, the
augmented correlation-consistent~aug-cc! basis sets of Dun-
ning and co-workers18,19 have become popular. Although
these basis sets are not specifically optimized for intermo-
lecular interactions, they do provide economical representa-
tions of correlation effects. In addition, the basis sets exist at
a variety of different levels: double-zeta~VDZ!, triple-zeta
~VTZ!, quadruple-zeta~VQZ!, etc., and thus allow a system-
atic investigation of the effect of increasing basis-set size.

On the other hand, specially designed basis sets exist for
a handful of systems, including Ne–HF. In their originalab
initio work on this system, ONeilet al.14 put considerable
effort into designing a basis set that gave a good account of
the effects important in intermolecular forces.

We decided to work principally with the aug-cc-pVnZ
series of basis sets but to compare the results with those
obtained with the basis set of ONeilet al. ONeil’s basis set
has highest angular momentum functions that parallel the
aug-cc-pVTZ basis set but has less highly contracteds andp
functions.

Our initial concern was to compare the performance of
the different basis sets using as complete a correlation treat-
ment as possible. We therefore decided to work with
coupled-cluster calculations at the CCSD~T! level of theory.
The effect of using lower-level correlation treatments~CEPA
and Mo” ller–Plessett perturbation theory! will be considered
later.

The present work uses a standard Jacobi coordinate sys-
tem, in whichr is the H–F distance,R is the distance from
the HF center of mass to Ne, andu is the angle measured at
the center of mass~with u50 corresponding to the linear
Ne–H–Fgeometry!. The grid on which energies were calcu-
lated is chosen to facilitate subsequent calculations of the
bound states. In particular, the evaluation of the necessary
integrals is stablest if Gauss–Legendre points are used for
the angles. The angular grid thus consists of points corre-
sponding to a 9-point Gauss–Legendre quadrature (u
5165.50°, 146.72°, 127.83°, 108.92°, 90°, 71.08°, 52.17°,
33.28°, and 14.50°!. In order to allow direct comparison with
previous work,14 the two collinear configurations (u50 and
180°! are also considered. The radial grid includes 15 points
between 4.75 and 14a0 . In this initial study the monomer HF
distance is kept fixed at the experimental equilibrium value
(r e51.732 91a0) as in the work of ONeilet al.14 All calcu-
lations were carried out with theGAUSSIAN 94 program
suite.20

For the weak interactions that exist in neutral Van der
Waals complexes, it is essential to include the counterpoise
correction.21 The need for this arises because, in a supermol-
ecule calculation, each constituent can lower its energy arti-
ficially by taking advantage of basis functions of the other
constituent, and the resulting stabilization is unphysical. The
intermolecular energyV(R,u) at each geometry is thus cal-
culated as

V~R,u!'Vcorr~R,u!

5WNe–HF~R,u!2WNe~R,u!2WHF~R,u!, ~1!
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where the quantitiesW(R,u) are the electronic energies of
the complex and the two monomers calculated in the com-
plete supermolecule basis set.

A. Quality of the unmorphed results

In this section the unmorphedab initio potentials are
compared and discussed. Two-dimensional surfaces were
calculated at the CCSD~T! level with the aug-cc-pVDZ,
aug-cc-pVTZ, and ONeil basis sets. In addition, to provide
error estimates, cuts atu50, 90°, and 180° were calculated
with the aug-cc-pVQZ basis.

The pointwise potential at each value ofR can easily be
converted into an expansion in Legendre polynomials,
Pl(cosu),

V~R,u!5 (
l50

8

Vl~R!Pl~cosu!. ~2!

The choice of Gauss–Legendre quadrature points as grid
points avoids the~potentially unstable! matrix inversion
needed to project out the radial strength functionsVl(R)
from a regularly spaced angular grid. To define a complete
potential surface, the radial strength functions are interpo-
lated using the reproducing kernel Hilbert space scheme of
Ho and Rabitz.13 This approach ensures smooth behavior of
the interpolant and an exact reproduction of the initially cal-
culatedab initio points. In addition, the procedure is readily
extended to higher-dimensional problems.

Figure 1 shows the potentials obtained from different
basis sets atu50, 90°, and 180°, and compares them with
the ‘‘best’’ empirical potential described below. It may be
seen that the diffuse basis functions are crucial to a good
representation of the potential; at the CCSD~T! level, the
aug-cc-pVDZ basis set gives only about two-thirds of the
well depth, and even the aug-cc-VTZ basis and
aug-cc-pVQZ potentials are significantly too shallow.

At the linear Ne–HF geometry (u50), CCSD~T! calcu-
lations using the ONeil basis set give a potential that is
slightly shallower than for the aug-cc-pVTZ basis set. How-
ever, the CCSD~T! results are substantially deeper than those
obtained from CEPA calculations using the same basis set by
ONeil et al. themselves.14

The results and even the relative orderings are different
at the T-shaped geometry. There, the CCSD~T! well depth
for the ONeil basis set is quite similar to the VQZ result,
although the intermolecular distance at the minimum is
somewhat larger. The VTZ potential is much shallower at
this geometry. Once again the CEPA results are considerably
shallower than the CCSD~T! results with the same basis set.

The effects observed for the T-shaped geometry are re-
peated at the Ne–F–Hconfiguration. The ONeil basis gives
a slightly larger well depth than the VQZ basis, again at a
slightly larger intermolecular distance. As will be seen be-
low, the overall shape of the potential obtained with the
ONeil basis set is significantly better than those from even
the aug-cc-pVQZ basis set.

B. Complete basis set extrapolation

One advantage of the correlation-consistent basis sets is
that their systematic construction scheme makes it possible
to carry out complete basis set extrapolation~CBSE!.22 The
quantityX to be extrapolated is taken to be a function of the
basis set sizen, where n52 for aug-cc-pVDZ, n53 for
aug-cc-pVTZ, and so forth. The quantityX(n) is fitted to an
exponentially decaying function ofn, and the extrapolation
to n5` gives predictions for arbitrarily large basis sets.

In the present case the extrapolation can be done in sev-
eral different ways. One approach is to consider the well
depth and equilibrium separation on each angular cut to be
functions of the basis sizen and to extrapolate them ton
5`. This is referred to as ‘‘parameter’’ extrapolation here.
Alternatively, the interaction energy can be extrapolated at
each value ofR to produce a potential curve, and the well
depth and equilibrium separation extracted from this. This is
called ‘‘pointwise’’ extrapolation here. We have tried both
methods, and the results are included~where possible! in Fig.
1. We find that the two approaches give quite different re-

FIG. 1. Comparison of results using different basis sets and correlation
treatments for Ne–HF. CCSD~T! calculations are shown as symbols joined
by lines for basis sets aug-cc-pVDZ ~open diamonds!; aug-cc-pVTZ ~open
triangles!; aug-cc-pVQZ ~open circles!; and ONeil et al. ~filled squares!.
The results obtained by ONeilet al.using CEPA calculations with this basis
set are also shown~filled circles!. The isolated points below theab initio
curves show the results of complete basis set extrapolation~CBSE! using the
‘‘parameter’’ and ‘‘pointwise’’ methods described in the text. The solid line
shows the empirical potential of Lovejoy and Nesbitt~Ref. 15!.
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sults: extrapolating the well depths gives a potential that is
systematically deeper than extrapolating the potential points
themselves.

It is not always possible to carry out both pointwise and
parameter extrapolations. For example, at the linear Ne–
H–F configuration it is possible to extrapolate the well
depths but the variation ofRe with n does not allow the
extraction of a CBSE limit. The symbol indicating the pa-
rameter extrapolation corresponds to the CBSE of the well
depth and the equilibrium separation on the aug-cc-pVQZ
curve. The pointwise extrapolation is also impossible in this
case: the pointwise extrapolated curve disappears towards
V52` when the three potential curves are equally sepa-
rated, which occurs just insideR55.8a0 .

Even the extrapolation of the potential points can be
done in two different ways: the extrapolation can be done
either for the ‘‘raw’’ supermolecule and monomer energies
@W(R,u) in Eq. ~1!#, or for the counterpoise-corrected inter-
action energyV(R,u). ExtrapolatingV(R,u) seems at first
sight to be preferable, since the extrapolation is shorter and it
is to be hoped that some of the basis-set errors will cancel.
Indeed, van Mourik and Dunning have reported that extrapo-
lating W(R,u) does not converge regularly for Ar–HF.23

Unfortunately,V(R,u) is not strictly variational, so its con-
vergence with basis set size may not be uniform; this is also
seen in Fig. 1: at distances aroundR57a0 , the VQZ poten-
tial for u50 is actuallyshallower than the VTZ potential,
and the extrapolation ofV(R,u) fails.

It is clear that CBSE must be applied with some care and
circumspection for intermolecular forces, and that its results
should be treated with caution.

IV. POTENTIAL AND COORDINATE SCALING

It is clear from the previous section that there is room to
improve on theab initio surfaces. Indeed, Lovejoy and
Nesbitt15 have already used their experimental results on
Ne–DF to adjust the CEPA surface of ONeilet al.14 Their
approach was to modify the well depth and minimum posi-
tion for the V0(R) term in the potential to reproduce the
binding energy and rotational constant of the ground state in
Ne–FD (v51). ThenV1(R) andV2(R) were scaled by con-
stant factors to bring theS and P bend frequencies into
agreement. This procedure gave a potential which was able
to give a satisfactory account of the experimental
observables.15

The approach taken in the present work is more compre-
hensive. Imagine the potential energy surface to be carved in
a block of rubber. The block can be stretched and bent in
various directions and by different amounts to accommodate
the experimental observables. This morphing procedure can
be written mathematically as

Vmorph~R,u!5v~R,u!Vorig~r~u!•R,u!. ~3!

The aim then, is to determine the functionsv(R,u) andr~u!
to give an optimal fit to the reference data~which are the
infrared spectra in the present case!. Since only interpolation
and not fitting is involved in definingVorig(R,u), there are

no errors due to poor fitting of theab initio points~though it
is still necessary to ensure that there are enough points to
define the shape properly!.

The form of Eq.~3! needs some explanation. At first
sight, it might be thought that an energy scalingv(R,u)
alone would be enough to achieve the changes required.
However, such a representation is inefficient: there are points
~or actually surfaces! at which Vorig(R,u) is zero, and they
are not the same as those at whichVmorph(R,u) is zero. To
transform one into the other using just an energy scaling
would thus require a scaling functionv(R,u) with poles and
zeroes. Such a function is difficult to parametrize and to
visualize. It is better to start by defining a distance scaling
functionr~u! that maps the zeros ofVorig(R,u) onto those of
Vmorph(R,u), andthento define an energy scalingv(R,u) to
deal with the rest of the corrections needed. The energy scal-
ing function can then be expected to be a smooth function of
the coordinates.

The generalization of Eq.~3! to higher-dimensional
problems is straightforward. The distance scaling functionr
needs to be a function of all coordinatesexcept R, while the
energy scaling functionv is a function of all coordinates
including R.

In the present work, we used the functional forms

r~u!5(
l

rlPl~cosu!,

v~R,u!5(
lk

vlkPl~cosu! f k~R!. ~4!

In the present work, the sums were restricted tolmax52 and
kmax50, with f 0(R)51 ~so thatv(R,u) is actually indepen-
dent of R here!. These restrictions could be relaxed if the
experimental data were sufficient. The lengths of the expan-
sions were chosen after considering the experimental data
available, as described below. The morphing procedure is
actually equivalent to a least-squares fit to determine the pa-
rametersv00, v10, v20, r0 , r1 , andr2 .

The actual morphing was done using theI-NOLLS

program,24 which is an interactive least-squares fitting pack-
age that gives the user detailed control over the progress of
the fit, with the ability to inspect statistical information and
to add or remove experimental data and fitting parameters as
the fit proceeds.

V. COMPARING EXPERIMENT AND THEORY

The experimental results from the infrared spectra can be
expressed in various ways, and the different representations
are by no means equivalent for fitting purposes. The ‘‘raw’’
infrared observables are line positions for individual
vibration–rotation lines. However, it is not desirable to fit to
such line positions directly, because high-precision quantities
such as rotational constants contain direct information about
intermolecular distances which can be obscured in fitting to
the line positions themselves. More specifically, we need to
be able to fit thespacingsbetween rotational levels with
considerably greater precision than the vibrational frequen-
cies.
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This argument can be taken one stage further. Rotational
level spacings are measured forJ50 to 1 and forJ51 to 2
~and, of course, for higherJ values!. TheJ50 to 1 spacing is
very close to 2B ~where B is the rotational constant, very
roughly 0.15 cm21 for Ne–HF!. The J51 to 2 spacing is
very close to 4B, and is thus almost exactly twice the 0 to 1
splitting. The deviation from linear dependence of the two
spacings is contained in the centrifugal distortion constantD,
which is a tiny quantity~around 1026 cm21) but nevertheless
contains important information: for the Van der Waals
ground state,D is closely related to the radial curvature of
the potential around the minimum. It is unrealistic to expect
a parametrized potential to reproduce the rotational spacings
themselves to better than, say, 1024 cm21, so to include the
rotational spacings as they stand obscures the curvature in-
formation. Instead ofE12E0 and E22E1 ~whereEJ is the
energy for rotational quantum numberJ!, it is much better to
fit to E12E0 and the linear combinationD5(2E213E1

22E0)/24; the latter quantity is approximately equal toD,
and isolates the curvature information.

A similar argument applies for thel-type doubling split-
tings that may be obtained from the spectra of the (1110)
←(0000) bands. TheP- and R-branch lines terminate on
upper states ofP(e) symmetry, and theQ-branch lines ter-
minate on states ofP( f ) symmetry. The splitting between
the e and f states of a givenJ depends on the extent of
Coriolis mixing of theP(e) states with nearbyS states. As
before, it is better to represent this by the energyspacing
between theJ51 e andf states than by the actual energies of
these levels.

For each vibrational level, the quantities that are actually
included in the fit are thus:

~a! the energy of the lowest rotational level, withJ5K
~and f symmetry in the case ofK51), relative to the
J50 level of the~1000! state;

~b! the spacing between the lowest (J5K) and next lowest
(J5K11) rotational levels~again for f symmetry in
the case ofK51);

~c! the second-order difference2E213E122E0 , which
is approximately equal to 24D ~included for the~1000!
states only!;

~d! the spacing between theJ51(e) and 1(f ) levels ~for
K51 states only!.

The experimental data available for Ne–HF and Ne–DF
contain rather different information. For Ne–HF, the rota-
tional constants for the~1000! and ~1110! states may be
viewed qualitatively as containing information on the posi-
tion of the radial minimum for angles aroundu50° and 90°,
respectively, while the spacing between the two vibrational
states depends upon the potential anisotropy. The Ne–HF
spectra contain little information on the potential aroundu
5180°. By contrast, the Ne–DFS bend state~1100! has
considerable amplitude aroundu5180°, so the combination
of the Ne–HF and Ne–DF spectra allows the potential to be
determined reliably across the whole angular range. The Van
der Waals stretch for Ne–DF also helps determine the radial
curvature around the minimum, and hence the well depth; for

Ne–HF such information comes only from the centrifugal
distortion constants, which are rather less reliable.

We have carried out close-coupling calculations of the
bound vibration–rotation states for both Ne–HF and Ne–
DF. These calculations make no dynamical approximations
~except for the neglect of potential matrix elements off-
diagonal in the monomer vibrational quantum numberv).
The total wave function is expanded in a space-fixed basis
set made up of products of angular functions for the internal
rotation of the HF monomer and the rotation of Ne and HF
about one another. The resulting coupled equations are
solved using theBOUND program,25,26 which is a general-
purpose package for coupled-channel calculations on Van
der Waals complexes. All basis functions for monomer rota-
tional functions up toj 58 were included in the calculations.
The reduced masses for Ne–HF and Ne–DF were taken to
be 9.999 665mu and and 10.244 89mu , respectively. Since
the experimental splittings refer to thev51 vibrationally
excited states of HF and DF, the rotational constants used
werebHF519.787 478 cm21 andbDF510.564 179 cm21. The
coupled equations were propagated fromRmin52.0 Å to
Rmax510.0 Å, extrapolating to zero step size from log–
derivative interval sizes of 0.05 and 0.10a0 using Richard-
sonh4 extrapolation.

The center of mass of DF is shifted from that of HF. The
intermolecular potential is defined in the coordinate system
appropriate to Ne–HF, so that a coordinate transformation is
needed when calling the potential routine for the Ne–DF
species.27 In reality, the potentials for Ne–HF and Ne–DF
will also differ slightly because they correspond to different
averages over the monomer stretching coordinater, but this
effect is neglected in the present work.

VI. MORPHED POTENTIALS

The parameters defining the morphing transformations
for the three CCSD~T! potentials are summarized in Table I,
together with some of the important features of the resulting
potentials. The potentials themselves are shown as contour
plots on the right-hand side of Fig. 2, with the unmodifiedab
initio potentials included on the left for comparison. The fits
to the experimental results are reasonably good in all cases.

The results confirm that all theab initio potentials are
considerably too shallow; even the aug-cc-pVQZ potential
needs to have its depth atu50° increased by 10% to match
the experimental results. This agrees with the conclusions of
Lovejoy and Nesbitt.15 However, the really striking feature
of Fig. 2 is that the three different morphed potentials are so
similar. As discussed above, the original CCSD~T! potentials
from the aug-cc-pVTZ and ONeil basis sets have substan-
tially different angular behavior, but this has been dealt with
by the morphing process and the final potentials are very
similar. Even the potential based on the aug-cc-pVDZ basis
set, which was originally too shallow by a factor of almost
two, is quite reasonable after morphing~though the fit to the
experimental data is not quite as good in this case!.

The functional form to describe the morphing process
was restricted tol<2 in Eq.~3!. This is a reasonable choice,
because there are data for three different vibrational states of
Ne–DF, and thus three independent pieces of information
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about each ofv(u) and r~u!. The experimental results for
Ne–HF improve the redundancy of the data set, but do not
contain much independent information. To test the trunca-
tion, we also tried to determine morphing transformations
with lmax53. The overall agreement between the calculated
and observed spectroscopic observables did improve slightly,
but the fit became much more correlated. The best single
measure of correlation is the ratio of the largest and smallest
singular values of the Jacobian matrix, and this quantity in-
creased by a factor of 10 when terms withl53 were in-
cluded. As a result, the correlated uncertainties in the fitted
parameters also increased markedly. In our judgment, the fits
with lmax53 are less reliable than those withlmax52, and
they are not presented here.

A. What level of correlation treatment is necessary?

In view of the similarity of the morphed potentials from
CCSD~T! calculations with different basis sets, it is tempting
to ask just how primitive anab initio potential can give
satisfactory results after morphing.

It is fairly clear that a self-consistent field~SCF! poten-
tial, which would have almost no attractive well at some
angles for Ne–HF, would not be adequate. Some kind of
correlation treatment is essential. Methods such as Mo” ller–
Plesset~MP! perturbation theory are particularly attractive,
because they are computationally inexpensive and are thus
affordable for quite large systems. We have therefore calcu-
lated an MP2 potential for Ne–HF using the basis set of
ONeil et al.,14 and applied the morphing procedure to it.
Each point on this surface costs a factor of five less than a
point on the corresponding CCSD~T! surface. The results are
included in Table I and the resulting potential is shown in
Fig. 3. It may be seen that the morphed potential is once
again remarkably similar to the ones obtained from higher-
level calculations. Although the spectroscopic observables
are not as accurately reproduced (s2513.3) as with the cor-
responding CCSD~T! potential, the agreement between
theory and experiment is generally satisfactory.

B. The recommended Ne–HF potential

In the previous sections, we have developed four differ-
ent morphed potentials for Ne–HF, all of which reproduce
the experimental data reasonably well. It is legitimate to ask
which of these is the ‘‘best’’ potential. One answer to this is
given by thes2 value, which is the sum of squares of the
~weighted! residuals (obs2calc values!. These values are in-
cluded in Table II, and it may be seen that the morphed
potential based on CCSD~T! calculations on the ONeil basis
set is rather better than the others, with as2 value about half
that for the best of the rest.

Another answer to the question is given by considering
the optimized parameter values themselves. Since the prin-
ciple of morphing is to change theab initio potential as little
as possible, we have most confidence in the morphing if the
scalingsv00 and r0 are close to 1 and the corresponding
anisotropiesv10, v20, r1 , r2 , etc. are as small as possible.
On this basis, the CCSD~T! potential calculated with the
ONeil basis is clearly the best by far:v00 is about 1.2@com-
pared to 1.45 for the CCSD~T! potential calculated with the
aug-cc-pVTZ basis set# and bothv10 and v20 are less than
0.04 ~compared to values around20.15!. CCSD~T! calcula-
tions on the ONeil basis set clearly give a potential with a
reasonable depth and a very realistic anisotropy even before
adjustment, and this provides an excellent starting point for
morphing.

Although we have not calculated a full surface using the
aug-cc-pVQZ basis set, it is clear from Fig. 1 that CCSD~T!
calculations with this basis set do not give as good an angu-
lar shape as those using the ONeil basis set. They overem-
phasize the well atu50 compared to those atu590° and
180°.

The ab initio potential obtained from MP2 calculations
on the ONeil basis set is also satisfactory after morphing,
with a s2 value only 30% larger than the ‘‘best’’ potential.
Nevertheless, the shape of the unaltered MP2 potential is
definitely not as good as the CCSD~T! potential. The value
of v20 for the MP2 potential in Table I is close to20.2.

TABLE I. Parameters describing the morphing process in Eq.~3!.

Level
Basis

CCSD~T!
aug-cc-pVDZ

CCSD~T!
aug-cc-pVTZ

CCSD~T!
ONeila

MP2
ONeil

CEPAa

ONeil

v00 2.332 113 1.453 165 1.207 692 1.762 227 1.360 635
v10 20.178 298 20.157 551 0.039 967 0.056 955 0.041 684
v20 20.541 355 20.156 824 20.010 422 20.200 212 20.042 862
r0 1.085 299 1.030 406 1.023 136 1.056 240 1.030 940
r1 20.029 569 20.009 168 20.001 128 20.002 096 20.002 729
r2 20.026 990 20.012 074 20.005 242 20.014 480 20.003 097

e~0°! ~cm21! 293.08 284.26 288.90 289.15 288.50
e~TS! ~cm21! 237.75 237.69 238.45 238.47 238.51
e~180°! ~cm21! 244.24 251.63 251.11 249.61 249.96
Rm(0°) ~Å! 3.197 3.248 3.235 3.223 3.227
Rm(TS) ~Å! 3.227 3.233 3.229 3.226 3.233
Rm(180°) ~Å! 3.055 3.069 3.075 3.070 3.062
u~TS! 89° 94° 97° 94° 89°

aReference 14.

8343J. Chem. Phys., Vol. 110, No. 17, 1 May 1999 M. Meuwly and J. M. Hutson

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

129.234.252.67 On: Wed, 19 Aug 2015 10:58:31



As described above, Lovejoy and Nesbitt15 have previ-
ously obtained a potential for Ne–DF by adjusting the CEPA
potential of ONeilet al.14 They did not include the Ne–HF
data, and the CEPA potential is considerably inferior to the
CCSD~T! potential, so the present morphed CCSD~T! poten-
tial is to be preferred. Nevertheless, the adjusted potential of
Lovejoy and Nesbitt is of quite good quality. We also inves-
tigated the effect that our morphing procedure has on the

original CEPA potential, and the results are included in
Table I. The quality of fit is slightly poorer than for our
‘‘best’’ potential. Comparing the values of the scaling fac-
tors, it can be concluded that the CEPA potential is consid-
erably superior to the MP2 potential but not quite as good as
the CCSD~T! potential calculated here with the same basis
set.

It must be remembered that the potentials obtained here

FIG. 2. Contour plots of the Ne–HF potential energy surfaces from CCSD~T! calculations with different basis sets, before and after morphing to reproduce
the experimental results.
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have been fitted primarily to data that refer to thev51 state
of DF. For Ar–HF1 and Ar–HCl,2 it was possible to extract
empirical potentials with an explicit dependence on the
mass-reduced quantum numberh5(v11/2)/AmHX. The ex-
perimental data available for Ne–HF and Ne–DF are not

sufficient to do this reliably at present. Although theab initio
calculations in the present work were carried out forr 5r e ,
themorphedpotentials should be interpreted as effective po-
tentials, vibrationally averaged over thev51 state of DF.
The effective potentials for other states of DF, or of HF, will

FIG. 3. Contour plots of the Ne–HF potential energy surface from MP2 calculations on the basis set of Ref. 14, before and after morphing to reproduce the
experimental results. The potential is compared with the CEPA surface obtained using the same basis set~Ref. 14! and the adjusted potential of Lovejoy and
Nesbitt ~Ref. 15!.
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be slightly different; indeed, the relatively poor fit to the
rotational constants of Ne–HF can largely be attributed to
this effect.

VII. CONCLUSIONS

We have described a method for morphing anab initio
potential energy surface to match experimental data. We in-
troduce both a coordinate scaling and an energy scaling, and
allow both scalings to be~slow! functions of the coordinates.
We have tested the method on Ne–HF, and determined scal-
ing functions by fitting to the high-resolution infrared spectra
of Nesbittet al.16 for Ne–HF and Lovejoy and Nesbitt15 for
Ne–DF. The resulting potential energy surfaces are remark-
ably insensitive to the quality of theab initio surface used as
a starting point. Even MP2 calculations using the basis set
described by ONeil and co-workers14 give reasonable results
after morphing. The method provides a workable approach
for applying to quite large systems.
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