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Impact ionization rate calculations in wide band gap semiconductors
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An algorithm for calculating impact ionization rates in the semiclassical Fermi’'s Golden Rule
approximation which is efficient close to threshold is presented. Electron and hole initiated rates are
calculated for three semiconductors with particular band structure characteristics, as are the
distributions of the generated carriers. Simple analytic expressions of theRierA(E—E,)" are

fitted to the calculated rates. The role of the matrix elements in influencing the distribution of final
states is investigated. In the direct gap materials, they act to significantly enhance the low-
transitions, while in the indirect gap case they have a lesser effect on the distribution. Results for
GaAs obtained here and by several other workers are compared and possible causes of the
discrepancies examined, including differences in band structure and approximations made in
evaluation of the matrix element. It is found that these differences do not influence the rate
sufficiently to account for the wider variation between authors, and so it is concluded that
differences in the implementation of the rate integration algorithm are the main causE99®
American Institute of Physic§S0021-8979)06311-7

I. INTRODUCTION conductors whose band gap is sufficiently wide that the im-
pact ionization threshol@he minimum kinetic energy a car-
Impact ionization is a process occurring in semiconductier must have in order to initiate ionizatiplies at energies
tors in which a high energy carrier excites a valence bangvell above the band edge, these conditions do not apply.
electron across the band gap, thus creating an electron—hakane'’ performed a more thorough calculation for Si in
pair. Since the initiating carrier must supply energy at leastvhich he numerically integrated the rate obtained through
equal to the band gap, it must have a sufficiently high kinetidcermi’'s Golden Rule over all energy and momentum con-
energy typically as a result of excitation by a large electricserving transitions, obtaining a significantly different rate to
field. Such large fields exist in small high-speed devices sucthat of Keldysh. Several other workéf$418-2have applied
as field effect transistors, in which case impact ionization isnethods similar to Kane’s to obtain impact ionization rates
usually detrimental to performanée® or in devices such as including the effect of realistic band structure for several
iIMPATT dioded and avalanche photodiodé8whose opera- semiconductors.
tion relies on charge multiplication caused by the ionization. = The numerical rate integration is highly computationally
Theoretical investigations into the role of impact ionizationintensive, particularly near threshold where accurate results
in carrier transport have been carried out by WAOIff, cannot be achieved in a reasonable amount of cpu time. An
Shockley? Baraff and Ridley!® among others. These ana- integration method is presented here which is similar to
lytical theories are based on simple carrier transport modeldane’s algorithm, but which can efficiently obtain rates near
and are concerned mainly with the process by which carrierthreshold in the Fermi's Golden Rule approximation, and is
gain sufficient energy to initiate ionization, assuming that itapplied to several semiconductors to determine impact ion-
occurs rapidly once they have done so. To perform mordzation rates and distributions of generated carriers.
detailed transport modeling, Monte Carlo simulation is com-
monly used:'** However, the high energy nature of the |, yEeTHOD
process requires the use of realistic band structure, and the
resulting numerical complexity requires intensive computa- ~ The rate of transition due to impact ionization for two
tional effort. electrons initially in states &; (the impacting electrgrand
A prerequisite to performing a Monte Carlo transportk, (the impacted electronto final states ak,, andkj,
simulation is to obtain scattering rates due to impact ionizagiven by Fermi’s Golden Rule 33
tion for carriers in the crystal. Keldy$hobtained an analyti- 20
cal expression for the rate at which a carrier of given energy R, (k;,k5,kq: ko) = 7|Mif|25(E1,+ E,—E;—Ej),
initiates ionization, which has been applied in several Monte
Carlo simulationg® However the derivation of his expres- @
sion is based on the assumption that the valence and condughereE, E;, E;» andE,, are the energies of the electrons
tion bands are spherical and parabolic, the band gap is diregtKi, k2, k1 andk,, respectivelyand where, for notational

and the matrix elements can be taken to be constant. In senfionvenience, th& vector will be assumed also to denote a
band index. The matrix elemenM ; is given by*?3
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where the so called direct matrix elemevit; is given by

Md:J P (r) o (FV () go(r)d3 d3r,,  (3)

ez eiq‘(rzfrl) 3
V012 ey | s @
q:klr_kl, ﬁw=E1—E1r, (5)

and the so called exchange matrix elemidntis obtained by
exchanging the indices’land 2 in Egs.(3) and(5). In Eq.

(4), e(gq,w) is the wave vector- and frequency-dependent di
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where
AE= E(kl/)+ E(kz/) - E(kl) - E(kl/"' k2/ - kl) (11)

The Dirac delta function requires that only energy conserv-
ing transitions contribute to the rate, and defines a surface
within the six-dimensional volume over which the integra-
tion is performed.

In order to perform the integral of E¢10), the energies
and wave functions of single electron states must be obtain-
able atk points throughout the Brillouin zone. Here, they are
obtained using the empirical pseudopotential metfiothe

electric function of the semiconductor, calculated here usin@Vveriap integral§Egs. (8) and (9)] are calculated using the

the method of Walter and Cohéhand q and #iw are the

pseudowave functions, expanded as plane waves. Because of

wave vector and energy transfer in the transition. Théhe complicated nature of the band structure, the integration
pseudowave functions, obtained using the nonlocal pseud®f Ed. (10) must be performed numerically. Following the

potential method of Chelikowski and Coh&hare not pure
spin-up or spin-down but a linear combination

1 )
wa=J—5[ualT>+dali>Je'k'f. (6)

method of Kané/ the Dirac delta functionS(AE) is ap-
proximated by a top-hat function of finite widthé2. The
six-dimensional volume integral can then be performed by
the Monte Carlo method in which final state paks ,k,.
are chosen randomly throughout the Brillouin zone and the
integrand evaluated only for those which satisfy the approxi-

wherea=1, 2, 1" or 2’, and the term in square brackets is mate energy conservation condition imposed by the top-hat
the Bloch periodic part of the wave function consisting of function, i.e.,|AE|< de. However, the integral is typically

spin-up and -down parts, andd,, which are each stored in
the computer as expansions of plane waves. Using(&q.
the direct matrix element of E¢3) become%’?8

eZ

Md:_GOQ 06, ky +ky—ky—k,
«S 1 (U 9y Ce
PN P ' '
G €(dq,wg)|qql®' 1t 722

(-G) (G+Gy) (—-G), (G+Gy)
+U1,’1 D2,’2 u +D1,‘1 sz,z u

(-G)~ (G+Gy)
+Dy, 1'D,,, H (7)
where() is the crystal volume and andD are the overlap
integrals
(G") 1 * QG 1 3
Ue s =q | Ua® ugd-r, (8
(G") 1 * NG 1 3
Deg =a dye'’™ ‘'dgd°r, 9

and wheregqy=G+k;—k;/, Awg=E;—E;/, and the Kro-

slow to converge due to the fact that only a very small frac-
tion of randomly sampled final state pairs satisfy the approxi-
mate energy conservation condition, especially when the im-
pacting vector k; lies near threshold. The rate of
convergence can be increased by increasing the energy width
oe of the top-hat function, but this then leads to errors due to
the poor approximation of the Dirac delta function. Below,
an integration method is described which avoids this prob-
lem.

A. Numerical rate integration

Defining the total volume of final state phase space to be
sampled a$), and the volume in which the top-hat function
is nonzero a$) s, the problem to be overcome concerns the
fact thatQ) o>} 5.. Here, the problem is solved by restrict-
ing the sampling points to some volunflg; which is much
smaller than(}, but nevertheless completely enclosesg, .

The method of reducing), to Q) is an iterative procedure,
where the volume over which the integration is to be per-
formed is divided into subvolumes, and then those which do
not contain(} 5, are discarded. The algorithm is represented
schematically in Fig. 1. In diagram of the figure, the total

necker delta function ensures crystal momentum is convolume of final state phase spafk is represented as the

served to within a reciprocal lattice vect@y,. The exchange
matrix elementM, is obtained by swapping the indices 1
and 2 in Eq. (7)

square, with the volume selected by the top-hat funcfigp
lying between the ellipses. The space enclosed by the el-
lipses is small in comparison to the space contained in the

To obtain the total rate associated with an impactingSduare, and so random sampling within the square will lead
carrier in stateé,, Eq.(1) must be summed over all possible t0 few “hits” lying within the ellipses. In diagrams-b the
transitions from that state, i.e., a nine-dimensional integraf@mpling volume is iteratively refined so as to remove re-

over the variablek;,, k,» andk, if they are treated as
continuous. The Kronecker delta function of K@) ensures
thatk,=k;,+ky —k;— G, and so the nine-dimensional in-
tegral is reduced to a six-dimensional one okerandks; :

QZ

Ru(kl)—w

2m 2 3 3
= IMi23(AB)d%y, bk, (10

gions not containing the volume of interest between the el-
lipses. In diagrans, the original volume of phase space has
been bisected in each direction to form a number of subvol-
umes. In the two-dimensional representation, four subvol-
umes are formed, whereas in the actual six-dimensional
phase space, 64 subvolumes are created. Diagtaamsl D
show the situation after two and four iterations, respectively,
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K, A B Since it is always the case thBf"<AE,,<AE;»=<E™

the condition for retaining a subvolume given by E3)
@ can be replaced with

\) EMN< + Se

and (16)

k, T Emax2 _ 58

\ H and all subvolumes containing 5. will be retained as re-

\\ H quired. In fact, Eq(16) is less efficient at reducing the vol-

J HE7H ume to be sampled than E@.3), as it will retain some sub-
volumes that could have been discarded using B@).
However, as each iteration makes the subvolumes smaller,
FIG. 1. Schematic representation of the method of reducing the volume othe efficiency of Eqs(13) and (16) converges. The advan-
phase space to be sampled. tage of using Eq.(16) is that three independent three-
dimensional functions,,(k4/), E,/(ky,) andE,(k,), must

be searched for minima and maxima instead of one six-
dimensional functionAE(k;/ ,k,/). Searching a three-
dimensional function for maxima and minima is not signifi-
cantly easier than searching a six-dimensional one, and in
that sense little is gained by using E36) in place of Eq.
(13). However, the advantage of the three-dimensional rule
1. Retaining or discarding subvolumes is that all the necessary maxima and minima can be precal-

To implement this algorithm, a method for rapidly deter- culated and stored. It only remains to retrieve their values
mining whether or not a subvolume contains any of the Vc)l_during the rate integration, which can be done very rapidly.
ume of Q 5, is required. Beattf® and Wilsori® have noted The three-dimensional minima and maxima are stored as

o .

that for an impacting carrier at a given pointknspacek , follows. Each six-dimensional hypercubic subvolume within

the energy difference functiodE of Eq. (11) will have  Ki7.Kzr space is the “product” of two cubic volumes in
minimum and maximum values with respectktp andk,: . three-dimensionat space, one containing states and the
If other containing statds,, . Although it may be impractical

to obtain values ofAE,,, and AE,,,, for each ofN six-
AEnmin(K1) <0<AEna(ky), (12)  dimensional subvolumes, it is feasible to obtain and store

then there must be a point Ky ,k, space at whicmg  values _OfEDi? and EZ™ (a=1’,2’)_ for each of the N
=0, satisfying the requirement for energy conservationthree-dimensional cubes from which the subvolumes are

Crystal momentum conservation has already been satisfid@rmed. Furthermore, by requiring that impacting vectors be
by writing E(Ky: + K,/ —k,) in place ofE(k,) in Eq. (11), located at the intersections of the stored three-dimensional

and so it follows that there exists a surface of allowed tranfinal state cubes, the corresponding impacted states also lie
sitions fromk, and a carrier in this state can initiate impact Within these cubes, and values BS™ and E3™ can be
ionization. The values aAE (k) andAE,(k,) for final stored for these also. During execution of the integration
states lying within a subvolume can be determin@dote  &lgorithm, values oE™" and E™ can be rapidly obtained
that the minima and maxima within a subvolume will not in from the stored values 3" and E;* through Egs(14)
general correspond to stationary points. and(15). Thus by adopting Eq.16) in favor of Eq.(13) as

the rule for determining whether subvolumes should be re-

c K; D K.

with regions not containin 5. having been removed. It can
be seen that after four iterations, the volufdg remaining
undiscardedshaded grayis considerably reduced from the
original ), but nevertheless completely encloges. .

AEpip=+ e tained or discarded, it is possible to precalculate and store all
and (13 the necessary minima and maxima for rapid retrieval during
AE. > 86 integration. . _
max~— ' Note that the use of the iterative procedure represented
then it follows that somewhere in the subvolurh&E| in Fig. 1 and its use to locate the region of phase space
< e, therefore) 4 lies within it and it should not be dis- containing() s is essential to avoid the need to consider the
carded. very large number of subvolumes that would be created if

In fact, searching subvolumes for maxima and minima inthe algorithm were to begin simply by dividing up the whole
AE is very cpu time consuming. Instead the following ener-of (), to the final required level of discretization. Note also
gies are defined: that the requirement that impacting vectors lie at the nodes of
. min . —min . the mesh of three-dimensional cubic volumes is not highly
EMN=E} + By~ B - B, (14 restrictive as the side length of these cubes is typically 1/64th
ypically
max_ =Max, =max_ — _ —max or 1/128th of the lengti’—X in the Brillouin zone. Using
E - U T I A (19 this algorithm, the widthse of the top-hat function can be set
where E".. El'"® is the range of energies for all statets  much lower(e.g., 1 meV and the Brillouin zone discretized
(a=1', 2’ or 2) associated with the subvolume in question.much more finely(e.g., into 128 cells fronT" to X) than
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could be achieved using the more direct Monte Carlo ap- 10°
proach without placing unreasonable demands on computa- L GaAs
tional resources. 10"
10° + ;
Ill. RESULTS - ! electrons
6 [ :" ----- holes

The rate integration algorithm has been applied to the
bulk unstrained semiconductors GaAsg d#6a, »As and -
Siy.sGey 5 (henceforth referred to as InGaAs and SiGH| at ~10% |
300 K. GaAs, an important semiconductor in the fabrication =
of high-speed devices, is a wide band gap material, in the £ 1¢° |
sense that its impact ionization threshold lies at a sufficiently e
high energy to invalidate simple analytic band structure ap- 10
proximations. InGaAs and SiGe have applications in the de-
sign of devices for optical communications. They have nar- FoSiGe 000 e

rower band gapsgdirect in InGaAs, indirect in SiGethan 107 1
GaAs, but nevertheless are wide gap in the sense that ioniza- o [
tion thresholds lie at energies above the applicability of 107
simple analytic band approximations. 6 | /

Band structure for each material was obtained using a 107 ¢ L . . .
nonlocal pseudopotential metH8dvhich includes the spin- Y 1 2 3 4 5 6
orbit interaction. Form factors for each material are given in Impacting carrier energy (eV)

Ref. 31. PSGUdoanEfun_Ctlons We_re EXpa_nded_m_terms of 6I§G. 2. Mean impact ionization rates of electrons and holes in GaAs,
plane waveg130 expansion terms in all, with spin included |ncaAs, and SiGe.

Energy and wave function data were stored on a grid and

rapidly retrieved by an interpolation scheme during execu-

tion of the rate integration. ) )
The mean rates can be fitted by the expression

A. lonization rates
. - : R(E)=A(E—Eo)", (19

As is generally observed when calculating impact ion- _ .
ization rates for semiconductors with real band structure, théhere A, P and E, are the fitted parameters. For a fixed
calculated rates for both electrons and holes in all the mate@lue ofEq, A andP are adjusted to give the best straight
rials are found to depend strongly on tkevector of the line fit by least squares analysis to 18){/s logE—E). This
initiating carrier, and carriers at the same energy but differentit has an associated rms value, which is itself minimized by
positons in k space can have widely varying adjusting the threshold enerdy,. The results of the fits
rates>1420:21.3233The mean rate at a particular impacting @pplied to electron and hole rates in each material are given

carrier energy is obtained by averaging the rate due to carrin Table I. Note that the fitted threshold energy is obtained

ers at allk vectors at that energy: without reference to the actual threshold energy calculated

3 directly from the energy band structure, and so the discrep-

Ruf(Ej)= JR(k) S E(k) ~Ei]d k_ (17)  ancy between the fitted and calculated values is an indication
! JOLE(k)—E;]d’k of the reliability of the fit.

Mean rates calculated in this way are presented for each F19ure 3 compares electronic rates for GaAs obtained

material in Fig. 2. Note that in the indirect gap material Nere with the results of other workers:****values for the

studied, the electron initiated threshold lies at lower energy@t€ obtained by different authors range over more than an
than the hole initiated one, with the opposite applying to the?"der of magnitude at any given energy. Possible sources of
direct gap materials. At high carrier energies, rates for boﬂljhese discrepancies include numerical approximations made

carrier types in all three materials tend towards the samin the evaluation of the matrix elements, the use of different

order of magnitude around i, as has been noted
elsewheré®34 Allam,3 however, suggests that this may be
coincidental as, although the fundamental band gaps of theS@BLE I. Fitting parameters for rates shown in Fig. 2. Fit formula is:
materials vary, they all have similar values(&;,q), defined  R(E)=A(E-Eg)" (with R in units of s* andE in eV).

as

A P E, (fit) E, (calg

(Eing) = 5(Er+3Ex+4Ey), (18 GaAs e 14x10% 52 1.89 1.85
whereEy, is the energy gap between the top of the valence GaAs h* 8.2x10° 5.1 143 151
band and the bottom of the conduction band valleyat InGaAs e~ 16x10° 56 0.75 0.87
leading to similar high energy behavior in the rate. In InP InGaAs h” 1510 4.2 0.73 0.78
: : ' SiGe e” 46x10° 49 0.84 0.91

for example, which has a greater value(&,,q), we should siGe h+ 78x10° 47 1.23 127

not expect such behavior.
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FIG. 3. Comparison of electronic rates in GaAs calculated here and by othdflG. 5. Comparison of electron initiated rates in InGaAs calculated using a
workers—JTH(Ref. 14, BH (Ref. 12, SY (Ref. 34, SRS(Ref. 19. g- and w-dependent expression for the dielectric functias elsewhere in
this work) and using aj-dependent expression.

band structure, and different implementations of the rate in-
tegration algorithm. The magnitude of the effect of these iexpansion of the pseudowave functiofexcept Ref. 34
investigated here. which used a constant matrix element approximafiand so

The matrix elements are evaluated using the pseudowavy@or convergence of the matrix elements is not the cause of
functions expanded as plane waves. In Fig. 4, the convethe discrepancies between the calculated rates.
gence of the impact ionization matrix elements with respect  Of the results compared in Fig. 3, those from Ref. 19
to the number of plane waves used in the expansion of thased ag-dependent expression for the dielectric function
wave function is plotted for InGaAs and SiGe. Convergencevhile those from Refs. 12 and 14 usgd and w-dependent
for InGaAs is very good when using 65 plane waves orexpressions(The dielectric function does not enter into the
more. In SiGe, the rate of convergence is poorer, with 30tonstant matrix element approximation of Ref.)3gigure 5
plane waves being insufficient to ensure well converged reeompares rates obtained in InGaAs usipdependent and-
sults. Using 65 plane waves, the matrix elements are withimnd w-dependent expressions for the dielectric function. As
~30% of those obtained using 307. Unfortunately, usingmight be expected, the disagreement between the two calcu-
more plane waves requires considerably greater numericédtions is greatest at high energy, but the magnitude of the
effort. As will be examined in Sec. Il Bg transfer is gen- discrepancy is small in comparison to the range of rate val-
erally higher for transitions in SiGe than in InGaAs, and thisues seen in Fig. 3. Thus, the sensitivity of the rate to varia-
is the likely cause of the slower convergence of the matrixions in the dielectric function is not sufficiently great to
element. In GaAs, meanq transfer is similar to that in account for the disagreement between different authors, par-
InGaAs and so it is expected that the rate of convergence dfcularly at low impacting carrier energies.
the matrix element will be similar. All the results presented  The sensitivity of the calculated rates to the details of the
in Fig. 3 were obtained using 65 or more plane waves in thdand structure was tested by comparing rates calculated for
GaAs using two different band structure calculations. One
was the nonlocal pseudopotential calculation of Chelikowski
and Coheff which includes the effect of the spin-orbit in-
teraction, as used elsewhere in this work, and the other was
18 the local pseudopotential of Cohen and Bergstre¥sghich
neglects spin. The results plotted in Fig. 3 were all obtained
from local pseudopotential band structure calculations, ex-
cept for those calculated here. Rates calculated using each
method are plotted in Fig. 6. The difference is greatest at low
impacting energy where the rates are most sensitive to the
details of the energy band structure, but generally the dis-
0—=0 InGaAs | o crepancy is small in comparison to differences seen between
c---4 SiGe the results of different workers in Fig. 3. Stobékeal 1° have
L ‘ . also examined the sensitivity of the impact ionization rate to
9 27 5165 89 113137 169 259 307 0 the choice of band structure method, finding a similar degree
1559 of sensitivity as here.

Number of plane waves The three factors examined above: convergence of the

FIG. 4. Convergence of the impact ionization matrix elements with respec{natrlx element with respect to Fhe number of p'?‘”e waves
to the number of plane waves used in the expansion of the pseudowa\}ésed to expand the wave function, the use of different ex-
functions. pressions for the dielectric function, and the use of different
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FIG. 6. Comparison of electron initiated rates in GaAs, calculated usingFIG. 7. Comparison of rates in GaAs initiated by electrons in the first

local pseudopotential methg@ohen and Bergstress@Ref. 3§] and non-  conduction band along the linke=(t,0.055+t/2,0), calculated using the

local method with spiriChelikowski and CoheiiRef. 26]. volume integration algorithm developed here and the surface integration
algorithm of Beattig(Refs. 22 and 317

methods of obtaining the crystal band structure, do not have
a sufficiently great influence on the calculated rate, eithefhe situation with the rates themselves, which are also explic-
individually or in combination, to account for the magnitude itly k- rather than just energy-dependent, especially at low
of the disagreement between the various results of Fig. 3. nergy. The direct gap materials show similar behavior with
therefore seems likely that the most significant factor in ac€ach generated electron generally taking a slightly greater
counting for the discrepancies is the differences in the impleshare than the generated hole of the available energy in both
mentation of the rate integration scheme, particularly withélectron and hole initiated cases, while in the indirect gap
regard to the degree of discretization of the Brillouin zoneMmaterial, the distribution of the available energy between the
and the width of the function used to approximate the energ@enerated carriers is roughly equal on average. Naturally, a
conserving Dirac delta function. The numerical reliability of 9iven impacting carrier does not generate secondary carriers
the algorithm developed here was tested by comparing re-
sults obtained by it with those obtained by a different nu-
merical algorithm developed by Beatfeln Beattie’s ap-
proach, the energy conserving Dirac delta function of Eq.
(10) is treated exactlyas opposed to the top-hat approxima-
tion made hereand the integration is carried out as a surface 0.0 :

1.0

Final

rather than volume integral. The application of Beattie’s al- 3
gorithm to real band structures has been described g 10|
elsewheré’ Here, the two algorithms are used to calculate g .
rates in the first conduction band of GaAs along the kpe 205 1
=(t,0.055+1/2,0). The results are compared in Fig. 7. The 20 T
two algorithms approach the problem of integrating over al- i mated
lowed transitions in quite different ways, and the similarity £ 1oy
in their final results can be taken as a good indication that 0.0
they are both numerically reliable. -
g 1.0

B. Final state distributions = 20

Investigation of the distributions of states of the final and 2.0 0
impacted particles is of interest, both in the implementation
of transport simulations and in gaining a better understand- E 1.0

ing of factors influencing the impact ionization rate. Figure 8

presents the mean energy of the final and impacted particles 00
for electron and hole initiated transitions in each material. In
all three materials there is an approximately linear depen-
dence of the mean energy of each of the generated carriers™ , |
on the impacting carrier energy. The scattering of points is 0 1
due to the dependence of final state energies on the dctual Impacting carrier energy (V)

vect_or of the initiatin_g parti_CIe rather_ than JUSt itS_ €Nergy. riG. 8. Mean energien eV) of final and impacted states for electron and
particularly at lower impacting energies. This is similar to hole initiated transitions in each material.

1.0

Impacted
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FIG. 9. Energy distribution of gener-
ated electrons for transitions initiated
by electrons in the second conduction
band of InGaAs.

Secondary carrier energy (eV)

I ] ] ] ] | | | |
Impactmg carrier energy (eV)

at a specific energy but rather with a distribution of energiesSecond, in InGaAs, the weighted line lies at significantly
Figure 9 shows the distribution of generated electrons fotower g values than the unweighted line, indicating that the
transitions initiated by electrons in the second conductiomatrix elements act to favor low transitions in InGaAs
band of InGaAs. The influence of the conduction band den¢tand GaAs. In SiGe however, the weighted and unweighted
sity of states is clear at low energy, with the two peaks in thdines lie close together, indicating that the matrix elements in
distribution corresponding to generated electrons lying in theSiGe do not act in favor of transitions with any particutgr

I' andX valleys, while at higher impacting energies the finalvalue. The favoring of lowg transitions can increase thresh-
state distribution is smoothed out into a single flat peak. Theld softness in the direct gap materidls.

influence of the density of states is not generally as marked

as in Fig. 9. Distributions of generated holes or electrons
generated by hole initiated ionization, for example, are more 1.0
featureless single peaks.

Examination of the mean momentum transfer during
transitions highlights some interesting differences between
the direct and indirect gap materials studied here. Figure 10
compares the meaq transfer for transitions initiated by
electrons located along the lidé-K in the second conduc-
tion band of InGaAs and SiGe. For each material, the line
with solid circles indicates the mean valuegptalculated by

0.8

06 |

04 |

oo - - &—0 InGaAs (wgt)
weighting all transitions by the squared magnitude of the 0—o0 InGaAs (unwgt)

corresponding matrix element, and the line with empty 021 ®---@ SiGe (wgt)
circles represents the unweighted mean. Two things about ©---0 SiGe (unwgt)

Mean q—transfer

the plot are worthy of note. First, the weighted megtnans- 0.0 : ‘ ‘ : ‘
fer is considerably lower in InGaAg&nd in GaAs, which 00 02 04 06 08 10
shows similar behavior to InGaAshan in SiGe. It is likely Ikl

that the higher values of in Si_Ge are the cause of _the FIG. 10. Meanq transfer for transitions initiated by electrons in the second
slower convergence of the matrix element plotted in Fig. 4conduction band of InGaAs and SiGe.
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