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Impact ionization rate calculations in wide band gap semiconductors
D. Harrison, R. A. Abram,a) and S. Brand
Department of Physics, University of Durham, South Road, Durham DH1 3LE, United Kingdom

~Received 6 November 1998; accepted for publication 22 February 1999!

An algorithm for calculating impact ionization rates in the semiclassical Fermi’s Golden Rule
approximation which is efficient close to threshold is presented. Electron and hole initiated rates are
calculated for three semiconductors with particular band structure characteristics, as are the
distributions of the generated carriers. Simple analytic expressions of the formR5A(E2E0)P are
fitted to the calculated rates. The role of the matrix elements in influencing the distribution of final
states is investigated. In the direct gap materials, they act to significantly enhance the low-q
transitions, while in the indirect gap case they have a lesser effect on the distribution. Results for
GaAs obtained here and by several other workers are compared and possible causes of the
discrepancies examined, including differences in band structure and approximations made in
evaluation of the matrix element. It is found that these differences do not influence the rate
sufficiently to account for the wider variation between authors, and so it is concluded that
differences in the implementation of the rate integration algorithm are the main cause. ©1999
American Institute of Physics.@S0021-8979~99!06311-2#
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I. INTRODUCTION

Impact ionization is a process occurring in semicond
tors in which a high energy carrier excites a valence b
electron across the band gap, thus creating an electron–
pair. Since the initiating carrier must supply energy at le
equal to the band gap, it must have a sufficiently high kine
energy typically as a result of excitation by a large elec
field. Such large fields exist in small high-speed devices s
as field effect transistors, in which case impact ionization
usually detrimental to performance,1–3 or in devices such as
IMPATT diodes4 and avalanche photodiodes,5,6 whose opera-
tion relies on charge multiplication caused by the ionizati
Theoretical investigations into the role of impact ionizati
in carrier transport have been carried out by Wolf7

Shockley,8 Baraff9 and Ridley,10 among others. These ana
lytical theories are based on simple carrier transport mod
and are concerned mainly with the process by which carr
gain sufficient energy to initiate ionization, assuming tha
occurs rapidly once they have done so. To perform m
detailed transport modeling, Monte Carlo simulation is co
monly used.11–14 However, the high energy nature of th
process requires the use of realistic band structure, and
resulting numerical complexity requires intensive compu
tional effort.

A prerequisite to performing a Monte Carlo transpo
simulation is to obtain scattering rates due to impact ioni
tion for carriers in the crystal. Keldysh15 obtained an analyti-
cal expression for the rate at which a carrier of given ene
initiates ionization, which has been applied in several Mo
Carlo simulations.11,16However the derivation of his expres
sion is based on the assumption that the valence and con
tion bands are spherical and parabolic, the band gap is d
and the matrix elements can be taken to be constant. In s
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conductors whose band gap is sufficiently wide that the
pact ionization threshold~the minimum kinetic energy a car
rier must have in order to initiate ionization! lies at energies
well above the band edge, these conditions do not ap
Kane17 performed a more thorough calculation for Si
which he numerically integrated the rate obtained throu
Fermi’s Golden Rule over all energy and momentum co
serving transitions, obtaining a significantly different rate
that of Keldysh. Several other workers12,14,18–22have applied
methods similar to Kane’s to obtain impact ionization ra
including the effect of realistic band structure for seve
semiconductors.

The numerical rate integration is highly computationa
intensive, particularly near threshold where accurate res
cannot be achieved in a reasonable amount of cpu time.
integration method is presented here which is similar
Kane’s algorithm, but which can efficiently obtain rates ne
threshold in the Fermi’s Golden Rule approximation, and
applied to several semiconductors to determine impact
ization rates and distributions of generated carriers.

II. METHOD

The rate of transition due to impact ionization for tw
electrons initially in states atk1 ~the impacting electron! and
k2 ~the impacted electron! to final states atk18 and k28 ,
given by Fermi’s Golden Rule is23

RII ~k1 ,k2 ,k18 ,k28!5
2p

\
uMi f u2d~E181E282E12E2!,

~1!

whereE1 , E2 , E18 andE28 are the energies of the electron
at k1 , k2 , k18 andk28 respectively~and where, for notationa
convenience, thek vector will be assumed also to denote
band index!. The matrix elementMi f is given by24,23

Mi f 5Md2Me , ~2!
8 © 1999 American Institute of Physics
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where the so called direct matrix elementMd is given by

Md5E c18
* ~r1!c28

* ~r2!Vc1~r1!c2~r2!d3r1 d3r2 , ~3!

V~r1 ,r2!5
e2

~2p!3e0
E eiq•(r22r1)

e~q,v!uqu2 d3q, ~4!

q5k182k1 , \v5E12E18 , ~5!

and the so called exchange matrix elementMe is obtained by
exchanging the indices 18 and 28 in Eqs.~3! and~5!. In Eq.
~4!, e~q,v! is the wave vector- and frequency-dependent
electric function of the semiconductor, calculated here us
the method of Walter and Cohen,25 and q and \v are the
wave vector and energy transfer in the transition. T
pseudowave functions, obtained using the nonlocal pseu
potential method of Chelikowski and Cohen,26 are not pure
spin-up or spin-down but a linear combination

ca5
1

AV
@uau↑&1dau↓&]eik–r, ~6!

wherea51, 2, 18 or 28, and the term in square brackets
the Bloch periodic part of the wave function consisting
spin-up and -down partsua andda , which are each stored in
the computer as expansions of plane waves. Using Eq~6!
the direct matrix element of Eq.~3! becomes27,28

Md5
e2

e0V
dGu ,k181k282k12k2

3(
G

1

e~qd ,vd!uqdu2 $U18,1
(2G)U

28,2

(G1Gu)

1U18,1
(2G)D

28,2

(G1Gu)
1D18,1

(2G)U
28,2

(G1Gu)

1D18,1
(2G)D

28,2

(G1Gu)
%, ~7!

whereV is the crystal volume andU andD are the overlap
integrals

Ua,b
(G8)5

1

V E ua* eiG8•rub d3r , ~8!

Da,b
(G8)5

1

V E da* eiG8•rdb d3r , ~9!

and whereqd5G1k12k18 , \vd5E12E18 , and the Kro-
necker delta function ensures crystal momentum is c
served to within a reciprocal lattice vectorGu . The exchange
matrix elementMe is obtained by swapping the indices 18
and 28 in Eq. ~7!

To obtain the total rate associated with an impact
carrier in statek1 , Eq. ~1! must be summed over all possib
transitions from that state, i.e., a nine-dimensional integ
over the variablesk18 , k28 and k2 if they are treated as
continuous. The Kronecker delta function of Eq.~7! ensures
that k25k181k282k12Gu and so the nine-dimensional in
tegral is reduced to a six-dimensional one overk18 andk28 :

RII ~k1!5
V2

~2p!2 E 2p

\
uMi f u2d~DE!d3k18 d3k28 , ~10!
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where

DE5E~k18!1E~k28!2E~k1!2E~k181k282k1!. ~11!

The Dirac delta function requires that only energy conse
ing transitions contribute to the rate, and defines a surf
within the six-dimensional volume over which the integr
tion is performed.

In order to perform the integral of Eq.~10!, the energies
and wave functions of single electron states must be obt
able atk points throughout the Brillouin zone. Here, they a
obtained using the empirical pseudopotential method.26 The
overlap integrals@Eqs. ~8! and ~9!# are calculated using the
pseudowave functions, expanded as plane waves. Becau
the complicated nature of the band structure, the integra
of Eq. ~10! must be performed numerically. Following th
method of Kane,17 the Dirac delta functiond(DE) is ap-
proximated by a top-hat function of finite width 2de. The
six-dimensional volume integral can then be performed
the Monte Carlo method in which final state pairsk18 ,k28
are chosen randomly throughout the Brillouin zone and
integrand evaluated only for those which satisfy the appro
mate energy conservation condition imposed by the top
function, i.e.,uDEu<de. However, the integral is typically
slow to converge due to the fact that only a very small fra
tion of randomly sampled final state pairs satisfy the appro
mate energy conservation condition, especially when the
pacting vector k1 lies near threshold. The rate o
convergence can be increased by increasing the energy w
de of the top-hat function, but this then leads to errors due
the poor approximation of the Dirac delta function. Belo
an integration method is described which avoids this pr
lem.

A. Numerical rate integration

Defining the total volume of final state phase space to
sampled asV0 and the volume in which the top-hat functio
is nonzero asVde , the problem to be overcome concerns t
fact thatV0@Vde . Here, the problem is solved by restric
ing the sampling points to some volumeVB which is much
smaller thanV0 , but nevertheless completely enclosesVde .
The method of reducingV0 to VB is an iterative procedure
where the volume over which the integration is to be p
formed is divided into subvolumes, and then those which
not containVde are discarded. The algorithm is represent
schematically in Fig. 1. In diagramA of the figure, the total
volume of final state phase spaceV0 is represented as th
square, with the volume selected by the top-hat functionVde

lying between the ellipses. The space enclosed by the
lipses is small in comparison to the space contained in
square, and so random sampling within the square will le
to few ‘‘hits’’ lying within the ellipses. In diagramsB–D the
sampling volume is iteratively refined so as to remove
gions not containing the volume of interest between the
lipses. In diagramB, the original volume of phase space h
been bisected in each direction to form a number of subv
umes. In the two-dimensional representation, four subv
umes are formed, whereas in the actual six-dimensio
phase space, 64 subvolumes are created. DiagramsC and D

show the situation after two and four iterations, respective
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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with regions not containingVde having been removed. It ca
be seen that after four iterations, the volumeVB remaining
undiscarded~shaded gray! is considerably reduced from th
original V0 , but nevertheless completely enclosesVde .

1. Retaining or discarding subvolumes

To implement this algorithm, a method for rapidly dete
mining whether or not a subvolume contains any of the v
ume of Vde is required. Beattie29 and Wilson30 have noted
that for an impacting carrier at a given point ink space,k1 ,
the energy difference functionDE of Eq. ~11! will have
minimum and maximum values with respect tok18 andk28 .
If

DEmin~k1!<0<DEmax~k1!, ~12!

then there must be a point ink18 ,k28 space at whichDE
50, satisfying the requirement for energy conservati
Crystal momentum conservation has already been satis
by writing E(k181k282k1) in place ofE(k2) in Eq. ~11!,
and so it follows that there exists a surface of allowed tr
sitions fromk1 and a carrier in this state can initiate impa
ionization. The values ofDEmin(k1) andDEmax(k1) for final
states lying within a subvolume can be determined.~Note
that the minima and maxima within a subvolume will not
general correspond to stationary points.! If

DEmin<1de

and ~13!

DEmax>2de,

then it follows that somewhere in the subvolumeuDEu
<de, thereforeVde lies within it and it should not be dis
carded.

In fact, searching subvolumes for maxima and minima
DE is very cpu time consuming. Instead the following en
gies are defined:

Emin5E18
min

1E28
min

2E12E2
min , ~14!

Emax5E18
max

1E28
max

2E12E2
max, ~15!

whereEa
min ...Ea

max is the range of energies for all stateska

~a518, 28 or 2! associated with the subvolume in questio

FIG. 1. Schematic representation of the method of reducing the volum
phase space to be sampled.
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Since it is always the case thatEmin<DEmin,DEmax<Emax,
the condition for retaining a subvolume given by Eq.~13!
can be replaced with

Emin<1de

and ~16!

Emax>2de

and all subvolumes containingVde will be retained as re-
quired. In fact, Eq.~16! is less efficient at reducing the vo
ume to be sampled than Eq.~13!, as it will retain some sub-
volumes that could have been discarded using Eq.~13!.
However, as each iteration makes the subvolumes sma
the efficiency of Eqs.~13! and ~16! converges. The advan
tage of using Eq.~16! is that three independent three
dimensional functions:E18(k18), E28(k28) andE2(k2), must
be searched for minima and maxima instead of one
dimensional function DE(k18 ,k28). Searching a three
dimensional function for maxima and minima is not signi
cantly easier than searching a six-dimensional one, an
that sense little is gained by using Eq.~16! in place of Eq.
~13!. However, the advantage of the three-dimensional r
is that all the necessary maxima and minima can be pre
culated and stored. It only remains to retrieve their valu
during the rate integration, which can be done very rapid

The three-dimensional minima and maxima are stored
follows. Each six-dimensional hypercubic subvolume with
k18 ,k28 space is the ‘‘product’’ of two cubic volumes in
three-dimensionalk space, one containing statesk18 and the
other containing statesk28 . Although it may be impractical
to obtain values ofDEmin and DEmax for each ofN six-
dimensional subvolumes, it is feasible to obtain and st
values of Ea

min and Ea
max (a518,28) for each of theAN

three-dimensional cubes from which the subvolumes
formed. Furthermore, by requiring that impacting vectors
located at the intersections of the stored three-dimensio
final state cubes, the corresponding impacted states als
within these cubes, and values ofE2

min and E2
max can be

stored for these also. During execution of the integrat
algorithm, values ofEmin and Emax can be rapidly obtained
from the stored values ofEa

min and Ea
max through Eqs.~14!

and ~15!. Thus by adopting Eq.~16! in favor of Eq.~13! as
the rule for determining whether subvolumes should be
tained or discarded, it is possible to precalculate and store
the necessary minima and maxima for rapid retrieval dur
integration.

Note that the use of the iterative procedure represen
in Fig. 1 and its use to locate the region of phase sp
containingVde is essential to avoid the need to consider t
very large number of subvolumes that would be created
the algorithm were to begin simply by dividing up the who
of V0 to the final required level of discretization. Note als
that the requirement that impacting vectors lie at the node
the mesh of three-dimensional cubic volumes is not hig
restrictive as the side length of these cubes is typically 1/6
or 1/128th of the lengthG –X in the Brillouin zone. Using
this algorithm, the widthde of the top-hat function can be se
much lower~e.g., 1 meV! and the Brillouin zone discretized
much more finely~e.g., into 128 cells fromG to X) than

of
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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could be achieved using the more direct Monte Carlo
proach without placing unreasonable demands on comp
tional resources.

III. RESULTS

The rate integration algorithm has been applied to
bulk unstrained semiconductors GaAs, In0.53Ga0.47As and
Si0.5Ge0.5 ~henceforth referred to as InGaAs and SiGe!, all at
300 K. GaAs, an important semiconductor in the fabricat
of high-speed devices, is a wide band gap material, in
sense that its impact ionization threshold lies at a sufficie
high energy to invalidate simple analytic band structure
proximations. InGaAs and SiGe have applications in the
sign of devices for optical communications. They have n
rower band gaps~direct in InGaAs, indirect in SiGe! than
GaAs, but nevertheless are wide gap in the sense that ion
tion thresholds lie at energies above the applicability
simple analytic band approximations.

Band structure for each material was obtained usin
nonlocal pseudopotential method26 which includes the spin-
orbit interaction. Form factors for each material are given
Ref. 31. Pseudowavefunctions were expanded in terms o
plane waves~130 expansion terms in all, with spin included!.
Energy and wave function data were stored on a grid
rapidly retrieved by an interpolation scheme during exe
tion of the rate integration.

A. Ionization rates

As is generally observed when calculating impact io
ization rates for semiconductors with real band structure,
calculated rates for both electrons and holes in all the m
rials are found to depend strongly on thek vector of the
initiating carrier, and carriers at the same energy but differ
positions in k space can have widely varyin
rates.3,14,20,21,32,33The mean rate at a particular impactin
carrier energy is obtained by averaging the rate due to c
ers at allk vectors at that energy:

Rav~Ei !5
*R~k!d@E~k!2Ei #d

3k

*d@E~k!2Ei #d
3k

. ~17!

Mean rates calculated in this way are presented for e
material in Fig. 2. Note that in the indirect gap mater
studied, the electron initiated threshold lies at lower ene
than the hole initiated one, with the opposite applying to
direct gap materials. At high carrier energies, rates for b
carrier types in all three materials tend towards the sa
order of magnitude around 1014s21, as has been note
elsewhere.33,34 Allam,35 however, suggests that this may b
coincidental as, although the fundamental band gaps of t
materials vary, they all have similar values of^Eind&, defined
as

^Eind&5 1
8~EG13EX14EL!, ~18!

whereEV is the energy gap between the top of the valen
band and the bottom of the conduction band valley atV,
leading to similar high energy behavior in the rate. In In
for example, which has a greater value of^Eind&, we should
not expect such behavior.
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The mean rates can be fitted by the expression

R~E!5A~E2E0!P, ~19!

where A, P and E0 are the fitted parameters. For a fixe
value ofE0 , A and P are adjusted to give the best straig
line fit by least squares analysis to log(R) vs log(E2E0). This
fit has an associated rms value, which is itself minimized
adjusting the threshold energyE0 . The results of the fits
applied to electron and hole rates in each material are g
in Table I. Note that the fitted threshold energy is obtain
without reference to the actual threshold energy calcula
directly from the energy band structure, and so the discr
ancy between the fitted and calculated values is an indica
of the reliability of the fit.

Figure 3 compares electronic rates for GaAs obtain
here with the results of other workers.12,14,19,34Values for the
rate obtained by different authors range over more than
order of magnitude at any given energy. Possible source
these discrepancies include numerical approximations m
in the evaluation of the matrix elements, the use of differ

FIG. 2. Mean impact ionization rates of electrons and holes in Ga
InGaAs, and SiGe.

TABLE I. Fitting parameters for rates shown in Fig. 2. Fit formula i
R(E)5A(E2E0)P ~with R in units of s21 andE in eV!.

A P E0 ~fit! E0 ~calc!

GaAs e2 1.431011 5.2 1.89 1.85
GaAs h1 8.231010 5.1 1.43 1.51
InGaAs e2 1.631010 5.6 0.75 0.87
InGaAs h1 1.531011 4.2 0.73 0.78
SiGe e2 4.631010 4.9 0.84 0.91
SiGe h1 7.831010 4.7 1.23 1.27
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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band structure, and different implementations of the rate
tegration algorithm. The magnitude of the effect of these
investigated here.

The matrix elements are evaluated using the pseudow
functions expanded as plane waves. In Fig. 4, the con
gence of the impact ionization matrix elements with resp
to the number of plane waves used in the expansion of
wave function is plotted for InGaAs and SiGe. Convergen
for InGaAs is very good when using 65 plane waves
more. In SiGe, the rate of convergence is poorer, with 3
plane waves being insufficient to ensure well converged
sults. Using 65 plane waves, the matrix elements are wi
;30% of those obtained using 307. Unfortunately, us
more plane waves requires considerably greater nume
effort. As will be examined in Sec. III B,q transfer is gen-
erally higher for transitions in SiGe than in InGaAs, and th
is the likely cause of the slower convergence of the ma
element. In GaAs, meanq transfer is similar to that in
InGaAs and so it is expected that the rate of convergenc
the matrix element will be similar. All the results present
in Fig. 3 were obtained using 65 or more plane waves in

FIG. 3. Comparison of electronic rates in GaAs calculated here and by o
workers—JTH~Ref. 14!, BH ~Ref. 12!, SY ~Ref. 34!, SRS~Ref. 19!.

FIG. 4. Convergence of the impact ionization matrix elements with res
to the number of plane waves used in the expansion of the pseudo
functions.
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expansion of the pseudowave functions~except Ref. 34
which used a constant matrix element approximation!, and so
poor convergence of the matrix elements is not the caus
the discrepancies between the calculated rates.

Of the results compared in Fig. 3, those from Ref.
used aq-dependent expression for the dielectric functi
while those from Refs. 12 and 14 usedq- andv-dependent
expressions.~The dielectric function does not enter into th
constant matrix element approximation of Ref. 34.! Figure 5
compares rates obtained in InGaAs usingq-dependent andq-
and v-dependent expressions for the dielectric function.
might be expected, the disagreement between the two ca
lations is greatest at high energy, but the magnitude of
discrepancy is small in comparison to the range of rate v
ues seen in Fig. 3. Thus, the sensitivity of the rate to va
tions in the dielectric function is not sufficiently great
account for the disagreement between different authors,
ticularly at low impacting carrier energies.

The sensitivity of the calculated rates to the details of
band structure was tested by comparing rates calculated
GaAs using two different band structure calculations. O
was the nonlocal pseudopotential calculation of Chelikow
and Cohen26 which includes the effect of the spin-orbit in
teraction, as used elsewhere in this work, and the other
the local pseudopotential of Cohen and Bergstresser,36 which
neglects spin. The results plotted in Fig. 3 were all obtain
from local pseudopotential band structure calculations,
cept for those calculated here. Rates calculated using e
method are plotted in Fig. 6. The difference is greatest at
impacting energy where the rates are most sensitive to
details of the energy band structure, but generally the
crepancy is small in comparison to differences seen betw
the results of different workers in Fig. 3. Stobbeet al.19 have
also examined the sensitivity of the impact ionization rate
the choice of band structure method, finding a similar deg
of sensitivity as here.

The three factors examined above: convergence of
matrix element with respect to the number of plane wa
used to expand the wave function, the use of different
pressions for the dielectric function, and the use of differ

er

ct
ve

FIG. 5. Comparison of electron initiated rates in InGaAs calculated usin
q- and v-dependent expression for the dielectric function~as elsewhere in
this work! and using aq-dependent expression.
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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methods of obtaining the crystal band structure, do not h
a sufficiently great influence on the calculated rate, eit
individually or in combination, to account for the magnitud
of the disagreement between the various results of Fig.
therefore seems likely that the most significant factor in
counting for the discrepancies is the differences in the imp
mentation of the rate integration scheme, particularly w
regard to the degree of discretization of the Brillouin zo
and the width of the function used to approximate the ene
conserving Dirac delta function. The numerical reliability
the algorithm developed here was tested by comparing
sults obtained by it with those obtained by a different n
merical algorithm developed by Beattie.22 In Beattie’s ap-
proach, the energy conserving Dirac delta function of E
~10! is treated exactly~as opposed to the top-hat approxim
tion made here! and the integration is carried out as a surfa
rather than volume integral. The application of Beattie’s
gorithm to real band structures has been descri
elsewhere.37 Here, the two algorithms are used to calcula
rates in the first conduction band of GaAs along the linek1

5(t,0.0551t/2,0). The results are compared in Fig. 7. T
two algorithms approach the problem of integrating over
lowed transitions in quite different ways, and the similar
in their final results can be taken as a good indication t
they are both numerically reliable.

B. Final state distributions

Investigation of the distributions of states of the final a
impacted particles is of interest, both in the implementat
of transport simulations and in gaining a better understa
ing of factors influencing the impact ionization rate. Figure
presents the mean energy of the final and impacted part
for electron and hole initiated transitions in each material
all three materials there is an approximately linear dep
dence of the mean energy of each of the generated car
on the impacting carrier energy. The scattering of points
due to the dependence of final state energies on the actuk
vector of the initiating particle rather than just its energ
particularly at lower impacting energies. This is similar

FIG. 6. Comparison of electron initiated rates in GaAs, calculated us
local pseudopotential method@Cohen and Bergstresser~Ref. 36!# and non-
local method with spin@Chelikowski and Cohen~Ref. 26!#.
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the situation with the rates themselves, which are also exp
itly k- rather than just energy-dependent, especially at
energy. The direct gap materials show similar behavior w
each generated electron generally taking a slightly gre
share than the generated hole of the available energy in
electron and hole initiated cases, while in the indirect g
material, the distribution of the available energy between
generated carriers is roughly equal on average. Naturall
given impacting carrier does not generate secondary car

gFIG. 7. Comparison of rates in GaAs initiated by electrons in the fi
conduction band along the linek5(t,0.0551t/2,0), calculated using the
volume integration algorithm developed here and the surface integra
algorithm of Beattie~Refs. 22 and 37!.

FIG. 8. Mean energies~in eV! of final and impacted states for electron an
hole initiated transitions in each material.
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FIG. 9. Energy distribution of gener-
ated electrons for transitions initiate
by electrons in the second conductio
band of InGaAs.
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at a specific energy but rather with a distribution of energ
Figure 9 shows the distribution of generated electrons
transitions initiated by electrons in the second conduct
band of InGaAs. The influence of the conduction band d
sity of states is clear at low energy, with the two peaks in
distribution corresponding to generated electrons lying in
G andX valleys, while at higher impacting energies the fin
state distribution is smoothed out into a single flat peak. T
influence of the density of states is not generally as mar
as in Fig. 9. Distributions of generated holes or electro
generated by hole initiated ionization, for example, are m
featureless single peaks.

Examination of the mean momentum transfer dur
transitions highlights some interesting differences betw
the direct and indirect gap materials studied here. Figure
compares the meanq transfer for transitions initiated by
electrons located along the lineG –K in the second conduc
tion band of InGaAs and SiGe. For each material, the l
with solid circles indicates the mean value ofq calculated by
weighting all transitions by the squared magnitude of
corresponding matrix element, and the line with emp
circles represents the unweighted mean. Two things ab
the plot are worthy of note. First, the weighted meanq trans-
fer is considerably lower in InGaAs~and in GaAs, which
shows similar behavior to InGaAs! than in SiGe. It is likely
that the higher values ofq in SiGe are the cause of th
slower convergence of the matrix element plotted in Fig.
loaded 07 Dec 2010 to 129.234.252.66. Redistribution subject to AIP licens
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Second, in InGaAs, the weighted line lies at significan
lower q values than the unweighted line, indicating that t
matrix elements act to favor lowq transitions in InGaAs
~and GaAs!. In SiGe however, the weighted and unweight
lines lie close together, indicating that the matrix elements
SiGe do not act in favor of transitions with any particularq
value. The favoring of lowq transitions can increase thres
old softness in the direct gap materials.31

FIG. 10. Meanq transfer for transitions initiated by electrons in the seco
conduction band of InGaAs and SiGe.
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IV. CONCLUSIONS

A numerical algorithm for calculating the impact ioniz
tion rate in the semiclassical Fermi’s Golden Rule appro
mation, which does not suffer from the instability ne
threshold of algorithms similar to that of Kane,17 has been
presented. The reliability of this integration method has b
demonstrated by comparison with another quite different
gorithm~that of Beattie22,37!. Possible causes of the disagre
ment between different authors12,14,19,34in calculated electron
initiated rates in GaAs have been investigated, including
sensitivity of the calculated rate on the choice of method
obtaining the band structure, the number of plane waves u
in the expansion of the pseudowave functions and the f
of the expression used for the dielectric constant. Wh
variation in each of these was found to lead to changes in
calculated rates, they alone could not account for the la
discrepancies seen between the results of the different
thors, and it must be concluded that differences in the imp
mentation of the rate integration algorithms account
much of the discrepancy.

The algorithm developed here was used to obtain imp
ionization rates and distributions of generated carriers in
semiconductors GaAs, In0.53Ga0.47As and Si0.5Ge0.5. Rates
for electron and hole initiated transitions have been p
sented, and approximated by analytical fit formulas. T
mean energies of the generated carriers were found to
an approximately linear dependence on the impacting ca
energy, with generated electrons generally taking a gre
share of the available energy than the generated holes in
direct gap materials, for both electron and hole initiated io
ization. In the indirect gap material, the generated carr
shared the available energy approximately equally. M
momentum transfer during transitions was found to dif
significantly between the direct and indirect gap mater
studied. In the direct gap materials, the meanq transfer was
lower than in the indirect gap material. The higherq values
in SiGe are assumed to be the cause of the slower rat
convergence of the impact ionization matrix elements w
respect to the number of plane waves used to expand
pseudowave functions that were observed in this materia
was also found that in GaAs and InGaAs, the matrix e
ments act to favor the lowq transitions, while in SiGe, this is
not the case.
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