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VSculpt : A Distributed Virtual Sculpting
Environment for Collaborative Design

Frederick W. B. Li, Rynson W. H. LaiMember, IEEEand Frederick F. C. Ng

Abstract—A collaborative virtual sculpting system supports a artwork. However, in order to develop such a collaborative
team of geographically separated designers/engineers connectecenvironment, many challenging issues need to be addressed,
by networks to participate in designing three-dimensional (3-D) jyclyding real-time processing, rendering, and efficient trans-
virtual engineering tools or sculptures. It encourages international . f def ble obiects. An intuiti loti thod
collaboration at a minimal cost. However, in order for the system m|SS|on OF GEIorManie ODJECLS. AR INtUitive scu.p |ng.me o
to be useful, two factors need to be addressed: intuitiveness andiS @lso needed to allow the user to deform an object with hands.
real-time interaction. Although a lot of effort has been put into In addition, synchronization techniques and control mecha-
developing virtual sculpting environments, only limited work ad-  nisms are needed so that multiple clients may perform object
dresses collaborative virtual sculpting. This is because in order gonting simultaneously. As will be discussed in Section I,
to support real-time collaborative virtual sculpting, many chal- . . o L
lenging issues need to be addressed. In this paper, we propose a COI[esearch work on coIIaborat_Ne virtual sculpting is very limited,
laborative virtual sculpting framework, called VSculpt . Through ~ due to the many unsolved issues. In fact, we are not aware of
adapting some techniques we developed earlier and integrating any systems that support interactive collaborative sculpting.

them with some techniques developed here, the proposed frame-\We developVSculpt to address the above issues. The main
work provides a real-time intuitive environment for collaborative contributions of this paper include
design. In particular, it addresses issues on efficient rendering and

transmission of deformable objects, intuitive object deformation + aframework to support interactive collaborative sculpting
using the CyberGloveand concurrent object deformation by mul- in a distributed environment, by adapting some of the tech-
tiple clients. We demonstrate and evaluate the performance of the niques we developed earlier and integrating them with

proposed framework through a number of experiments. techniques proposed here;

Index Terms—Collaborative environments, deformable object » a data structure for progressive transmission of de-
rendering, distributed collaboration, virtual sculpting. formable objects

* atechnique to support concurrent editing of a virtual ob-

|. INTRODUCTION ject by multiple clients;

. . . . . e a communication protocol to support synchronized trans-
ITH THE introduction of distributed virtual environ- b PP 4

ments, we may now interact and work with each other mission anq object dgformatlgn. .
via a local network or through the internet, without physicall 'The rest of this paper is organgd as fo.IIows. Sec“or.‘ .
travel. This encourages collaborative work from internationﬁ![Ves a survey on relateql work. Sectpn lll gives an overview
participants living at different geographical locations. In [1 vSculpt - and its archltepture. Section IV summarizes our
and [2], we proposed a framework to support distribute formable NURBS rendering method. .Sect|0n V shows h_ow
virtual walkthrough over the Internet, in which progressiv e data strl_Jctures of.a Qeformaple Ob]faCt may be orgamzed
multiresolution modeling, caching and prefetching mech or progressive transmission. Section VI introduces the idea of

nisms were used to minimize the amount of data sent over th fting region and proposes a locking mechanism to support

network. However, the system does not support collaboratiff Ia:)orlz_;ltlvte _Sf[;UIpt'?g' It aéso t:?“homs“”the chentt—server andfthe
nor interaction among the participants. client—client interactions. Section presents some perfor-

In this paper, we present a framework for distributed vifmance resylts of our prototypg system and evaluates the new
tual sculpting, called/Sculpt . The objective of this work method. Finally, Section VIII briefly concludes the paper.

is to develop a distributed design environment in which a
geographically separated team can manipulate and visualize Il. RELATED WORK

complex sculpting Wor_k together through the internet. The Several frameworks and application systems have been
proposed framework will reduce the cost and turnaround tilgoposed to support distributed virtual environments. They
of the product design process in manufacturing or in sculptifgeludeDIVE [3], SIMNET [4], NPSNET[5], MASSIVE [6],
VLNET [7], and COVEN [8]. These systems mainly address
Manuscript received August 4, 2001; revised July 17, 2002. This work wiSU€S on user interaction, data replication and optimization
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the review of this paper and approving it for publication was Prof. Ryoichi Systems developed to support virtual sculpting are mainly

Komiya. , _ _ __for use in a single user environment. Galyean and Hughes
The authors are with the Department of Computer Science, City Unlversﬁy . . .

of Hong Kong, Kowloon, Hong Kong (e-mail: rynson@cs.cityu.edu.hk). eveloped a voxel based technique for virtual sculpting [9].
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volumetric object by removing/clearing some voxels. ThAlternatively, some systems simply do not perform the retessel-
resultant voxel data is then converted to a polygon mesh usiagon process, sacrificing the quality of the output images.
the marching-cube algorithm. Another system TIBIRED VSculpt addresses these three problems through the intro-
(Two Handed Refining Editor) [10] developed by Shawal. duction of a distributed object locking mechanism, the editing
to incorporate both hands, each tracked by a 3-D tracker,riggion, and a distributed rendering and transmission technique
editing polygonal surfaces. While the dominant hand seledts deformable objects. We will describe these in details later in
and manipulates vertices, the less dominant hand sets the ptis-paper.
tion and orientation of the scene and the level of subdivision of
the surface. Kameyama [11] proposed a Virtual Clay Modeling lIl. A RCHITECTURAL OVERVIEW OF VSculpt
System. The system uses a special input device with a 3-D
tracker and a tactile sensor. The tactile sensor is made of art’z%/so
of pressure sensors and is covered by a soft rubber pad. Byn VSculpt , each objectis modeled using NURBS surfaces.
pushing at the tactile sensor, the user may deform an objédthough polygon meshes are widely used in object modeling,
using his/her hands. Because the resulting object is in the folipe@ vertex data is very often large in size and therefore time con-
of grid surface data, it must be converted to a solid modgliming for transmission. This reduces the interactivity of col-
before it can be used in a design or manufacturing system. Takorative sculpting where model updates are sent over the net-
3DIVS [12] and the two-handed direct manipulation interfaceork frequently. NURBS surfaces, however, can be represented
[13] are design environments that allow a user, when wearingfea much more compact form, and they can be deformed simply
pair of PINCH gloves, to use both hands to manipulate virtuly changing the positions of the control points. However, as a
objects. Users can perform a variety of actions by applyifdURBS surface deforms, we need to retessellate it into poly-
different PINCH gestures. gons for rendering. Because retessellation is a very expensive
Effort to develop distributed systems for collaborative virtudbsk, we adapt our real-time NURBS rendering method [16],
sculpting is very limited. In [14], Nishinet al. proposed a [17] here to accelerate the rendering of deforming objects in the
method for sharing interactive deformation in collaborativelient machines. Initially, we tessellate the NURBS surfaces of
3-D modeling. In the method, the object for virtual sculptingach object into a polygon model and compute all the defor-
is modeled by implicit surfaces. Each client has its owmation coefficients. These data structures are then packed into
replica of the object. A client can edit the object only if linear data structure, call®lURBS streanio facilitate effi-
it can obtain an update right of the object from a centrgient rendering and progressive transmission. Details of this can
server. While a client is sculpting the object, it broadcasts tixe found in Sections IV and V.
update parameters to all the participating clients to update theilWhen some users want to initiate collaborative sculpting, they
copies of the object. However, due to the cost of tessellatidifst identify the object for sculpting and the corresponding ob-
the object is not retessellated as it is deforming. After thect server will distribute the object to all the relevant client ma-
client finishes the sculpting, it releases the update right Ioyines in the form of a NURBS stream. In order for the user to
acknowledging the server. In [15], Anupam and Bajaj proposée able to sculpt the object in an intuitive manner, we adapt our
a collaborative geometric and scientific design environmevwirtual sculpting technique here [18] to allow direct object mod-
calledShastra Each participant works on a shared hierarchicéication with the user’s own hands. Each user participate in the
design graph of objects. This method enables direct collaboratiggilaborative sculpting will wear one or a pair Gi/berGloves
by partitioning the design graph into zones. In regulated modeachCyberGlove is basically an electronic glove that captures
when a particular user is responsible for a zone, other us#re user’s hand and finger gesture. The system will magthe
are denied to access that zone. In unregulated mode, a U#fSloveto the object for sculpting, so that the user may deform
can manipulate a “hot spot” in the design graph by gainirije object by flexing the hand(s). In order to provide a more
a prior exclusive control on a FIFO manner. ®OVEN flexible environment for sculpting,ray-projectiontechnique is
[8], the concept of “interaction agent” is introduced, whichised to allow the user to dynamically change the mapping be-
is shared by several participants to manage a collaboratiween theCyberGloveand the object surface. Ti@yberGlove
interaction situation. However, it is only a conceptual idegan be mapped to the whole object to allow coarse deformation
and no concrete solution is available. or to only a small region of the object to allow fine deformation.
There are several limitations in existing distributed sculptingetails of this can be found in Section VI.
systems. First, they use a central server to control and grant th&/hen a user selects a region of the object for deformation, the
editing right to the clients. This central server may becomecantrol points that affect the shape of this region are determined.
bottleneck and degrade both the performance and the inter&gthe user flexes the hand(s) to deform the region, the new posi-
tivity of the whole sculpting environment. Second, they do ndions of the control points will be distributed to all participating
support concurrent sculpting of the same object. However, ¢hients in the form of update messages. When a client receives
some design applications, it is desirable for multiple users & update message, it can update the data structures to reflect
edit the same object together. Finally, these systems totally réi change in object shape. In the case when a NURBS surface
on the client machines to perform the rendering task. Although
it can save both the workload of the server and the amount of
data transmitted through the network, the expensive rGtesselIaCyberGIoveis a trademark of Immersion Corporation, San Jose, CA 95131
tion process may seriously affect the performance of the systeyssa.

verview oVSculpt
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Fig. 1. Main components dfSculpt .

needs to be refined and the refinement information is not availngine is responsible for maintaining and updating all the
able locally, the client may either compute it locally or requestbject models downloaded, including deformable models. It
the server for it. Details of the client—server and client—clieigfenerates output images for display in every frame.
communications can be found in Sections VI-B and VI-C.

IV. RENDERING OFDEFORMING OBJECTS

B. Architecture olVSculpt . . -
P In our earlier work, we developed a technique for efficient

VSculpt is based on a hybrid model which merges thgsndering of deformable NURBS surfaces [16], [17]. The basic
client-server and the peer-to-peer architectures. Every pafea of this method is to maintain two data structures of each
ticipant can be a server or a client. Aibject serveris the gyrface, the surface model and a polygon model representing
owner of deformable objects for sculpting. It is responsibigye surface model. As the surface deforms, the polygon model is
for constructing the NURBS stream of each object. A cliepfot regenerated through tessellation. Instead, it is incrementally
equipped with &yberGlovemay modify the shape of an objectypdated to represent the deforming surface. There are two tech-

including the object server. Fig. 1 shows the main componeRisdatingandresolution refinement

of VSculpt
The server module consists of four main processes. The Incremental Polygon Model Updating
Server Managecoordinates all other components at the server

and handes all clients rlequests ?jn? up(;jates.l\]?ge][ Pre- . polygon model to represent each deforming surface. To show
processoicomputes a polygon model and a set of deformatiqq, ;i works, we consider the polygonal representation of a sur-

coefficients for each deformable object. The data are then selle obtained by evaluating the surface equation with some dis-

to the Model Serializey which constructs a Nl.JRBS St.re.amcrete parametric values. If a control pofy ; is moved toP, ;
from the polygon model and the set of deformation coefficients. ’ ’

The NURBS stream is then stored in the database for lat¥ith @ displacement vector’ = P, ; — P; ;, the incremental
transmission to the clients upon their requests. Finally, tiifference between the two polygonal representations of the sur-

Network Agenthandles all the communications between thice before and after the control point movement is as follows:

In this technique, we incrementally update a precomputed

server and the clients, including object requests and object (fﬂ _ qu) Wy s Ryt (u,) .

updates. S(u, v) = S(u, v) = —— =221 L=,V
The client also consists of four main processes. Thent >3 wi iR j(u,v)

Managercoordinates all components at the client and handles =0 j=0 1

all user inputs. It is responsible for requesting the NURBv%hereS(u, v) andS(u, v) are the polygon models of the sur-
streams from the server to construct the relevant data structL*res . .
. . : . ce before and after the control point movement, respectively.

and then passes the information to the graphics engine to Bes : oy . i

N . a5 ¢ is called thedeformation coefficierdefined as follows:
maintained there. Thé&irtual Sculpting Managergenerates —*
a parametric hand surface for ti@yberGloveand performs w ¢ Ryt (u,v)
virtual sculpting based on the user’s hand gesture. The updated as,¢(u, v) = 57— .
control points of the deforming object are then sent to the Z:O ZO wi ;R j(u,v)
graphics engine via the client manager. THetwork Agent s
handles all the communications between the client and theThe deformation coefficient, . is a constant for each par-
server, including object requests and object updates. It atsmular pair of (u, v). Hence, if the resolution of the polygon

sends update messages to other clients. FinallyGttzghics model representing the surface remains unchanged before and

)
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after the deformation, we may precompute the deformation ¢ SRl A0 4p+2 4p+1
efficients and update the polygon model incrementally as sho : :
in (1). This technique is very efficient since we need to perforLevel n+1 ==
only one vector addition and one scalar-vector multiplication ¢ Level n -
each affected vertex of the polygon model. Another advanta

is that the performance of the method is independent of the s

face complexity.

T Tapea” 4p+a 4p+3
B. Resolution Refinement (8) Odd Level (b) Even Level
When a surface deforms, its curvature is also changed. If the Fig. 2. Z-ordering indexing scheme.

curvature is increased or decreased by a large amount during the

deformation, the resolution of the polygon model may becomge neighboring node starting from the root node, unless extra
too coarse or higher than necessary to represent the deformigehters are provided to link each node to its neighboring nodes.
surface, respectively. To overcome this problem, we proposggovercome this limitation, we propose a new linear data struc-
aresolution refinemertechnique to refine the resolution of theyre calledNURBS streamswhich are used to maintain and
polygon model and to compute new deformation coefficientsynsmit the precomputed polygon models of the NURBS sur-
incrementally according to the change in the surface curvatufgees

A NURBS surface is first converted into a set of Bézier A NURBS stream is based on the linear quadtree structure
patche; using knot insertion [19]. Each I_3e2|er patch is th%?oposed by [21] using the z-ordering indexing scheme [22].
subdivided into a polygon model by applying the de Casteljgia|lows constant navigation time between any node pairs and
subdivision formula [20] to the Bernstein polynomials in botlsnorts progressive transmission. Fig. 2 illustrates the z-or-
u andv directions. For example, im, we have dering indexing scheme for a linear quadtree. It shows a top view
of the two possible spatial organizations of a parent nogéh

Pr(u) = (1 - u) L:l P{_l(u) L wftf Pi,;_ll(u) ©) its child nodeslp + 1, 4p + 2, 4p_+ 3 and4p + 4. A quadtree is
w; w; assumed to start from level 1, i.e., the root node. Each quadtree
node is assigned with an unique index. When assigning an index
wherew] (u) = (1—u)w] ' (u)+uw/, (u)andr =1, .... n, toa node, if the child node is residing at an odd level, we apply
i =0,...,n—r. [wP; w]" are the homogeneous Béziethe spatial organization shown in Fig. 2(a); otherwise, we apply

points/withPi € R3, w; are the weights, and is the degree of the one shown in Fig. 2(b).
the surface. The direction has similar recursion.
If we compute the difference of (3) before and after the dex. |ndexing Scheme

formation and then simplify it, we get a de Casteljau formula aSA linear quadtree is a pointerless scheme to store a generic

follows: quadtree in the form of a linear array of nodes. The quadtree
vOON 1 1 1 nodes are ordered by both the z-ordering indexing scheme and

o (u) = (1 —w)ay ™ (u) + oy (u) ) their residing quadtree levels. Each potential node, whether it
forr—=1,....mi=0. ... n—r Equation(4)indicates that exists or not, is assigned with a static and unique index. For

. . . xample, the index of the root node is “0” and a node residing at
the deformation coefficients can be generated incrementally a%leeper quadtree level has a greater index value. Given a node

the de Casteljau subdivision formula. of indexp, we can determine the following:
Hence, if the resolution of the polygon model needs to be P, 9

increased, the new deformation coefficients can be calculated . p—1
from adjacent deformation coefficients stored at existing ver- Parent node index {TJ (5)
tices using the de Casteljau formula. To achieve a better perfor-
mance, we implemented this based on the Horner’s formula, of ~ Child node indices  4p+i,  i=1---4  (6)
average complexity)(n) as opposed t®(n?) when based on Node level llog, (3p +1)] @)
the de Casteljau’s formula. 4
Western neighber  p — Ah?(n,) (8)
V. DEFORMABLE OBJECT TRANSMISSION Eastern neighbor  p + Ah?(n, + 1) Q)
In our deformable NURBS rendering method, we maintain a , d

polygon model of each deformable object in a quadtree struc- Northern neighbar  p — Av®(n, ) (10)
ture. The algorithms for this pointer-based tree structure are re- Southern neighber  p + Avt(n, + 1) (11)

cursive in nature. In addition, the navigation methods associated

with these algorithms are often restricted to preorder, inordethere (n,., n,) is the 2D location of the node in the grid of
or postorder tree traversal. If an operation, such as the crawdes at a particular levehh? and Av? are the precomputed
prevention process in our rendering method, requires informsts, called distance vectors, that give the horizontal and ver-
tion from neighboring nodes for the comparison of subdivisidital index differences for pairs of neighboring nodes at léyel
levels, an additional tree traversal operation is needed to locegepectively.
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Order of Transmssion
L 0
L4
Header Progressive | Progressive Progressive | Progressive
Record, Record, T Record Record,
e < h N / AN
- N N / S o
Surface Pr':::r?ce Root Vertices Deformation
Definition List Record Coefficients
Fig. 3. Structure of a NURBS stream.
They are defined as follows: joint positions of the user's hand. The object to be deformed

is then mapped to the hand surface fiay-projection With

d __ Py . 7 _
ART = (ben(i = 1) i b (i — 1)), ray-projection, the user manually specifies the location of a

bi = (—iy — 6n(i—1) — ¢i_1) (12) center of projectionpP.. A set of rays are then projected from
. _ _ P. through individual object vertices onto the hand surface to
Av® = (=6t (i — 1) ¢i — b1o(i — 1)), establish a mapping. We refer to the region of the object mapped
bi = (bi18,(i — 1) hi_1) (13) to the hand surface as theliting Region Once the mapping is

established, the user may deform the object model simply by
whered, () andé, (m) give the horizontal and vertical indexchanging the hand gesture. During the sculpting process, the user
differences for pairs of neighboring nodes having a relative leuelay adjust the location d®. interactively to change the size of
distancen. 6, (m) andé,, (m) perform similar calculations on the editing region.
neighboring nodes in toroidal quadtrees. In order to support multiuser collaborative virtual sculpting
in a distributed environment, we need to incorporate a flexible
B. The Structure of a NURBS Stream locking mechanism that allows any participant to define and

Unlike the linear quadtree suggested by Balmetilal.[22], lock a region of the object for sculpting. This locking mecha-

a NURBS stream does not consume extra spaces to hold empgm must make sure that no other users are editing a region
nodes. This is very important since most quadtrees are likdlgfore locking it for a user and that there are no data inconsisten-
unbalanced. Fig. 3 shows the structure of a NURBS streamcigs among the participating machines. We present here a simple
consists of dieaderand a sequence pfogressive recordsThe  locking mechanism to do this. We also present the client—server
header consists ofaurface definitionanode presence lisatnda and client—client interactions during a sculpting section.
root record The surface definition consists of the degrees, knots
and control points of a NURBS surface. In particular, the contrgl. Determining and Locking an Editing Region
points provide an aid for the client to modify the _shape of thg Most earlier systems for distributed virtual environments,
NURBS surface. The degrees and knots help the clientdeterming, - <\ MNET [4] andMASSIVE-2 [23], do not provide an
t'he'deformatlon region of each control point. The node prese licit locking mechanism as they do not consider collabo-
!ISt is an array of Boolean_values enc_(,)dl_ng the presence of no on. Systems that consider collaboration, SUCDBAE [3]
in the linear qgadtree using Balmelli’s index scheme. The ro ﬁdPaRADE [24], employ a conservative concurrency control
record stpres information OT the roo? quadtre_e node. Each of prevent concurrent modification of distributed objects. This
progressive records ;toresmformaﬂon ofasu?glequa(jtreen ﬁ'e of concurrency control mechanisms, however, does not
It con§|sts a set ofer'uce.sand a set oﬂgformatlon c.oeff|C|ents provide the required interactivity for virtual sculpting.
aSSOC.'ated with the ve_rt|ce_s. The vertices are the ligt of, z) . In a collaborative environment, multiple clients may some-
coordinates of the verticesin th? quaditree node. '_I'he_ Progressiifes want to edit the same object simultaneously. If we allow
records are arranged in ascending order of node indices.

7 . a client to lock the entire object for sculpting, other clients may
When transmitting a NURBS stream to the client, the SEVEbt be able to participate. This leads to a bottleneck in collabo-

first sends the hea_lder to th_e client followed by the Progressivtiive sculpting. To enhance the collaboration, we allow a client
recqrds. As_ the client receives the progressive records, it ock only the editing region(s) that he/she is sculpting, in-
beglr_1 to refine as well as render the polygon model of the dSt'ead of the whole object. When a client manipulates an editing
forming NURBS surface. region of a deformable object, the rest of the object will not be
affected by this manipulation and can thus be edited by other
clients concurrently. A client may modify one or more editing
To provide an intuitive interface for the user, our sculptingegion(s) if the regions are available.
method uses th€yberGloveas an input device for object To determine the boundary of an editing region, we consider
modification. Our idea is to create lsand surfaceusing the the local modification property of NURBS surfaces. If the po-
bicubic tensor product B-spline interpolating all key data pointstion of a control pointP’; ; is changed, only the shape of the

of the CyberGlove[18]. These data points indicate the fingesurface within the parameter regipn, w;4+p+1) X[V}, Vjtq+1)

VI. COLLABORATIVE VIRTUAL SCULPTING
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flags, each corresponding to a parameter redionu;;) X

[vj, vj+1) Of the object for sculpting. A bit is set to 1 if the cor-
responding parameter region is currently manipulated by one of
the participants. When a client wants to modify the shape of an
object, it first determines the editing region that it is interested in
and compares the set of parameter regions in the editing region
with the editing list. If all parameter regions in the editing list
are currently set to O (i.e., they are all available), the client will
be granted the right to sculpt the region anldeking message
will be broadcasted to all clients to update the corresponding
bits of their editing lists.

However, if two clients request for the same editing region at
nearlythe sametime, both clients may find fromtheirlocal editing
liststhattheregionisavailable and startto sculptthelocal copies of
the object. This may cause inconsistency. To solve this problem,
we introduce dimeout period After a client has sent a locking
message, it needs to wait for the timeout period. If it does not re-
ceive any locking messages with an earlier timestamp from other
clients when this period expires, it may start to sculpt. However,
ifthe client receives alocking message with an earlier timestamp
after this period has already expired, it will then need to roll back
the sculpting work to avoid inconsistency.

The reason for the introduction of the timeout period is that
most users in general do not like the roll-back experience. The
timeout period helps resolve most of the concurrent requests and
hence significantly reduce the number of roll-backs required. To
determine the timeout periot};,,.c..:, We need to consider the
time needed for a client to send a locking message and for this
message to be received by another client. Hetgg our =
at(tiatency + tmessage) Wheretigieney 1S the network latency
between the two clients arg,.sqqe iS the time taken to send
the messagey; is a tolerant factor to compensate for the fluc-
tuation in the network performance.

When the client finishes the sculpting, it broadcasteck
release message all clients to clear the appropriate bits of the
editing lists. On the other hand, if a client wants to modify the
shape of an object and finds that part of or the whole editing
region is locked, the client may need to wait until the region is
released. We adopt this distributed locking scheme to eliminate
the need for a central server, which may become the bottleneck
due to the large number of editing requests.

[ o

il

Robx Roty W T Doity

) B. Client—Server Interactions

Fig. 4. Virtual sculpting of a human head model. The distributed virtual sculpting process consists of two
stages, the preprocessing stage and the run-time stage. The

) preprocessing stage involves only client—server interactions, in
is affected, where andq are the degrees of the NURBS suryynich the client requests the server for objects. The run-time

faces along: andv parameter directions, respectively. We refegiage involves both client—server interactions, in which the
to this region as thdeformation regionAn editing regionis the  ¢jient may occasionally request the server for object refinement
union of deformation regions of all the control points that fall,formation, and client—client interactions, in which a client
inside the han(_j surface. Fig. 4 shqws the sculpting of a hurr}fﬁ%y frequently send locking messages, update messages, and
head model with theCyberGloveusing our prototype system|qck release messages to other clients. Fig. 5 shows the major
described here. The & 6 polygon mesh associated with thgperations in the client—server interactions. In the prepro-
virtual hand represents the hand surface. The grey region on thgsing stage, the server constructs a NURBS stream for each
human head model is the editing region. deformable object. Upon a client’s request, the server sends the
To implement the locking mechanism for sculpting, we mailNURBS stream to the client as described in Section V. After the
tain at each client aediting list containing a set of Boolean client has received the NURBS stream, it refines the polygon
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Server Side

Pre-processing Stage:

Construct NURBS Streams
 Object Request
Message
NURBS Stream

Request Object for Sculpting

Send NURBS Streams .
Resolution Refinement

and Rendering
Run-time Stage:

¢ Obiect Request Occasional Request for Object
Message Refinement Information
Send Object Refinement Progressive |
Information Records Resolution Refinement

K / &nd Rendering /

Fig. 5. Client—Server interactions.

Client Doing Sculpt

Prepare for Object Sculpting

1) Determine the Editing Region

2) Compare the Affected Parameter
Regions with the Editing List

3) If the Editing Region is available,

broadcast a locking message Locking Message . .
9 9 (Set of Parameter Region ID: Update the Editing List

While Sculpting, Perform
Incremental Polygon Model,

Updating, Resolution Refinement Update Message
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Fig. 6. Client—client interactions.

model for rendering according to its own view parameters, suohmoving control points within the editing region and the up-

as object distance, object moving speed and the viewer's lidated positions of these control points.

of sight [25]. When a participating client receives an update message, it
Although the advantage of using NURBS surfaces is that thpgrforms the incremental polygon model updating and resolu-

can be infinitely refined, it is not feasible to generate a very higion refinement according to its current view parameters, and

resolution NURBS stream to cater for any possible view condienders the resulting polygon model. Fig. 6 shows the main pro-

tions as it will be very costly in terms of memory and transeesses and the broadcast messages involved in the client—client

mission cost. Hence, during the preprocessing stage, we nidgractions.

only need to transmit each NURBS stream up to a resolution

high enough for most view conditions. During run-time, a client VII. RESULTS AND DISCUSSIONS

may occasionally needs to refine a deformable object beyonqu have implemented various components of the system in
the resolution of its local NURBS stream, it will then need & ++ The server and the client modules communicate using
reque_st the server for more refinement information (i.e., Precp/Ip with the BSD Sockets Library. The virtual sculpting
gressive records) of the NURBS stream. manager was implemented with the VirtualHand Library and
the GesturePlus Library from Virtual Technology. The graphics
engine is written in OpenGL and Openinventor. We tested
During run-time, if a client is sculpting an object, it is rethe system on a SGI Onyxmachine with eight 195 MHz
sponsible for broadcastingpdate messages all the partici- R10000 processors and a SGI Octane machine with two 250
pating clients. Each update message contains the ID’s of theétz R10000 processors, each with only one CPU activated.

C. Client—Client Interactions
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TABLE | head model (Model B) as shown in Fig. 4. The human head
Sizes OFNURBS STREAMS FORVARIOUS TESTMODELS model is a NURBS model with 400 control points. We apply
knot insertion [26] to subdivide it into 289 Bézier surface
Number of patches and then construct a hierarchical sgrfgce on these
Control Points 49 400 900 1600 patches to form the polygon model for transmission. Table I
Sizs o he NURBS shows the size and the transmission time of the NURBS stream.
Stream (Kbytes) 3.95 65.93 158.85 297.36 The NURBS stream is 65.93 Kbytes in size and transmitted in
Number of 0.0772 s. We have also measured the size and the transmission
Progressive Records in| 20 408 994 1868 time of the header and of each single progressive record. The
the NURBS Stream

header is 5491 bytes in size and takes 6.184 ms to transmit
to the client. A single progressive record is 152 bytes in size
The OnyX machine was set up as a server while the Octaned takes 0.174 ms to transmit to the client. If we assume that
machine was set up as a client. These machines are physictily Internet bandwidth is about one-tenth of the LAN, i.e.,
connected to our university network through 10 Mbps Ethernetughly 0.2 Mbps, it will take 0.772 s to transmit the whole
connections. At the time of our experiments, the bandwidMURBS stream. However, since the NURBS stream supports

available to us was about 2 Mbps. progressive reconstruction, the client is expected to be able to
_ visualize a coarse model of the deformable object in a time less
A. Experiment 1 than this transmission time.

In this experiment, we perform a number of tests to study the
performance in constructing and transmitting NURBS streantis.
The models used in our experiments are NURBS surfaces withThere are two ways to handle model refinement when a
different numbers of control points. We apply knot insertion [28Jeformable object is undergoing deformation at the client. The
to subdivide each object into Bézier surface patches and cefient may either perform the resolution refinement process
struct a hierarchical surface on these patches to form a singfkection 1V-B) itself or request the server to transmit more
guadtree structure. Table | shows information of each of the tgspgressive records of the corresponding NURBS stream to the
models, including the number of NURBS control points, the sizdient. In this experiment, we would look at the costs of them.
of the NURBS stream and the number of progressive recordsTliable Il shows the computational cost of performing a single
the NURBS stream. subdivision, i.e., from one parent node to produce four child

Fig. 7 compares the processing time for constructing tt@des, and the transmission cost if the client requests the server
NURBS streams of the test models. The operations involvégitransmit the four progressive records of the four child nodes
in constructing a NURBS stream include the generation of &mthe client. Results show that with the current configuration, it
initial polygon model, the construction of a hierarchical surfade cheaper for the client to simply request the server to transmit
and the computation of the deformation coefficients. Froithe progressive records than to compute them locally. This
the result, it is found that the construction time of a NURB®Ill also save the CPU time of the client for other time critical
stream is approximately a polynomial function of the numb@perations. However, if the client CPU becomes more powerful
of NURBS control points in the model, i.e., the complexity obr the network bandwidth becomes too small, at some point, it
the model. In addition, this construction time is generally tomay be cheaper to perform the resolution refinement locally.
long for the NURBS stream to be constructed in real-time. If )
we let the client handle this process, the user may then néed EXPeriment 3
to wait for a long time before he/she may start visualizing or Experiment 3 evaluates the transmission performance of dif-
manipulating the object. The situation may be worse if the usierent kinds of messages in the client—client interactions as de-
needs to simultaneously work on more than one deformatlsleribed in Section VI-C. They are the locking messages, lock re-
object. Hence, inVSculpt , the server is responsible forlease messages and update messages. Each locking message or
constructing the NURBS streams and distributes them to tloek release message contains the editing list. An update mes-
clients progressively to allow efficient model replication. sage contains the ID’s and the updated positions of the set of

Fig. 8 compares the time for transmitting the NURBS streamsoving control points.
of the test models. Results show that the deformable models cakiVe perform the experiment with the human head model as
be transmitted to the clients in a very short time, and the trarsown in Fig. 4. The model contains 529 parameter regions. For
mission time is approximately proportional to the size of thinis model, each locking message or lock release message uses
NURBS streams. In addition, since NURBS streams suppdrbytes to store the timestamp and 67 bytes to store the editing
progressive reconstruction, even if the client needs to handi&. In our measurement, it took 0.081 ms to transmit through
many deformable objects at the same time, it may still be alwar LAN. If we use our default assumption that the Internet is
to visualize all the objects. This is because the client may firabout one-tenth the bandwidth of our LAN, it will takes about
render the deformable objects in low resolutions and then p®81 ms to transmit a locking message through the Internet.
gressively refine their resolutions as more progressive recorddo determine the timeout periotl;,....:, described in Sec-
are being received. tion VI-A, we need to determine the latency of the network,

Finally, we would like to study the detailed transmissiomatency. TO do this, we can measure the round-trip time,
performance of a NURBS stream. In this test, we used a humaithe network using th@ing system program. This program

Experiment 2
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Fig. 7. Processing times for constructing the NURBS streams of the test models.
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Fig. 8. Times for transmitting the NURBS streams of the test models.

TABLE I
RECORD SIZES AND TRANSMISSION TIMES OF DIFFERENT PARTS OF THENURBS STREAM

PartName === | Transmission Time
Header Surface Definition Structure of | 5016 bytes 5.643 ms
NURBS

Node Presence List | Short 171 bytes 0.193 ms

Root Record Float 304 bytes 0.348 ms
A Single Vertices Float 24 bytes 0.027 ms
Progressive | Deformation Float 128 bytes 0.147 ms
Record Coefficients
The Whole NURBS Stream 65.93 Kbytes 0.0772 seconds
(with 408 progressive records)

sends a small packet to a specified host and times the durat&ions, the number of control points simultaneously affected by
taken for this packet to bounce bac¢k,..., is approximately the sculpting process is no more than 50. Thus, a typical update
equal to half oft,.;. Table IV shows some example round-tripmessage will be no more than 550 bytes in size. In our measure-
times for different network connections. ment, it took 0.63 ms to transmit through our LAN. Hence, we
As an example, if one client is in Hong Kong and the other expect that it will take about 6.3 ms to transmit an update mes-
inthe US{qtency is 80 ms. To send alocking messafgnssage  Sage through the Internet, which is a very short time. However,
is 0.81 ms. If we set the tolerant factar,, to 1.5, the timeout if there is a need to reduce the size of the update messages, ge-
period,ttimeout, Will be 121 ms. If both clients are within Hong ometry compression techniques [27], [28] can be applied, which
Kong, ttimeout Will be 16.2 ms. will reduce the size to less than one-third of the current one. On
For the update messages described in Section VI-C, we tise other hand, if we compare the transmission time of an up-
2 bytes to store each control point ID and 3 bytes to store eatdte message with the roundtrip time presented in Table IV, the
coordinate component of the updated positions. In typical sitonajor source of delay in transmitting the update message is the
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TABLE I
PERFORMANCE COMPARISON OFDIFFERENTMETHODS FOROBTAINING THE
REFINEMENT INFORMATION

berGloveafter 20—30 min. This is probably because they tend
to move their arms a lot when they are editing an object. On
the other hand, most of the experienced users can operate our

Methods for Obtaining the Refinement Information | Time Taken system smoothly in a very short period of time. They gener-
Generating new child nodes at the client using I ally find our prototype system much easier to edit objects than
resolution refinement the commercial modeling packages. From the feedback of both
H;T,smhizi[% t’\:‘e progressive records from the server 070 ms groups of users, our prototype system is in general very intuitive
(app,%ximately 2 Mbps available) ' and easy to use. ThHeyberGloveprovides a veryatural inter-
Transmitting the progressive records from the server face for editing object models.

through the Internet 6.95ms However, some of the users have commented that as they are
(approximately 0.2 Mbps available) editing an object model, they may also want to look around

the object to inspect its shape from time to time. Unfortunately,
since both of their hands are already occupied, there is no mech-
anism for them to rotate their view. At one point, we thought
of attaching a 3-D tracker to the user’s head, but this require

TABLE IV
EXAMPLE ROUND-TRIP TIMES FORDIFFERENT NETWORK CONNECTIONS

Network Connection # of Hops RTT . .

— — e the user to wear a head mounted display in order to be useful.
LAN (2 hosts within the university network) 4 0.64 ms L i X .
Internet (Local connection, 2 hosts within HK) 10 10 ms _HO\_Never’ 8X|St|ng head mpunted qlsplays _have their (_)W” lim-
Internet (Overseas connection, 1 host in HK, another in US) 13 160 ms itations too. Our temporarlly solution to this prOblem is from

observing how we would do in our daily life when we are phys-

. ically changing the shape of an object. When we are molding
network latency rather then the size of the message, especiglyopject, if we need to use both hands to do it, we would fix
if the message is to be sent to an overseas client. the object to a device. On the other hand, if we would like to be
able to inspect the overall shape of an object as we edit it, we
would use one hand to hold the object and the other hand to edit

In our method, we use a distributed editing list instead ofia Hence, in our system, if a user wants to be able to inspect an
central server to control simultaneous editing of the same objesibject as he/she is editing it, then he/she can only use one hand
This can prevent creating a bottleneck at the server and reduselo the editing, freeing the other hand for controlling the view
the network latency when the clients raise their requests cgoint.
tinuously. This method can also be applied in the object level,
with a separate editing list to indicate the availability of indi-
vidual objects. If an object is available for editing, the corre-
sponding bit of this editing list is clear; otherwise, it is set to In this paper, we have presented a framework for real-time
1. With this locking method, whenever a client raises a requedistributed virtual sculpting. The framework extends our ear-
it only needs to lookup its local copy of the editing list. Thdier work on distributed virtual environment [1], [2] to support
locking message is sent only if the requested object and editfj!aborative sculpting. To do this, we adapt our real-time tech-
region are available. Hence, unlike Nishino’s method [14], oifiques for rendering deformable NURBS surfaces [16], [17] and
method generates network traffics for successful requests ofiy.virtual sculpting [18] into the new framework. We have intro-
For the tessellation process, Nishino’s method does not perfofieed the NURBS streams for transmitting deforming objects
retessellation and the model is fixed at a resolution. In our ca$@rough the network. We have also presented the idea of editing
we adapt our real-time NURBS rendering technique to allo/@9ion and the corresponding locking mechanism to allow si-
real-time resolution refinement at the client, optimizing the refoultaneous object sculpting by multiple users. Results show

dering performance and improving the output quality. that our method can support interactive collaborative virtual
sculpting over the Internet.

D. Additional Comments on the Editing List

VIII. CONCLUSION
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