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Impact ionization rates for electrons and holes in three semiconductors with particular band
structure characteristics are examined to determine underlying factors influencing their qualitative
behavior. The applicability of the constant matrix element approximation is investigated, and found
to be good for the indirect gap material studied, but overestimates threshold softness in the direct
gap materials. The effect that final states in thealley have in influencing characteristics of the

rate in the direct gap materials is investigated, and it is found that they play a significantly greater
role than the low density of valley states would suggest. The role of threshold anisotropy in
affecting threshold softness is examined, and it is concluded that it plays only a small part, and that
softness is controlled mainly by the slow increase in available phase space as the threshold energy
is exceeded. ©1999 American Institute of Physids0021-89789)06411-7

I. INTRODUCTION transition for two electrons initially in states ki (the im-
Impact ionization is an important process occurring inPacting electron and k; (the impacted electronto final

devices in which significant numbers of high energy carrierStates aky: andky:, given by Fermi's Golden Rule 8

are present. A carrier excited to high energy, typically by a 2m

high electric field, is able to excite a valence band electron Ry (Ki,Kz, Ky ,Kor)= 7|Mif|25(Elf+Ez'—El—Ez),

across the band gap, thus creating an electron—hole pair. The 1)

process is often detrimental to device performance, limiting

the bias at which devices such as field effect transistors caffhereEi, E;, E;» andE,, are the energies of the electrons

be operated;® whereas other devices such aspaTT  atki, Ky, ki, andk,: respectively. The matrix element is

diode¢ and avalanche photodiodésely on the charge mul-  given by**°

tiplication it produpes fo_r thgir operation. =My—M,, )
Monte Carlo simulation is a frequently used tool for the-

oretical investigations into the role of impact ionization in where the so called direct matrix elemévy, is given by

devices’ ¥ The rate of charge multiplication occurring in

the simulation is affected by two factors: the process by Md:j WL ()W, (r)V () a(r)d3r d3r,,  (3)

which carriers are excited to high enough energies to initiate

ionization, and the rate at which carriers that have gained e2 gid-(rz=ra)

sufficient energy actually ionize. In both these aspects of the  V(ry,rp)= (2m)3e fe( )|ql®

calculation, the high energy nature of the process requires the 7)€ 9«9

use of realistic band structure. The resulting numerical com-  q=k;,—k;, Aw=E;—E;, (5)

plexity places large demands on computational resources and . ) )

does not promote a simple understanding of the process. Thig'd the so called exchange matrix elemidntis obtained by

paper is concerned with the second factor affecting impacgXchanging the indices’land 2 in Egs.(3) and(S).
ionization in devices—the rate of ionization initiated by car- ~ Matrix elements are calculated using the pseudowave

riers above threshold. In an effort to find more intuitive functions returned by the nonlocal pseudopotential method
shortcuts to understanding the qualitative behavior of the im@f Chelikowski and Cohéd which includes the effect of the

pact ionization rate in different materials, rates in three semiSPin-orbit interaction. The pseudowave functions are ex-
conductors are examined in this paper with the aim of highiPanded in terms of 65 plane waves30 expansion coeffi-

lighting the underlying physical factors affecting their Ci€nts in all when spin is includgdAn isotropic q- and
qualitative form. w-dependent expression is used to approximate thegfull

and w-dependent dielectric functio#(q,w) which appears in
Eqg. (4) and is calculated using the method of Walter and
Il. METHOD Cohent8
To obtain the total transition rate from a given impacting
tatek,, all possible transitions must be summed over

d3q, (4

Impact ionization rates are calculated here in the semi-
classical Fermi’'s Golden Rule approximation. The rate of°

Ru(kp) = JZWM 25(AE)d3k, d%k 6
dElectronic mail: R.A.Abram@durham.ac.uk n(ky)= (2m) T| il *0(AB) ke dkzr, - (6)
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TABLE |. Material parameters for the pseudopotential band structure cal-TABLE Il. Fitted P-parameters for ratesP() and phase spacePfy). Fit
culation (see Ref. 1Y Vg, V, are symmetric and antisymmetric form fac- formula is:R(E)=A(E—E)" (with R in units of s andE in eV).
tors in Ry; ag, Bo specify s-well depth in same way as in Ref. 1R} is

s-well radius in A; A, is d-well depth in Ry;R; is d-well radius in A; Material
superscrlpt.s: anda de_note cation and aniom; is ratlo of Spin splitting in _ GaAs INGaAs SiGe
free atomsu parametrizes strength of spin-orbit interaction in crystal and is
adjusted to give spin split-off gaps of 0.35 eV in GaAs, 0.36 eV in InGaAs P, Pps P, Pps P, Pps
and 0.12 eV in SiGe.
e” 5.2 6.1 5.6 9.4 4.9 4.8
Parameter GaAs InGaAs SiGe h* 5.1 6.1 4.2 6.4 4.7 4.4
V4(V3) —-0.214 —0.2064 —-0.2255
Vs(18) 0.014 0.0065 0.0268
Vg(V11) 0.067 0.0558 0.0641 . . _ . .
VA(V3) 0.055 0.0480 0.0000 of the I' valley in providing final states in the direct gap
Va(V3) 0.038 0.0441 0.0000 materials, and the effect of threshold anisotropy. Each of
Va(V11) 0.001 0.0092 0.0000 these is discussed below.
a 0.000 0.0000 0.0036
BS 0.000 0.0005 0.2008
AS 0.125 0.5575 0.5262 A. Role of matrix elements
RS 1.296 1.2696 1.0596 ) _ L
RS 1.219 1.2691 1.1982 _ The magnitude of the impact ionization rate can be con-
ad 0.000 0.0000 0.0036 sidered to be determined by two factors: the area of the en-
B3 0.000 0.1287 0.2008 ergy conserving surface ky ,k,, space, i.e., the volume of
A3 0.625 1.5583 0.5262 available phase space, and the average squared magnitude of
?g 1'2?2 i'gggg 1'2222 the matrix elements throughout this phase space. This section
o 1380 0.9927 1.0000 examines the'reliatlv_e importance of each Qf these cont.rlbu—
P see caption see caption see caption  tions. Impact ionization rates calculated using the algorithm
ag 5.648 5.8618 5.5344 described in Ref. 19 were approximated by a fit formula of
the form
R(E)=A(E—Eg)", (8)
where

AE=E(ky)+E(ky) —E(ky) —E(ky tkor—ky).  (7)

For each final state phase space elenddnit dk,. , the im-

pacted vectok, is chosen so as to ensure crystal momentu

where the parameters, P andE, were adjusted to give the
best straight line fit through ldg vs logE. The P parameter
obtained is of interest as a higher valueRotorresponds to
a softer threshold'?? Expressions of the form of Eq8)

Myere also fitted to the volume of phase spéice., the rate

is conserved, and the Dirac delta function ensures energy ISlculated by setting the matrix elements jofdr each ma-

conserved in each transition. The six-dimensional integral i

performed by an algorithm described elsewhénehich is a
development of the method of Kaf®.

Ill. RESULTS

The rate integration algorithm has been applied to th

bulk unstrained semiconductors GaAsg d#6a, 4As and
Siy.sG&y 5 (henceforth referred to as InGaAs and SiGH| at

300 K. GaAs is an important semiconductor in the fabrica
tion of high-speed devices, and InGaAs and SiGe have a
plications in the design of devices for optical communica-
tions. Although InGaAs and SiGe have rather narrower gap
than GaAs, they are all “wide band gap” in the sense tha
ionization thresholds lie at energies above the applicability
of simple analytic band approximations. The band structur

calculation for each material is performed using the nonlocar

pseudopotential method of Chelikowski and CoheRorm

factors and nonlocal well parameters for each material ar

given in Table I.

Rates and distributions of generated carriers are calc
lated and analyzed to determine factors affecting the beha
ior of the different materials. The influence of three factors
on the behavior of the impact ionization rates in each mate-
rial, particularly on the threshold softness, were examined
the role of variation in the matrix elements, the significance

t

(5]

ferial. Table Ii lists theP values obtained from the fits. In the

case of the direct gap materials GaAs and InGaAs, the rate
shows harder threshold behaviae., a lowerP value than
the corresponding volume of phase space for both electrons
and holes. Conversely, electron and hole initiated rates in the
indirect gap SiGe show quite similén fact, slightly softey

ebehavior than the corresponding phase space. Where the vol-

ume of phase space increases as a higher power of energy
above threshold than the ratiee., as in the direct gap mate-

rials), it follows that the mean matrix element must be a
decreasing function of the energy of the impacting carrier.
gimilarly, in SiGe the mean matrix element must be almost
iIndependent of the impacting carrier energy, increasing very
slightly with respect to it. The cause of the matrix elements’
dependence on the impacting carrier energy can be under-
tood in terms of the variation in the mean momentum trans-
er occurring during collisions as a function of the energy of
%he initiating particle. Figure 1 plots the megrtransfer for
ransitions initiated by electrons in the first conduction band

of each material. In the case of GaAs and InGaAs, the mean

X transfer is an increasing function of the initiating electron’s

energy, while in SiGe it is more-or-less independent of this
energy. The matrix element for a given transition depends on
g roughly as

| M| 2 1/, 9
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FIG. 1. Meanq transfer for transitions initiated by electrons in the first
conduction band of each material. The horizontal lingat0.75 indicates
the mean value of] obtained by chosing transitions randomly in the first
Brillouin zone.

Thus, as the meagq transfer increases with increasing im-
pacting carrier energy in the direct gap materials, so th

mean matrix element falls, and hence the rate shows a harde
energy dependence than the corresponding volume of pha?e

space. Similarly, in SiGe the roughly constant meamnans-
fer leads to roughly constant mean matrix elements an

hence theP parameters fitted to rate and phase space ar:
approximately equal. This has implications for the use of the

constant matrix elemeritME) approximation which has oc-
casionally been used to calculate reteBigure 2 compares
rates calculated using the full expression for the matrix ele
ment and using theME approximation in InGaAs and SiGe.
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FIG. 3. Contribution of transitions involving tHevalley as a fraction of all
transitions to the rate and volume of phase space in InGaAs.

In each case the magnitude of the constant approximating the
matrix elements has been chosen so as to give the same rate
at high energy as that calculated using the full expression for
hit - In SiGe, thecME approximation is clearly excellent,
lving rates close to those obtained using the full expression

or the matrix element throughout the whole energy range

glotted. In InGaAs however, theME approximation badly

underestimates the rate at low impacting carrier energy by up
0 2 orders of magnitude, predicting softer threshold behav-
ior. In GaAs, thecME approximation leads to a similar un-
derestimation of the rate at low energy, though to less of an
extent than in InGaAs. Although the analysis here has been
applied to only three materials, it should generally be the
case that in direct gap materials the use ofdke approxi-
mation will lead to overestimation of the threshold softness,
particularly when thd” valley lies well below the satellite
valleys, and in indirect gap materials should provide more
accurate results.

B. Influence of T valley on rate

The principle difference between the band structures of
the indirect gap material SiGe and the direct gap materials
GaAs and InGaAs is of course the existence in GaAs and
InGaAs of a deep conduction band valley Iat which in
SiGe is only very shallow. Having a light effective mass, the
I" valley does not provide a high density of states in com-
parison to the heavy effective mass satellite valleys, and it
might therefore be expected that its influence on quantities
involving integration over the Brillouin zone, such as the
impact ionization rate, would be small. In fact the qualitative
differences between the direct and indirect gap materials
studied here, such as that described in Sec. Il A, suggest that
it is highly influential, and this is investigated here.

The solid circles plotted in Fig. 3 indicate what fraction
of the total rate is accounted for by transitions in which one
or both final states lie in thE valley. The open circles simi-
larly represent thd” valley’s fractional contribution to the

FIG. 2. Comparison of rates calculated for InGaAs and SiGe using the fulPhase space. The dotted line is an estimate of the phase space

expression for the matrix element and thee approximation.

provided by thd" valley based on its three-dimensional den-
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10" . . . . . TABLE Ill. Fitting parameters for electron initiated rates calculated by in-
cluding all possible transitions, and by excluding transitions in which one or
1012 I @ both final states lie in th&' valley.
I" included I' excluded
~10° A P
o Eo A P Eo
1‘5 10° GaAs 3.x10® 65 164 2Xx10° 48 214
& InGaAs 1x10® 70 017 3.x10° 45 204
10 SiGe 1.410° 44 087 1410° 44 087
07 L ® reduced set of bands for the impacted and final states, hence
the lower but qualitatively similar ratdsThe rates in Fig.
10 4(b) have been calculated in a similar way, but excluding the
T, 10 contribution of transitions in which one or both final states
o s lie in theT valley. In Fig. 4a) the use of thecME approxi-
& 10 mation can be seen to lead to overestimation of the threshold
6 softness, as discussed in Sec. Il A. With final states provided
10 by theI valley excluded, the accuracy of tleme approxi-
4 . , . ‘ ‘ mation is seen to be considerably improved, as in SiGe.
10 0 1 9 3 4 5 6 Table 1l compares fits of the expression, Ef), obtained
Impacting carrier energy (eV) from the rates calculated using the full matrix element ex-

pression with and without final states in thevalley in-
FIG. 4. Comparison of electron initiated rates in InGaAs, calculated usingcluded. With transitions to th€ valley included, the fitted
the full expression for the matrix element, and usingdkie approximation. expressions for the rates differ considerably. When final
In (a), all transitions are included; itb), those involving thd" valley are P . . y- .
excluded. states in thd” valley are excluded, the fitted expressions for
each material, particularly thie values, become similar, in-
dicating that the origin of differences in the behavior of the
rates in each of these materials, in particular the threshold
softness, is influenced almost entirely by thevalley, with
the contribution of the rest of the band structure being simi-
lar for each material. This is in agreement with predictions of
Bude and Hes§ who have noted that thresholds are ex-

ected to be softer in materials in which theatellite valley

which is based on the simplifying assumption that the thre‘geparation is larger and the band gap is smaller. Note that
generated carriers share equally the energy made availabjg, 1124 has pointed out that the materials studied here are all

by thg impacting carrier. The plot shows that the fre_‘Ctionalsimilar in that, although they have widely ranging band gaps,
contribution of thel valley to the total volume of available they each have a similar value ¢&,,), defined as

phase space drops off rapidly once the heavier satellite val-
leys become accessible, and is approximately equal to the (Epng)= X Ep+3Ex+4E,)
simple estimate for the value based on the three-dimensional " e % L

dgnsi_ty of states in this \_/alley. Hovv_ever the fracti_onal CoN-ywhereE, is the energy gap between the top of the valence
tribution to the rate remains much higher, accounting for thg,5n4 and the bottom of the conduction band valleyat

majority of transitions for impacting carriers up tc').about 3-5Allam notes that InP, for example, has a larger value of
eV. The fact that thd" valley has a greater significance in (Ein), and so should the analysis performed here of rates

influencing the total rate than would be expected from itscaicylated with final states in the valley excluded be ap-
contribution to the available phase space indicates that thgiieq 1o this material, similarities of the form seen in Table
corresponding matrix elements are higher. This is due to thg, might not be found.

low q transfer involved in transitions from the top of the
valence band to states in the conduction band hear

By excluding transitions to thé& valley from the rate C Inf £ ani hreshold sof
calculation, the behavior of the rate in each of the three ma-" nfluence of anisotropy on threshold softness
terials studied here becomes very similar. Figure 4 compares Simple impact ionization models, such as that of
electron initiated rates in InGaAs, calculated using the fullKeldyst® which is based on algebraically defined band
expression for the matrix element, and using tme ap-  structure and has been used extensively in Monte Carlo
proximation. In Fig. 4a), the rate is calculated as normal, transport simulation§!? can be parametrized in terms of a
including contributions from all possible transitiof®lote,  single ionization threshold energy. A carrier in any state be-
Figs. 2 and 4) are equivalent plots, but to reduce the re-low the threshold energy is unable to initiate ionization,
quired cpu time, Fig. 4 has been produced by including avhile a carrier in any state above it is. In real band structure

sity of states, and assuming the final state carrier engygy
related to the impacting carrier energy by

Er=3(Ei— Egap) (10

(11)
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calculations, what is found instead is that the fraction of
states from which ionization can be initiated increases from 0
to 1 over some finite energy range. The fractif(k;) of
ionizing states aE; is given by

(K OB~ E/Jd%
R P

10 ¢

(12

o
th

S(E) (electrons)

where t(k) is defined as a function which is 1 if impact
ionization can be initiated from stakeand 0, otherwise. The
range over which &f(E;)<1 is found to vary between ma-
terials and carrier types. A wider energy range corresponds 0.0
to greater anisotropy, i.e., the threshold energy varies more
with direction ink space.

The impact ionization rate is found to be an explicit
function of thek vector of the ionizing carrier, with carriers g, 5. comparison of (E;) calculated by Sanet al. (Ref. 26 for Si and
at the same energy but differekitvectors generally having GaAs(open symbols and calculated here for SiGe and Gafiged sym-
widely varying rates. However, in a high field device carriersbo!s.
are likely to be spread throughout the Brillouin zone by pho-

non scattering;*® with differentk states at the same energy 2 _
having approximately equal probabilities of being filled. Un- Plots f(E;) calculated by Sanet al™ for Si and GaAs and

der these conditions, the rate of ionization which is normallycalculated here for SiGe and GaAs. The plots for GaAs agree
an explicit function of thek vector,R(k), can be character- to within variations that are to be expected from differences

LLE I L1 [T

0 1 2 3 4 5 6
Impacting carrier energy (eV)

ized by a function of energy alone in the band structuréSanoet al. employ the local pseudo-
potential method of Cohen and Bergstre$§erSince the
TR(k)8[E(k)—E;]1d%k lines plotted for Si and SiGe are for different materials, they

(13 are not strictly comparable. However, these two materials
have similar band structures, both being indirect gap with the
conduction band minimum neat, and each having either a

E.. However, a fraction % f(E;) of these states cannot ini- very shallow or nal’ valley. The large difference between

tiate impact ionization and hence these states lower the ovegJe behavior off(E;) in each case is therefore surprising.

all average ionization rate at ener@y. If only the states Cano ?lggil' h&\/? ;Jhse?h thi ﬁ‘jlgomg.mh 'okar%gr(;:rson and
which can initiate ionization are included in the ionization ~ OWe! Lo obtain the thresholds, which 1S kNOWHo over-

: : estimate the threshold anisotropy. The algorithm used here is
rate average, then a new r&tg, is obtained such that that of Beatti€?® as applied to real band structufewhich
has not been shown to suffer from such inaccuracies. It
Ra Bi) =T (Ei) X Rion(E3) 19 ceems unlikely that Beattie’s algorithm applied to Si would
Since f(E,) is a function which generally increases Es find the thresholds so anisotropic, and we conclude therefore
. LATR . that the results obtained here for the threshold anisotropy are
increases, it will have the effect of softenify(E;) for a be preferred
given Rion(Ey). N F'p 6 co &.(E;) andR,(E;) calculated f
Sanoet al?® have investigated the behavior BfE;) in igure 6 compareR,(E;) and Rion(E;) calculated for
Si and GaAs, finding that in Si the threshold is highly aniso-
tropic, i.e., the energy range over whitfg;) rises from 0 to . . . .
1 is large, while in GaAs it is relatively isotropic. In Si the 102
rate shows soft threshold behavior while in GaAs it is hard.
This led Sancet al. to suggest that in each materi|,,(E;) -
is in fact hard, and the different behavior of the actual ion-

Red &)= T3 (k) — E ok

ThusR,(E;) is the average rate from ail states at energy

ization rateR,(E;) in each material is due mainly to varia- -~ 10
tion in f(E;). They therefore propose lavector dependent % -
rate of the form I a8
& 107 r
R(k)=U[E—Ey(k)] (15) - { — R(E) | -
106 I y 000 R, (E) |

for modeling impact ionization in Monte Carlo transport
simulations®*! where U (x) is the unit step functiotJ (x)
=0 for x<0, U(x)=1 for x=0 andEy(k) is ak-dependent
threshold energy.

A similar analysis performed here for SiGe and GaASkg. 6. comparison oR.(E;) andRi(E;) [calculated from Eqs13) and
does not strongly support the use of such a model. Figure 4), respectively for SiGe.

00 05 1.0 1.5 20 25 3.0
Impacting carrier energy (eV)
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TABLE IV. Comparison of fits of Eq(8) to Ra(E;) andRipn(E;). be the mean momentum transfer occurring in transitions. In
Fit to Ru(E)) Fit to Ry (E,) the indirect gap case, meqrtransfer was fpund to be inde- _
pendent of impacting carrier energy, leading to mean matrix
A P Eo A P elements that were also independent. In the direct gap mate-
GaAs 14107 52 189  2.¢10% 47 rials, meanq transfer was found to increase with increasing
e” InGaAs 1.6<10° 56 075 4.x10° 47 impacting carrier energy, leading to a corresponding de-
SiGe 4.6¢ 1012 49 084 6K 1012 4.7 crease in mean of the matrix elements and hence the failure
e omme m 33D i 33 ofteoue approdmaon
n S . . . . . . . . .
SiGe Te100 47 123 1K10% 45 The role of thel” valley in influencing the behavior of

the rate in the direct gap materials was examined and found
to be greater than its small density of states would suggest.
This was due to enhancement of matrix elements corre-
electrons in SiGe. The energy range in whief, is lower  sponding to transitions involving tHe valley due to the low
than Rj,, corresponds to the energy range in which 0q transfer involved. With final states in thevalley excluded
<f(E;)<1. The effect of variation irf(E;) on the overall from the rate calculation, the behavior of the rate in the direct
rate is not great. Table IV lists the parameters giving the besjap materials was found to become similar to that in SiGe, in
fit of Eq. (8) to R,, and Ry, for carriers in GaAs, InGaAs that thecME approximation became accurate, and the degree
and SiGe. For the fit t&,,, A and P were adjusted while of threshold softness was similar between the materials.

the value of the threshol&, was fixed to be equal to that Finally, the role of anisotropy of the thresholds in deter-
fitted toR,,. From the values presented in the table it can banining the softness of the threshold behavior of the rate was
seen that when only those states able to initiate ionization an@vestigated. While it was found that in all materials tested,
included, mean rates for both types of carriers show hardehreshold anisotropy acted to soften the thresholds, the effect
threshold behavior, i.eA increases an® decreases, as ex- was small, and the differing behavior of different materials is
pected. However the changesAnandP are not particularly  due to variation in the rate of increase of availability of final
great(in comparison to the differences in these values bestates as the impacting carrier energy increases above thresh-
tween materialsconfirming what can be seen in Fig. 6, i.e., old. This is in contrast to the conclusions of Satal2® that

that the effect of the anisotropy in the thresholds plays onlythresholds in GaAs and Si are basically hard, but that the
a small role in softening the rates. In the case of the electronigh degree of anisotropy in Si acts to soften the effective
initiated rates it is interesting to note that tReparameter is  threshold.

the same for each material. This may be coincidental as there

is no such correspondence in the behavior of the volume of

phase space or mean matrix elements for these materials, aA$KNOWLEDGMENTS

not too much significance should be read into this result. In
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