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Characteristics of impact ionization rates in direct and indirect gap
semiconductors

D. Harrison, R. A. Abram,a) and S. Brand
Department of Physics, University of Durham, South Road, Durham DH1 3LE, United Kingdom

~Received 6 November 1998; accepted for publication 22 February 1999!

Impact ionization rates for electrons and holes in three semiconductors with particular band
structure characteristics are examined to determine underlying factors influencing their qualitative
behavior. The applicability of the constant matrix element approximation is investigated, and found
to be good for the indirect gap material studied, but overestimates threshold softness in the direct
gap materials. The effect that final states in theG valley have in influencing characteristics of the
rate in the direct gap materials is investigated, and it is found that they play a significantly greater
role than the low density ofG valley states would suggest. The role of threshold anisotropy in
affecting threshold softness is examined, and it is concluded that it plays only a small part, and that
softness is controlled mainly by the slow increase in available phase space as the threshold energy
is exceeded. ©1999 American Institute of Physics.@S0021-8979~99!06411-7#
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I. INTRODUCTION

Impact ionization is an important process occurring
devices in which significant numbers of high energy carri
are present. A carrier excited to high energy, typically by
high electric field, is able to excite a valence band elect
across the band gap, thus creating an electron–hole pair.
process is often detrimental to device performance, limit
the bias at which devices such as field effect transistors
be operated,1–3 whereas other devices such asIMPATT

diodes4 and avalanche photodiodes5,6 rely on the charge mul-
tiplication it produces for their operation.

Monte Carlo simulation is a frequently used tool for th
oretical investigations into the role of impact ionization
devices.7–14 The rate of charge multiplication occurring i
the simulation is affected by two factors: the process
which carriers are excited to high enough energies to init
ionization, and the rate at which carriers that have gai
sufficient energy actually ionize. In both these aspects of
calculation, the high energy nature of the process requires
use of realistic band structure. The resulting numerical co
plexity places large demands on computational resources
does not promote a simple understanding of the process.
paper is concerned with the second factor affecting imp
ionization in devices—the rate of ionization initiated by ca
riers above threshold. In an effort to find more intuitiv
shortcuts to understanding the qualitative behavior of the
pact ionization rate in different materials, rates in three se
conductors are examined in this paper with the aim of hi
lighting the underlying physical factors affecting the
qualitative form.

II. METHOD

Impact ionization rates are calculated here in the se
classical Fermi’s Golden Rule approximation. The rate
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transition for two electrons initially in states atk1 ~the im-
pacting electron! and k2 ~the impacted electron! to final
states atk18 andk28 , given by Fermi’s Golden Rule is15

RII ~k1 ,k2 ,k18 ,k28!5
2p

\
uMi f u2d~E181E282E12E2!,

~1!

whereE1 , E2 , E18 andE28 are the energies of the electron
at k1 , k2 , k18 and k28 respectively. The matrix element i
given by15,16

Mi f 5Md2Me , ~2!

where the so called direct matrix elementMd is given by

Md5E c18
* ~r1!c28

* ~r2!Vc1~r1!c2~r2!d3r1 d3r2 , ~3!

V~r1 ,r2!5
e2

~2p!3e0
E eiq–(r22r1)

e~q,v!uqu2 d3q, ~4!

q5k182k1 , \v5E12E18 , ~5!

and the so called exchange matrix elementMe is obtained by
exchanging the indices 18 and 28 in Eqs.~3! and ~5!.

Matrix elements are calculated using the pseudow
functions returned by the nonlocal pseudopotential met
of Chelikowski and Cohen17 which includes the effect of the
spin-orbit interaction. The pseudowave functions are
panded in terms of 65 plane waves~130 expansion coeffi-
cients in all when spin is included!. An isotropic q- and
v-dependent expression is used to approximate the fulq-
andv-dependent dielectric functione~q,v! which appears in
Eq. ~4! and is calculated using the method of Walter a
Cohen.18

To obtain the total transition rate from a given impacti
statek1 , all possible transitions must be summed over

RII ~k1!5
V2

~2p!2 E 2p

\
uMi f u2d~DE!d3k18d

3k28 , ~6!
6 © 1999 American Institute of Physics
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where

DE5E~k18!1E~k28!2E~k1!2E~k181k282k1!. ~7!

For each final state phase space elementdk18 dk28 , the im-
pacted vectork2 is chosen so as to ensure crystal moment
is conserved, and the Dirac delta function ensures energ
conserved in each transition. The six-dimensional integra
performed by an algorithm described elsewhere,19 which is a
development of the method of Kane.20

III. RESULTS

The rate integration algorithm has been applied to
bulk unstrained semiconductors GaAs, In0.53Ga0.47As and
Si0.5Ge0.5 ~henceforth referred to as InGaAs and SiGe!, all at
300 K. GaAs is an important semiconductor in the fabric
tion of high-speed devices, and InGaAs and SiGe have
plications in the design of devices for optical communic
tions. Although InGaAs and SiGe have rather narrower g
than GaAs, they are all ‘‘wide band gap’’ in the sense th
ionization thresholds lie at energies above the applicab
of simple analytic band approximations. The band struct
calculation for each material is performed using the nonlo
pseudopotential method of Chelikowski and Cohen.17 Form
factors and nonlocal well parameters for each material
given in Table I.

Rates and distributions of generated carriers are ca
lated and analyzed to determine factors affecting the beh
ior of the different materials. The influence of three facto
on the behavior of the impact ionization rates in each ma
rial, particularly on the threshold softness, were examin
the role of variation in the matrix elements, the significan

TABLE I. Material parameters for the pseudopotential band structure
culation ~see Ref. 17!. VS , VA are symmetric and antisymmetric form fac
tors in Ry; a0 , b0 specify s-well depth in same way as in Ref. 17;R0 is
s-well radius in Å; A2 is d-well depth in Ry;R2 is d-well radius in Å;
superscriptsc anda denote cation and anion;a is ratio of spin splitting in
free atoms;m parametrizes strength of spin-orbit interaction in crystal and
adjusted to give spin split-off gaps of 0.35 eV in GaAs, 0.36 eV in InGa
and 0.12 eV in SiGe.

Parameter GaAs InGaAs SiGe

VS()) 20.214 20.2064 20.2255
VS(A8) 0.014 0.0065 0.0268
VS(A11) 0.067 0.0558 0.0641
VA()) 0.055 0.0480 0.0000
VA(A4) 0.038 0.0441 0.0000
VA(A11) 0.001 0.0092 0.0000

a0
c 0.000 0.0000 0.0036

b0
c 0.000 0.0005 0.2008

A2
c 0.125 0.5575 0.5262

R0
c 1.296 1.2696 1.0596

R2
c 1.219 1.2691 1.1982

a0
a 0.000 0.0000 0.0036

b0
a 0.000 0.1287 0.2008

A2
a 0.625 1.5583 0.5262

R0
a 1.058 1.0580 1.0596

R2
a 1.219 1.2691 1.1982

a 1.380 0.9927 1.0000
m see caption see caption see caption
a0 5.648 5.8618 5.5344
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of the G valley in providing final states in the direct ga
materials, and the effect of threshold anisotropy. Each
these is discussed below.

A. Role of matrix elements

The magnitude of the impact ionization rate can be c
sidered to be determined by two factors: the area of the
ergy conserving surface ink18 ,k28 space, i.e., the volume o
available phase space, and the average squared magnitu
the matrix elements throughout this phase space. This sec
examines the relative importance of each of these contr
tions. Impact ionization rates calculated using the algorit
described in Ref. 19 were approximated by a fit formula
the form

R~E!5A~E2E0!P, ~8!

where the parametersA, P andE0 were adjusted to give the
best straight line fit through logR vs logE. TheP parameter
obtained is of interest as a higher value ofP corresponds to
a softer threshold.21,22 Expressions of the form of Eq.~8!
were also fitted to the volume of phase space~i.e., the rate
calculated by setting the matrix elements to 1! for each ma-
terial. Table II lists theP values obtained from the fits. In th
case of the direct gap materials GaAs and InGaAs, the
shows harder threshold behavior~i.e., a lowerP value! than
the corresponding volume of phase space for both elect
and holes. Conversely, electron and hole initiated rates in
indirect gap SiGe show quite similar~in fact, slightly softer!
behavior than the corresponding phase space. Where the
ume of phase space increases as a higher power of en
above threshold than the rate~i.e., as in the direct gap mate
rials!, it follows that the mean matrix element must be
decreasing function of the energy of the impacting carr
Similarly, in SiGe the mean matrix element must be alm
independent of the impacting carrier energy, increasing v
slightly with respect to it. The cause of the matrix elemen
dependence on the impacting carrier energy can be un
stood in terms of the variation in the mean momentum tra
fer occurring during collisions as a function of the energy
the initiating particle. Figure 1 plots the meanq transfer for
transitions initiated by electrons in the first conduction ba
of each material. In the case of GaAs and InGaAs, the m
q transfer is an increasing function of the initiating electron
energy, while in SiGe it is more-or-less independent of t
energy. The matrix element for a given transition depends
q roughly as

uMi f u2}1/q4. ~9!

l-

s

TABLE II. Fitted P-parameters for rates (Pr) and phase space (Pps). Fit
formula is:R(E)5A(E2E0)P ~with R in units of s21 andE in eV!.

Material

GaAs InGaAs SiGe

Pr Pps Pr Pps Pr Pps

e2 5.2 6.1 5.6 9.4 4.9 4.8
h1 5.1 6.1 4.2 6.4 4.7 4.4
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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Thus, as the meanq transfer increases with increasing im
pacting carrier energy in the direct gap materials, so
mean matrix element falls, and hence the rate shows a ha
energy dependence than the corresponding volume of p
space. Similarly, in SiGe the roughly constant meanq trans-
fer leads to roughly constant mean matrix elements
hence theP parameters fitted to rate and phase space
approximately equal. This has implications for the use of
constant matrix element~CME! approximation which has oc
casionally been used to calculate rates.23 Figure 2 compares
rates calculated using the full expression for the matrix e
ment and using theCME approximation in InGaAs and SiGe

FIG. 1. Meanq transfer for transitions initiated by electrons in the fir
conduction band of each material. The horizontal line atq.0.75 indicates
the mean value ofq obtained by chosing transitions randomly in the fir
Brillouin zone.

FIG. 2. Comparison of rates calculated for InGaAs and SiGe using the
expression for the matrix element and theCME approximation.
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In each case the magnitude of the constant approximating
matrix elements has been chosen so as to give the same
at high energy as that calculated using the full expression
Mi f . In SiGe, theCME approximation is clearly excellent
giving rates close to those obtained using the full express
for the matrix element throughout the whole energy ran
plotted. In InGaAs however, theCME approximation badly
underestimates the rate at low impacting carrier energy by
to 2 orders of magnitude, predicting softer threshold beh
ior. In GaAs, theCME approximation leads to a similar un
derestimation of the rate at low energy, though to less of
extent than in InGaAs. Although the analysis here has b
applied to only three materials, it should generally be
case that in direct gap materials the use of theCME approxi-
mation will lead to overestimation of the threshold softne
particularly when theG valley lies well below the satellite
valleys, and in indirect gap materials should provide mo
accurate results.

B. Influence of G valley on rate

The principle difference between the band structures
the indirect gap material SiGe and the direct gap mater
GaAs and InGaAs is of course the existence in GaAs
InGaAs of a deep conduction band valley atG, which in
SiGe is only very shallow. Having a light effective mass, t
G valley does not provide a high density of states in co
parison to the heavy effective mass satellite valleys, an
might therefore be expected that its influence on quanti
involving integration over the Brillouin zone, such as th
impact ionization rate, would be small. In fact the qualitati
differences between the direct and indirect gap mater
studied here, such as that described in Sec. III A, suggest
it is highly influential, and this is investigated here.

The solid circles plotted in Fig. 3 indicate what fractio
of the total rate is accounted for by transitions in which o
or both final states lie in theG valley. The open circles simi-
larly represent theG valley’s fractional contribution to the
phase space. The dotted line is an estimate of the phase s
provided by theG valley based on its three-dimensional de

ll

FIG. 3. Contribution of transitions involving theG valley as a fraction of all
transitions to the rate and volume of phase space in InGaAs.
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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sity of states, and assuming the final state carrier energyEf is
related to the impacting carrier energyEi by

Ef5
1
3~Ei2Egap!, ~10!

which is based on the simplifying assumption that the th
generated carriers share equally the energy made avai
by the impacting carrier. The plot shows that the fractio
contribution of theG valley to the total volume of available
phase space drops off rapidly once the heavier satellite
leys become accessible, and is approximately equal to
simple estimate for the value based on the three-dimensi
density of states in this valley. However the fractional co
tribution to the rate remains much higher, accounting for
majority of transitions for impacting carriers up to about 3
eV. The fact that theG valley has a greater significance
influencing the total rate than would be expected from
contribution to the available phase space indicates that
corresponding matrix elements are higher. This is due to
low q transfer involved in transitions from the top of th
valence band to states in the conduction band nearG.

By excluding transitions to theG valley from the rate
calculation, the behavior of the rate in each of the three m
terials studied here becomes very similar. Figure 4 comp
electron initiated rates in InGaAs, calculated using the
expression for the matrix element, and using theCME ap-
proximation. In Fig. 4~a!, the rate is calculated as norma
including contributions from all possible transitions.@Note,
Figs. 2 and 4~a! are equivalent plots, but to reduce the r
quired cpu time, Fig. 4 has been produced by includin

FIG. 4. Comparison of electron initiated rates in InGaAs, calculated us
the full expression for the matrix element, and using theCME approximation.
In ~a!, all transitions are included; in~b!, those involving theG valley are
excluded.
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reduced set of bands for the impacted and final states, h
the lower but qualitatively similar rates.# The rates in Fig.
4~b! have been calculated in a similar way, but excluding
contribution of transitions in which one or both final stat
lie in the G valley. In Fig. 4~a! the use of theCME approxi-
mation can be seen to lead to overestimation of the thres
softness, as discussed in Sec. III A. With final states provi
by theG valley excluded, the accuracy of theCME approxi-
mation is seen to be considerably improved, as in Si
Table III compares fits of the expression, Eq.~8!, obtained
from the rates calculated using the full matrix element e
pression with and without final states in theG valley in-
cluded. With transitions to theG valley included, the fitted
expressions for the rates differ considerably. When fi
states in theG valley are excluded, the fitted expressions f
each material, particularly theP values, become similar, in
dicating that the origin of differences in the behavior of t
rates in each of these materials, in particular the thresh
softness, is influenced almost entirely by theG valley, with
the contribution of the rest of the band structure being si
lar for each material. This is in agreement with predictions
Bude and Hess10 who have noted that thresholds are e
pected to be softer in materials in which theG satellite valley
separation is larger and the band gap is smaller. Note
Allam24 has pointed out that the materials studied here are
similar in that, although they have widely ranging band ga
they each have a similar value of^Eind&, defined as

^Eind&5 1
8~EG13EX14EL!, ~11!

whereEV is the energy gap between the top of the valen
band and the bottom of the conduction band valley atV.
Allam notes that InP, for example, has a larger value
^Eind&, and so should the analysis performed here of ra
calculated with final states in theG valley excluded be ap-
plied to this material, similarities of the form seen in Tab
III might not be found.

C. Influence of anisotropy on threshold softness

Simple impact ionization models, such as that
Keldysh25 which is based on algebraically defined ba
structure and has been used extensively in Monte C
transport simulations,7,12 can be parametrized in terms of
single ionization threshold energy. A carrier in any state
low the threshold energy is unable to initiate ionizatio
while a carrier in any state above it is. In real band struct

g

TABLE III. Fitting parameters for electron initiated rates calculated by
cluding all possible transitions, and by excluding transitions in which one
both final states lie in theG valley.

G included G excluded

A P E0 A P E0

GaAs 3.131009 6.5 1.64 2.531010 4.8 2.14
InGaAs 1.131008 7.0 0.17 3.631010 4.5 2.04
SiGe 1.431010 4.4 0.87 1.431010 4.4 0.87
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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calculations, what is found instead is that the fraction
states from which ionization can be initiated increases from
to 1 over some finite energy range. The fractionf (Ei) of
ionizing states atEi is given by

f ~Ei !5
* t~k!d@E~k!2Ei #d

3k

*d@E~k!2Ei #d
3k

, ~12!

where t(k) is defined as a function which is 1 if impac
ionization can be initiated from statek and 0, otherwise. The
range over which 0, f (Ei),1 is found to vary between ma
terials and carrier types. A wider energy range correspo
to greater anisotropy, i.e., the threshold energy varies m
with direction ink space.

The impact ionization rate is found to be an expli
function of thek vector of the ionizing carrier, with carrier
at the same energy but differentk vectors generally having
widely varying rates. However, in a high field device carrie
are likely to be spread throughout the Brillouin zone by ph
non scattering,7,13 with different k states at the same energ
having approximately equal probabilities of being filled. U
der these conditions, the rate of ionization which is norma
an explicit function of thek vector,R(k), can be character
ized by a function of energy alone

Rav~Ei !5
*R~k!d@E~k!2Ei #d

3k

*d@E~k!2Ei #d
3k

. ~13!

ThusRav(Ei) is the average rate from allk states at energy
Ei . However, a fraction 12 f (Ei) of these states cannot in
tiate impact ionization and hence these states lower the o
all average ionization rate at energyEi . If only the states
which can initiate ionization are included in the ionizatio
rate average, then a new rateRion is obtained such that

Rav~Ei !5 f ~Ei !3Rion~Ei !. ~14!

Since f (Ei) is a function which generally increases asEi

increases, it will have the effect of softeningRav(Ei) for a
given Rion(Ei).

Sanoet al.26 have investigated the behavior off (Ei) in
Si and GaAs, finding that in Si the threshold is highly anis
tropic, i.e., the energy range over whichf (Ei) rises from 0 to
1 is large, while in GaAs it is relatively isotropic. In Si th
rate shows soft threshold behavior while in GaAs it is ha
This led Sanoet al. to suggest that in each materialRion(Ei)
is in fact hard, and the different behavior of the actual io
ization rateRav(Ei) in each material is due mainly to varia
tion in f (Ei). They therefore propose ak vector dependen
rate of the form

R~k!5U@E2E0~k!# ~15!

for modeling impact ionization in Monte Carlo transpo
simulations,8,9,11 whereU(x) is the unit step functionU(x)
50 for x,0, U(x)51 for x>0 andE0(k) is ak-dependent
threshold energy.

A similar analysis performed here for SiGe and Ga
does not strongly support the use of such a model. Figu
loaded 07 Dec 2010 to 129.234.252.66. Redistribution subject to AIP licens
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plots f (Ei) calculated by Sanoet al.26 for Si and GaAs and
calculated here for SiGe and GaAs. The plots for GaAs ag
to within variations that are to be expected from differenc
in the band structure~Sanoet al. employ the local pseudo
potential method of Cohen and Bergstresser27!. Since the
lines plotted for Si and SiGe are for different materials, th
are not strictly comparable. However, these two mater
have similar band structures, both being indirect gap with
conduction band minimum nearX, and each having either
very shallow or noG valley. The large difference betwee
the behavior off (Ei) in each case is therefore surprisin
Sano et al. have used the algorithm of Anderson an
Crowell28 to obtain the thresholds, which is known10 to over-
estimate the threshold anisotropy. The algorithm used he
that of Beattie,29 as applied to real band structure,30 which
has not been shown to suffer from such inaccuracies
seems unlikely that Beattie’s algorithm applied to Si wou
find the thresholds so anisotropic, and we conclude there
that the results obtained here for the threshold anisotropy
to be preferred.

Figure 6 comparesRav(Ei) and Rion(Ei) calculated for

FIG. 5. Comparison off (Ei) calculated by Sanoet al. ~Ref. 26! for Si and
GaAs ~open symbols!, and calculated here for SiGe and GaAs~filled sym-
bols!.

FIG. 6. Comparison ofRav(Ei) andRion(Ei) @calculated from Eqs.~13! and
~14!, respectively# for SiGe.
e or copyright; see http://jap.aip.org/about/rights_and_permissions
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electrons in SiGe. The energy range in whichRav is lower
than Rion corresponds to the energy range in which
, f (Ei),1. The effect of variation inf (Ei) on the overall
rate is not great. Table IV lists the parameters giving the b
fit of Eq. ~8! to Rav and Rion for carriers in GaAs, InGaAs
and SiGe. For the fit toRion , A and P were adjusted while
the value of the thresholdE0 was fixed to be equal to tha
fitted toRav. From the values presented in the table it can
seen that when only those states able to initiate ionization
included, mean rates for both types of carriers show ha
threshold behavior, i.e.,A increases andP decreases, as ex
pected. However the changes inA andP are not particularly
great ~in comparison to the differences in these values
tween materials! confirming what can be seen in Fig. 6, i.e
that the effect of the anisotropy in the thresholds plays o
a small role in softening the rates. In the case of the elec
initiated rates it is interesting to note that theP parameter is
the same for each material. This may be coincidental as t
is no such correspondence in the behavior of the volum
phase space or mean matrix elements for these materials
not too much significance should be read into this result
any case, the softness of the threshold forRion still varies
considerably between materials in that the fittedA param-
eters vary~with GaAs showing the hardest threshold beha
ior, i.e., the highestA value!. Thus the effect of the anisot
ropy of the thresholds is not found here to greatly influen
the softness of the threshold behavior of the rate in any of
materials, and the fact that the rates are soft, as oppose
the very hard behavior implied by the step function of E
~15!, is due mainly to the dependence of the rate itself
impacting carrier energy, rather than the dependence of
fraction of carriers at that energy which are above thresh
It seems likely that Sanoet al. have overestimated the an
isotropy of the thresholds due to the use of Anderson
Crowell’s threshold-finding algorithm.

IV. CONCLUSIONS

Impact ionization rates have been analyzed for the se
conductors GaAs, In0.53Ga0.47As and Si0.5Ge0.5. In each ma-
terial the effectiveness of theCME approximation in calculat-
ing the rate was tested. In SiGe, it was found to be a g
approximation, reproducing the rates calculated using
full expression for the matrix element accurately at all en
gies. In GaAs and InGaAs the approximation was found
fail, particularly in InGaAs, predicting softer rates than we
obtained using the full expression. The cause of the differ
behavior in the direct and indirect gap materials was found

TABLE IV. Comparison of fits of Eq.~8! to Rav(Ei) andRion(Ei).

Fit to Rav(Ei) Fit to Rion(Ei)

A P E0 A P

GaAs 1.431011 5.2 1.89 2.031011 4.7
e2 InGaAs 1.631010 5.6 0.75 4.231010 4.7

SiGe 4.631010 4.9 0.84 6.131010 4.7
GaAs 8.231010 5.1 1.43 9.031010 5.0

h1 InGaAs 1.531011 4.2 0.73 1.631011 4.2
SiGe 7.831010 4.7 1.23 1.131011 4.5
loaded 07 Dec 2010 to 129.234.252.66. Redistribution subject to AIP licens
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be the mean momentum transfer occurring in transitions
the indirect gap case, meanq transfer was found to be inde
pendent of impacting carrier energy, leading to mean ma
elements that were also independent. In the direct gap m
rials, meanq transfer was found to increase with increasi
impacting carrier energy, leading to a corresponding
crease in mean of the matrix elements and hence the fa
of the CME approximation.

The role of theG valley in influencing the behavior o
the rate in the direct gap materials was examined and fo
to be greater than its small density of states would sugg
This was due to enhancement of matrix elements co
sponding to transitions involving theG valley due to the low
q transfer involved. With final states in theG valley excluded
from the rate calculation, the behavior of the rate in the dir
gap materials was found to become similar to that in SiGe
that theCME approximation became accurate, and the deg
of threshold softness was similar between the materials.

Finally, the role of anisotropy of the thresholds in dete
mining the softness of the threshold behavior of the rate w
investigated. While it was found that in all materials teste
threshold anisotropy acted to soften the thresholds, the e
was small, and the differing behavior of different materials
due to variation in the rate of increase of availability of fin
states as the impacting carrier energy increases above th
old. This is in contrast to the conclusions of Sanoet al.26 that
thresholds in GaAs and Si are basically hard, but that
high degree of anisotropy in Si acts to soften the effect
threshold.
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