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1. Introduction

In this paper we study the spherical model with hierarchical ferromagnetic
interactions. We show existence of a phase transition for the total magnetization
and give limit laws, for all temperatures and all hierarchical dimensions larger
than 2. We show that the fluctuations of the magnetization are Gaussian for
temperature larger than critical. A slightly surprising feature is that the critical
fluctuations are still Gaussian for dim ≥ 4, and non-Gaussian otherwise (but
reasonably explicit).

Our study is based on the explicit knowledge of the spectrum of the hierar-
chical Laplacian and is close in spirit to the paper [5], related to the standard
lattice Laplacian on Zd and published without proofs. However, the results of
our analysis (especially at the critical point) are different from [5]. The Gaussian
critical fluctuations for dim ≥ 4 might be related to the absence of phase tran-
sitions in the spectral theory of the Anderson Hamiltonian on the hierarchical
lattice [4].
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This work is a first step. We intend to devote future work to random versions
of this model, and to non-equilibrium dynamics, for instance aging properties,
as those studied for the Spherical Sherrington – Kirkpatrick model in [1].

2. The model and the results

In this section, we introduce first the hierarchical structure and discuss cer-
tain analogies between the asymptotic properties of the corresponding random
walks with those of the random walks in the Euclidean case. Next, we define
the related spherical model on this hierarchical structure and describe the phase
transition seen from the limiting distribution of the total magnetization in the
thermodynamic limit.

2.1. The hierarchical structure

On the lattice Zd, d ≥ 1, we introduce the hierarchical structure in a usual
way.

Fix a (lattice) cube Q(1)
0 of volume |Q(1)

0 | = ν > 1 centered at the origin,
consider the tiling T1 of Zd generated by the translates Q(1)

i ≡ xi +Q
(1)
0 of Q(1)

0 ,

Zd =
⋃

i

Q
(1)
i ,

and call the subsets Q(1)
i ⊂ Zd cubes of the 1st generation. Next, consider the

(centered at the origin) cube Q(2)
0 consisting of ν cubes of the 1st generation.

Its translates generate in a similar way the tiling T2:

Zd =
⋃

i

Q
(2)
i .

Clearly, the volume |Q(2)
i | of any cube Q(2)

i of the 2nd generation is ν2. By re-
peating this procedure again and again we obtain cubes of the 3rd, . . . , ith,
. . . generation. Note that each vertex x ∈ Zd belongs to exactly one cube
Q(i)(x) ≡ Q

(i)
x of the ith generation. In particular, we may put Q(0)(x) ≡ {x}.

Next, we introduce the hierarchical distance dh(·, ·) between two points x,
y ∈ Zd as the minimal rank of generation in which they belong to the same
cube,

dh(x, y) = min
{
r : ∃Q(r) 3 x, y}. (2.1)

Note that dh(x, y) is exactly half of the graph distance between x and y in the
tree representation of the hierarchical structure, see Figure 1 below.

2.1.1. The hierarchical Laplacian and its spectrum

Let αr be a sequence of positive numbers satisfying the condition
∑

r

αr = 1. (2.2)
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We define the hierarchical Laplacian ∆h as a (formal) operator in the functional
space L2(Zd) via

∆hψ(x) =
∞∑

r=1

αr

|Q(r)
0 |

∑

y∈Q(r)(x)

(
ψ(y)− ψ(x)

)
.

Figure 1. A piece of hierarchical structure and a part of its tree representation.

In what follows we will consider mainly the particular case

αr = pqr−1, p ≡ 1− q ∈ (0, 1);

the aim of this section is to study the spectral properties of the finite-dimensional
analogue ∆(R)

h of ∆h acting in L2
(
Q

(R)
0

)
:

∆(R)
h ψ(x) =

R∑
r=1

pqr−1

νr

∑

y∈Q(r)(x)

(
ψ(y)− ψ(x)

)

=
R∑

r=1

pqr−1

νr

∑

y∈Q(r)(x)

ψ(y)− (
1− qR

)
ψ(x).

(2.3)

For a fixed R, it is not difficult to find the spectrum of ∆(R)
h in V ≡ Q

(R)
0 .

Define first L1 as the space of functions from L2(V ) that have vanishing averages
on each cube of the 1st generation:

L1 :=
{
ψ ∈ L2(V ) : ∀x,

∑

y∈Q(1)(x)

ψ(y) = 0
}
.

Clearly, L1 is a (ν − 1)νR−1-dimensional space of eigenfunctions of ∆(R)
h corre-

sponding to the eigenvalue

−λ1 = −
R∑

r=1

αr = −(
1− qR

)
;
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its orthogonal complement L⊥1 in L2(V ) consists of functions that are constant
on each cube Q(1)

i . Next, define the subspace L2 ⊂ L⊥1 via

L2 :=
{
ψ ∈ L2(V ) : ∀x, ψ

∣∣∣
Q(1)(x)

≡ ψ(x) and
∑

y∈Q(2)(x)

ψ(y) = 0
}
.

It is immediate to check that L2 is a (ν − 1)νR−2-dimensional subspace of the
eigenfunctions of ∆(R)

h corresponding to the eigenvalue

−λ2 = −
R∑

r=2

αr = −(
q − qR

)
.

Continuing further in this way, we define Lk, k ≤ R, as the subspace of functions
that are constant on all Q(k−1)

i and have zero average on each cube of the kth

generation. This provides us with the eigenvalue

−λk = −
R∑

r=k

αr = −(
qk−1 − qR

)

of multiplicity (ν − 1)νR−k. Finally, LR+1 is defined as the one-dimensional
space of constant functions in V ; it corresponds to the simple eigenvalue

−λR+1 = 0.

Summarizing, we obtain the complete spectral description of the operator ∆(R)
h ,

see Figure 2.

−(1−qR) −(q−qR) −(qk−1−qR) −(qR−1−qR) 0

(ν−1)νR−1 (ν−1)νR−2 (ν−1)νR−k ν−1 1multiplicities:

eigenvalues:

Figure 2. The spectrum of the operator ∆(R)
h .

Finally, since

log
(
ν−R|{j : λj ≥ −(qk−1 − qR)}|)

log(qk−1 − qR)
→ log ν

log q

as R→∞, it is natural to define the hierarchical spectral dimension as

dim :=
2 log ν
log 1/q

. (2.4)
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2.1.2. The analogy with the Euclidean case

To the hierarchical Laplacian ∆h it can be associated a continuous time
random walk in the following way. Let at the moment t the random walk be
at a site x. After a (random) time ∆t ∼ Exp(1) the walker chooses the rank r
according to the distribution αr (recall (2.2)) and then jumps uniformly in the
associated to x cube Q(r)

x of the rth generation. Then the procedure is repeated
again and again.

Alternatively,1 one can describe this hierarchical random walk as follows.
thinking of the lattice sites as of cubes of 0th generation (the lowest level of the
tree in Figure 1) the walker waits an Exp(1) interval of time and then climbs the
level r of the tree with probability αr. After, the walker descends by choosing
uniformly between all possible edges on each level. Then the process iterates.

To establish the analogy between the hierarchical random walk and the one
on the usual lattice, we introduce the “Euclidean” distance ρ(·, ·) on the hier-
archical structure by requiring the volume of a sphere of radius R to grow as
R dim. In other words, we put

ρ(x, y) def= νdh(x,y)/dim = q−dh(x,y)/2.

Now, using the spectral description of the hierarchical Laplacian ∆h, we obtain

p(t, x, y) =
∑

eλntψn(x)ψn(y),

g(x, y) =
∑ 1

λn
ψn(x)ψn(y)

with λn denoting the eigenvalues and ψn(·) — the corresponding eigenfunctions.
In particular, the Green function

g(x, x) =
ν − 1
ν

∞∑
r=0

(
νq)−r

is finite if and only if νq > 1 (that is dim > 2). Thus, the random walk is
recurrent only if dim ≤ 2 and is transient if dim > 2. Moreover, in the transient
case the Green function g(x, y) exhibits the usual “Euclidean” asymptotics

g(x, y) ³ ρ(x, y)2−dim as ρ(x, y) →∞.

By a direct computation one verifies also that

log p(t, x, y) ³ −ρ(x, y)
2

t

as soon as ρ(x, y) → ∞ in such a way that the right-hand side above remains
uniformly bounded.

Some additional analogies will be seen below when studying the phase tran-
sition for the magnetization in the related spherical model.

1This interpretation will be crucial in studying the random version of the hierarchical
structure in the forthcoming paper.
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2.2. The spherical model

The spherical model was introduced by Berlin and Kac [2] as a rough, though
analytically convenient, approximation to the multidimensional Ising model. To
fix the notations we describe it briefly below while referring the reader to the
original paper for missing details.

2.2.1. The model

Let a finite set V and a symmetric function J : V 2 → R1 be given (that
satisfies some additional constraints, see below) and let SV

R denote the |V |-
dimensional sphere of radius

√
R,

SV
R :=

{
σV ∈ R|V | :

∑

x∈V

σ2
x = R

}
,

with a shorthand notation SV ≡ SV
|V |. The spherical model in V is defined by

assigning to each configuration σV ∈ SV the energy HV (σV ) corresponding to
the potential J(·, ·):

HV (σV ) := −
∑

x,y∈V :x 6=y,

J(x, y)σxσy

and thus introducing the Gibbs measure PV (dσ) in the usual way,

PV (dσ) :=
exp

{−βHV (σ)
}

Zβ
V

dσ, σ ∈ SV ; (2.5)

here β > 0 is the inverse temperature and the normalizing constant (the parti-
tion function) Zβ

V ≡ Zβ
V (|V |) is given by

Zβ
V =

∫

SV

exp
{−βHV (σV )

}
dσV .

Let EV denote the operator of the mathematical expectation corresponding
to PV (·). We will describe below the distribution of the specific magnetization

sV =
1
|V |

∑

x∈V

σx (2.6)

with respect to the Gibbs measure PV (dσ).

2.2.2. Diagonalizing the partition function

We derive next an analytic expression for the partition function under an
additional (innocent in a finite volume) assumption that all the eigenvalues of
the quadratic form corresponding to J(·, ·) are non-positive.
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To this end, let the radius
√
R =

√
|V | of the sphere SV

R vary and consider
the Laplace transform Zβ

V (λ) of the partition function Zβ
V with respect to R:

Zβ
V (λ) =

∞∫

0

Zβ
V (R)e−λR dR =

∫

R|V |

exp
{
β

∑
J(x, y)σxσy−λ

∑
σ2

x

}
dσ, (2.7)

using the definition of SV
R . Diagonalizing the quadratic form in the exponential

and applying the classical formula for the Gaussian integral, we obtain:

Zβ
V (λ) =

∫

R|V |

|V |∏

j=1

exp{−(βλj + λ)σ̃2
j } dσ̃ = π|V |/2

|V |∏

j=1

1√
λ+ βλj

,

where −λj denote the (non-positive) eigenvalues of the quadratic form J . As a
result, the normalizing constant Zβ

V is expressed via the inverse Laplace trans-
form: for λ0 > 0 (i.e., to the right from all eigenvalues of J),

Zβ
V =

1
2πi

λ0+i∞∫

λ0−i∞

exp
{
|V |z − 1

2

|V |∑

j=1

log
(
z + βλj

)}
dz. (2.8)

In the limit of large |V |, the integral in the right-hand side of (2.8) is evaluated
using the saddle point method.

2.2.3. The characteristic function

We think of hV ∈ R|V | as a linear functional hV (σV ) acting on the configu-
rations σV ∈ SV via

hV (σV ) := (hV , σV ) ≡
∑

x∈V

hxσx. (2.9)

Our next goal is to compute the characteristic function of hV (σV ) with respect
to the Gibbs measure PV (·). Note that for hV ≡ (1, . . . , 1)/|V |, the functional
hV (σV ) coincides with the specific magnetization sV from (2.6).

Denoting

Zβ
V (R, t) :=

∫

SV
R

exp
{−βHV (σV ) + it(hV , σV )

}
dσV ,

we rewrite the characteristic function Ψh(σ)(t) of hV (σV ) as (here and below,
Zβ

V (R, 0) ≡ Zβ
V (R) in the old notations)

Ψh(σ)(t) ≡ EV exp
{
it(hV , σV )

}
=
Zβ

V (|V |, t)
Zβ

V (|V |, 0)
=
Zβ

V (t)

Zβ
V
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and use the same diagonalization procedure to present Zβ
V (R, t) in a form sim-

ilar to (2.8). Namely, rewriting the Laplace transform Zβ
V (λ, t) of Zβ

V (R, t) as
(cf. (2.7))

Zβ
V (λ, t) =

∫

R|V |

exp
{
β

∑
J(x, y)σxσy − λ

∑
σ2

x + it
∑

hxσx

}
dσ,

we change the variables σ 7→ σ̃, σ̃j = (σV , φj), where φj is the eigenfunction
of J corresponding to the eigenvalue −λj , and obtain

Zβ
V (λ, t) =

∫

R|V |

|V |∏

j=1

exp
{−(βλj + λ)σ̃2

j + itaj σ̃j

}
dσ̃

= π|V |/2

|V |∏

j=1

(√
λ+ βλj

)−1
exp

{
− t2a2

j

4(λ+ βλj)

}

with aj := (hV , φj). A simple application of the inverse Laplace transform leads
now to

Zβ
V (t) =

1
2πi

λ0+i∞∫

λ0−i∞

exp
{
|V |z− t2

4

|V |∑

j=1

a2
j

z + βλj
− 1

2

|V |∑

j=1

log
(
z+βλj

)}
dz (2.10)

with λ0 > 0.

2.3. The hierarchical spherical model

Now we are ready to introduce our model of interest — the hierarchical
spherical model.

For a finite box V = Q
(R)
0 , (R being some natural number), define the energy

function Hh(σ) via

Hh(σ) := −(
∆(R)

h σ, σ
)
, σ ∈ SV ,

where ∆(R)
h is the hierarchical Laplacian from (2.3). Our aim is to describe the

limiting distribution of the total magnetization sV with respect to the Gibbs
measure P h

V (·) defined as in (2.5) with the hierarchical Hamiltonian Hh. This
amounts to consider the functional hV (·) with hV ≡ (1, . . . , 1)/|V |. Since hV ∈
LR+1, the last sum in (2.10) simplifies to a single term, the one corresponding
to the simple eigenvalue 0. Thus, taking into account the spectral description
of the operator ∆(R)

h , we rewrite (2.10) as

Zβ
V (t) =

1
2πi

λ0+i∞∫

λ0−i∞

exp
{
νRF t

R(z)
}
dz, (2.11)
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where

F t
R(z) := z − t2

4zν2R
− 1

2νR
log z − ν − 1

2ν

R−1∑
r=0

1
νr

log
(
z + β(qr − qR)

)
.

Consequently, the question about the limiting behaviour of the specific magne-
tization sV is closely related to the asymptotics of the partition function Zβ

V (t)
as |V | ≡ νR →∞.

As we shall see in the sequel, the limiting behaviour of sV depends heavily
on the fact whose contribution — the one of the top eigenvalue −λR+1 = 0 or
the one of the rest of the spectrum — wins the infinite volume limit. For this
reason, we introduce the function

S0
R(z) :=

ν − 1
2ν

R−1∑
r=0

1
νr

log
(
z + β(qr − qR)

)
, z ≥ 0, (2.12)

containing the total contribution of all negative part of the spectrum of ∆(R)
h

and its derivatives of order k = 1, 2, . . . ,

Sk
R(z) :=

ν − 1
2ν

(−1)k−1(k − 1)!
R−1∑
r=0

1

νr
(
z + β(qr − qR)

)k
, z ≥ 0. (2.13)

With such notation, the “phase function” F t
R(z) reads

F t
R(z) := z − t2

4zν2R
− 1

2νR
log z − S0

R(z). (2.14)

2.4. The results

In the rest of the paper we shall consider the high dimensions dim > 2 (i.e.,
νq > 1). In this case the behaviour of our system depends heavily on the value
of the inverse temperature β; namely, there is a critical value

βcr :=
(ν − 1)q
2(νq − 1)

(2.15)

such that: for β < βcr the behaviour of the system is “analytic”, in particular,
the specific magnetization satisfies the classical central limit theorem, whereas
for β > βcr the distribution of the specific magnetization approaches certain
symmetric Bernoulli law. The behaviour of the model at the critical temperature
exhibits certain dependence on the hierarchical dimension dim and, in particular,
is asymptotically Gaussian in dimensions dim ≥ 4.

More precisely, in the sequel we establish the following results. Recall
that φ h

sV
(t) denotes the characteristic function of the specific magnetization

sV from (2.6).
We start by describing the high-temperature phase.
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Theorem 2.1. Let 0 < β < βcr. For any fixed t ∈ R1,

lim
R→∞

E h
V

{ it√
|V |

∑

x∈V

σx

}
= exp

{
− t2

4x∗

}
,

where x∗ is the only positive solution to the equation

1− ν − 1
2ν

∞∑
r=0

1
νr(x+ βqr)

= 0.

In other words, the limiting law is the centered Gaussian distribution with
variance 1/2x∗.

As one can expect, the low temperature phase of our system is characterized
by the presence of the phase transition resulting in appearing of spontaneous
magnetization.

Theorem 2.2. Let β > βcr. For any fixed t ∈ R1,

lim
R→∞

φ h
sV

(t) = cos
(√

1− βcr/β t
)
,

that is, the law of the specific magnetization sV tends, as R → ∞, to the
symmetric Bernoulli distribution with the atoms at the points ±

√
1− βcr/β.

The next term in the expansion of the characteristic function φ h
sV

(t) can be
also obtained, in particular, a Gaussian correction on the scale |V |−1/2 if dim >
4, but since the asymptotics of this correction is analogous to the behaviour of
the system at the critical point, we do not do this here.

At the critical temperature, the normalization is dimension dependent and
the limiting law is different below and above the critical dimension dim = 4.

Theorem 2.3. Let β = βcr.
For dim ≥ 4, the distribution of the (normalized) magnetization

|V |−(2+dim)/2dim
∑

x∈V

σx

tends, as R→∞, to the centered Gaussian law with the variance

1
2βcr

=
νq − 1

(ν − 1)q
.

For 2 < dim < 4, the distribution of the (normalized) magnetization

|V |−(2+dim)/2dim
∑

x∈V

σx

tends, as R→∞, to the law with the characteristic function
∫

R1

exp
{
Φt(s)

}
ds

/ ∫

R1

exp
{
Φ0(s)

}
ds,
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where Φt(s) is given by

Φt(s) :=isα∗β − 1
2

log(1 + is)− t2

4α∗β(1 + is)

+
ν − 1
2ν

∞∑

l=1

νl
[
isα∗ql − log

(
1 +

isα∗ql

1− (1− α∗)ql

)]
,

and α∗ denotes the only positive solution to the stationary point equation

d

ds
Φ0(s)

∣∣∣
s=0

= 0.

We shall see in the sequel (Section 3.3.2) that in the critical dimension
dim = 4 the convergence to the limiting Gaussian distribution is in fact very
slow.

3. Proofs

We perform here our main analytic task — the asymptotic analysis of the
partition function Zβ

V (t) from (2.11) with the phase function F t
R(z) defined in

(2.14) thus proving Theorems 2.1–2.3.
Our approach below is based on the saddle point method, the main ingredient

of which is the study of the stationary point xR defined as the (unique) solution

to the equation
d

dz
F 0

R (xR) = 0:

1− 1
2νRxR

− S1
R(xR) = 0 (3.1)

with subsequent expansion of the “phase function” F t
R(z) in a small neighbour-

hood of the extremal point xR. Besides of uniqueness of the solution xR, the
monotonicity of the left-hand side of (3.1) implies also (for any R > 0) the
following a priori bounds:

1
2νR

≤ xR ≤ 1
2
. (3.2)

For k ≥ 1 define the functions

S̃k
R(z) :=

ν − 1
2ν

(−1)k−1(k − 1)!
R−1∑
r=0

1

νr
(
z + βqr

)k
. (3.3)

We shall see below that in certain interval of values of z ≥ 0 they give good
approximations to the derivatives Sk

R(z) from (2.13). In the sequel we shall also
use the following simple properties.

Lemma 3.1. Put

T k
R :=

R−1∑
r=0

1
(νqk+1)r

=





R, if νqk+1 = 1;

νqk+1

νqk+1 − 1
(
1− (νqk+1)−R

)
, otherwise.

(3.4)
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Then, uniformly in x ≥ 0, one has

0 ≤ S1
R(x)− S̃1

R(x) ≤ ν − 1
2νβ

qR

1− q
T 1

R, (3.5)

βcr

β

x

x+ β
≤ S̃1

R(0)− S̃1
R(x) ≤ ν − 1

2νβ2
xT 1

R. (3.6)

Moreover,

S1
R(0) =

βcr

β
+ oexp(1) as R→∞. (3.7)

Here and below we use oexp(1) to denote a correction term that vanishes expo-
nentially fast as R→∞.

For future references, we observe that

qR T 1
R = O

(
RqR

)
+O

(
(νq)−R

)
= oexp(1), (3.8)

ν−R T 1
R = O

(
Rν−R

)
+O

(
(νq)−2R

)
= oexp(1). (3.9)

Proof of Lemma 3.1. We proceed by direct computation. To obtain (3.5), note
that uniformly in x ≥ 0 and r = 0, 1, . . . , R− 1,

0 ≤ 1
x+ β(qr − qR)

− 1
x+ βqr

≤ qR

βq2r(1− q)

and use it in the definitions (2.13)–(3.3). Next, (3.6) follows immediately from
the bounds

x

βqr(x+ β)
≤ 1
βqr

− 1
x+ βqr

≤ x

β2q2r
. (3.10)

Finally, (3.7) is an implication of the equality

S̃1
R(0) =

ν − 1
2ν

R−1∑
r=0

1
β(νq)r

=
βcr

β

(
1− (νq)−R

)

together with (3.5) and (3.8). 2

Lemma 3.2. For k ≥ 1,

∣∣Sk
R(0)

∣∣ ≤ (k − 1)!
ν − 1
4ν

( 2
β

)k[
T k−1

R +
qkR

(1− q)k
T 2k−1

R

]
(3.11)

as R→∞.

Proof. Using the simple bound

1
qr − qR

≤ 1
qr

+
qR

(1− q)q2r
, r = 0, 1, . . . , R− 1,
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and the Cauchy inequality, we get

∣∣Sk
R(0)

∣∣ ≤ ν − 1
2νβk

(k − 1)!
R−1∑
r=0

1
νr

[ 1
qr

+
qR

(1− q)q2r

]k

≤ 2k−2 ν − 1
νβk

(k − 1)!
R−1∑
r=0

[ 1
(νqk)r

+
qkR

(1− q)k(νq2k)r

]

= (k − 1)!
ν − 1
4ν

( 2
β

)k[
T k−1

R +
qkR

(1− q)k
T 2k−1

R

]
.

2

3.1. The high-temperature region

First, we consider the high-temperature phase of our model, i.e.,

νq > 1 and 0 < β < βcr ≡ (ν − 1)q
2(νq − 1)

and begin by investigating the unique positive solution to the stationary point
equation (3.1),

1− 1
2νRxR

− ν − 1
2ν

R−1∑
r=0

ν−r

β(qr − qR) + xR
= 0.

Lemma 3.3. Let νq > 1 and 0 < β < βcr. Then there exist two positive
constants ci = ci(β, ν, q), i = 1, 2, such that the solution x∗ to the equation

1− ν − 1
2ν

∞∑
r=0

1
νr(x+ βqr)

= 0 (3.12)

satisfies the inequality 0 < c1 ≤ x∗ ≤ c2.

Proof. Using the estimate (3.10), we obtain, for any x > 0,
∑

r≥0

1
νr(x+ βqr)

≤ νq

β(νq − 1)
− νq

β(νq − 1)
x

x+ β
,

thus bounding below the left-hand side of (3.12) by 1−βcr/(x∗+β); as a result,

x∗ ≤ βcr − β =: c2.

For the lower bound, find a finite R̄ such that (recall (3.3))

S̃1
R̄(0) =

(
1− 1

(νq)R̄

)βcr

β
> 1.

Now the left-hand side of (3.12) is smaller than 1 − S̃1
R̄
(x∗) and it remains to

observe that S̃1
R̄
(x), x ≥ 0, is a strictly convex decreasing function with finite

derivative at zero. 2
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We show next that for large R the true stationary point xR (i.e., the unique
solution to (3.1)) is a small perturbation of x∗.

Lemma 3.4. Under conditions of Lemma 3.3, the stationary point xR satisfies,
as R→∞, the relation

xR = x∗ + oexp(1), (3.13)

x∗ being the unique positive solution to (3.12).

Proof. We show first that for large R the solution xR is uniformly positive.
Indeed, bounding the left-hand side of (3.1) above by 1− S̃1

R(xR), we use (3.12)
to get

S̃1
R(xR)− S̃1

R(x∗) ≤ ν − 1
2ν

∞∑

r=R

1
νr(x∗ + βqr)

≤ 1
2x∗νR

.

By convexity, S̃1
R(xR)− S̃1

R(x∗) ≥ S̃2
R(x∗)(xR − x∗), where

S̃2
R(x∗) = −ν − 1

2ν

R−1∑
r=0

1
νr(x∗ + βqr)2

≤ − 1− ν−R

2(x∗ + β)2
,

and therefore (only the case xR ≤ x∗ needs our attention),

1− ν−R

2(x∗ + β)2
(x∗ − xR) ≤ 1

2x∗νR
.

Thus, xR ≥ x∗ − O(ν−R) ≥ c1/2 for all R large enough and as a result the
stationary point equation (3.1) can be rewritten as (recall (3.3))

1− S̃1
R(xR) = oexp(1).

Noting that

0 ≤ 1− S̃1
R(x∗) =

ν − 1
2ν

∞∑

r=R

1
νr(x∗ + βqr)

≤ 1
2x∗νR

,

we obtain S̃1
R(x∗)− S̃1

R(xR) = oexp(1) as R→∞; finally, (3.13) follows in view
of Lemma 3.3 and the analyticity properties of S̃1

R(·). 2

Our next goal is to study the phase function F t
R(z) in a neighbourhood of

the stationary point xR. Being in the high-temperature region, we expect the
validity of the central limit theorem for the total magnetization, i.e., that the
law of (cf. (2.6))

√
|V |sV ≡ 1√

|V |

∑

x∈V

σx

converges to a Gaussian distribution. For this reason, we change t to t
√
|V | in

F t
R(z) or simply replace (2.14) by

F t
R(z) := z − 1

2νR
log z − t2

4zνR
− ν − 1

2ν

R−1∑
r=0

1
νr

log
(
z + β(qr − qR)

)
.
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Lemma 3.5. Take z = xr + isyR ≡ xR(1+ is/
√
|V |). Then uniformly in s from

any bounded subset of R1 we have

νR
[
F t

R(z)− F 0
R (xR)

]
= − t2

4xR
− ν − 1

4ν

R−1∑
r=0

x2
Rs

2

νr(xR + βqr)2
+ oexp(1).

Proof. We proceed by a direct computation. First, using the notations from
(2.13) and (2.12), we rewrite the Taylor formula as

νR
[
S0

R(z)− S0
R(xR)

]
=

∞∑

k=1

1
k!
Sk

R(xR)
(
isyR

)k|V |.

However, for x > 0,

∣∣Sk
R(x)

∣∣ ≤ (ν − 1)
2ν

(k − 1)!
R−1∑
r=0

1
νrxk

≤ (k − 1)!
2xk

and therefore

∣∣∣
∞∑

k=3

1
k!
Sk

R(xR)
(
isyR

)k
∣∣∣ ≤

∞∑

k=3

1
2k

( s√
|V |

)k

= O
(|V |−3/2

)

for all R large enough.
On the other hand, for any x > 0,

ν

ν − 1

(
1− 1

νR

) 1
(x+ β)2

≤
R−1∑
r=0

1
νr(x+ βqr)2

≤ ν

ν − 1
1
x2

;

consequently,
|V |
2
S2

R(xR)
(
isyR

)2 = −DR

2
s2 + oexp(1) (3.14)

with

DR :=
ν − 1
2ν

R−1∑
r=0

x2
R

νr(xR + βqr)2
∈

[1− ν−R

2

( xR

xR + β

)2

,
1
2

]
.

Next, in the region under consideration,

1
2

log
(
1 +

is√
|V |

)
=

∞∑

k=1

(−1)k−1

2k

( is√
|V |

)k

=
is

2
√
|V |

+O
( 1
|V |

)

and
t2

4z
=

t2

4xR(1 + is/
√
|V |)

=
t2

4xR
+O

( 1√
|V |

)
.

Finally, using the estimates above together with the stationary point equa-
tion (3.1) we finish the proof. 2
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Now we are ready to verify Theorem 2.1 the proof of which is a standard
application of the Laplace method [6]; it is based upon the uniform estimate
from Lemma 3.5, relation (3.14), and on the following result.

Lemma 3.6. Let z = xR + isyR with yR → 0 (as R→∞) in such a way that
the inequality

νRy2
R |S2

R(xR)| ≥ c > 0 (3.15)

holds for all R large enough. Then there exists a function ε(A) of A ≥ 0,
ε(A) ↓ 0 as A ↑ ∞, such that uniformly in t ∈ R1 and all R large enough one
has ∣∣∣

∫

|s|≥A

exp
{|V |[F t

R(z)− F 0
R (xR)

]}
ds

∣∣∣ ≤ ε(A).

Proof. By a direct inspection we verify that the real part of

|V |[F t
R(z)− F 0

R (xR)
]

is bounded above (uniformly in t ∈ R1) by −LR(s), where

LR(s) :=
ν − 1
4ν

R−1∑
r=0

νR−r log
(
1 +

( yR

xR + βqr − βqR

)2

s2
)
.

Let first |s|yR ≤ xR + β; then

yR|s|
xR + βqr − βqR

≤ xR + β

xR + βqr − βqR
≤ 1 + 2β

1 + 2β(qr − qR)
≤ 1 + 2β,

where the a priori upper bound (3.2) was used. Therefore, in view of the ele-
mentary inequality

log(1 + w) ≥ w

a
log(1 + a),

if only w ∈ [0, a], we obtain (recall (3.15))

LR(s) ≥ log
(
1 + (1 + 2β)2

)

2(1 + 2β)2
νRy2

R |S2
R(xR)| s2 ≥ c̃s2

with some positive constant c̃. As a result,

(β+xR)/yR∫

A

exp
{−LR(s)

}
ds ≤

∞∫

A

e−c̃s2
ds =:

ε(A)
4

.

On the other hand, for |s| ≥ (xR + β)/yR we easily get the inequality

LR(s) ≥ ν − 1
2ν

R−1∑
r=0

νR−r log
yR|s|

xR + βqr − βqR

=
νR − 1

2
log

yR|s|
xR + β

+
ν − 1
2ν

R−1∑
r=0

νR−r log
xR + β

xR + βqr − βqR
.
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However, for any r ≥ 1

xR + β

xR + βqr − βqR
≥ xR + β

xR + βq
≥ 1 + 2β

1 + 2βq

and therefore

ν − 1
2ν

R−1∑
r=0

ν−r log
xR + β

xR + βqr − βqR
≥ 1

4ν
log

1 + 2β
1 + 2βq

=: η > 0

for all R large enough. Consequently,

∞∫

(xR+β)/yR

exp
{−LR(s)

}
ds ≤

∞∫

(xR+β)/yR

( yRs

xR + β

)−(νR−1)/2

e−ηνR

ds

=
2e−ηνR

νR − 3
xR + β

yR
≤ C|S2

R(xR)|e−ηνR

and in view of monotonicity of |S2
R(·)|, relations (3.11) and (3.4), the last ex-

pression is bounded above by

C exp{c1R− ηνR} ≤ ε(A)
4

provided R is sufficiently large. 2

3.2. The low-temperature region

We describe first the stationary point asymptotics.

Lemma 3.7. Let νq > 1 and β > βcr. Then, as R→∞,

xR =
β

2(β − βcr)νR

(
1 + oexp(1)

)
. (3.16)

Proof. We start by observing that for any fixed η > 0 and all R large enough

xRν
R ≤ β

2(β − βcr)
(
1 + η

)
.

Indeed, for x not satisfying this condition we get (2νRx)−1 <
β − βcr

β(1 + η)
; this

together with the uniform estimate (see (3.7))

S1
R(x) ≤ S1

R(0) =
βcr

β
+ oexp(1)

renders the left-hand side of (3.1) positive.
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Next, uniformly in x satisfying 0 ≤ xνR ≤ β(1 + η)
2(β − βcr)

, we have (using (3.9))

S1
R(x) = S1

R(0) +O(xT 1
R) + oexp(1) =

βcr

β
+ oexp(1) (3.17)

and therefore (recall (3.16))

1− 1
2νRxR

− βcr

β
+ oexp(1) = 0.

2

Now, we verify that in the region under consideration the correction S0
R(z)

is small, i.e., the function F t
R(z) in (2.14) is reduced essentially to the first three

terms only.

Lemma 3.8. Let z = xR(1 + is). Then, uniformly in s from any bounded
subset of R1, one has

νR
[
S0

R(z)− S0
R(xR)

]
=

iβcr

2(β − βcr)
s+ oexp(1) as R→∞.

Proof. In view of the properties (3.16), (3.11), and the simple inequality
∣∣Sk

R(z)
∣∣ ≤ ∣∣Sk

R(<z)∣∣ ≤ ∣∣Sk
R(0)

∣∣

valid for any complex z with <z ≥ 0, we obtain

∣∣∣
∞∑

k=2

Sk
R(xR)

(
ixRs

)k

k!

∣∣∣ ≤ ν − 1
4ν

∞∑

k=2

1
k

∣∣∣2xRs

β

∣∣∣
k[
T k−1

R +
( qR

1− q

)k

T 2k−1
R

]

= oexp(1)

uniformly in s under consideration (and all R large enough). Using next the
relation (3.17) for S1

R(xR) and the Taylor formula together with the asymp-
totics (3.16), we finish the proof. 2

It is immediate now to deduce the following fact.

Corollary 3.1. Fix any t ∈ R1 and denote (cf. (3.16))

α :=
β

2(β − βcr)
> 0. (3.18)

Then, uniformly in s from any bounded subset of R1, one has

νR
[
F t

R(z)− F 0
R (xR)

]
=
is

2
− 1

2
log(1 + is)− t2

4α(1 + is)
+ oexp(1),

as R→∞.
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Our next goal is to establish the corresponding limit result, Theorem 2.2.
Take hx ≡ 1/|V |, x ∈ V , in (2.9) so that hV (σV ) is the specific magnetization sV

from (2.6) and denote by φ h
sV

(t) the characteristic function of sV ,

φ h
sV

(t) := E h
V exp

{
itsV

}
, t ∈ R1,

E h
V being the operator of mathematical expectation corresponding to the Gibbs

measure P h
V (·) with the hierarchical spherical Hamiltonian Hh.

Though the proof of Theorem 2.2 can be established by applying the stan-
dard Laplace method (giving even the asymptotic expansion to higher order
terms), we shall reduce the computational routine by using the following simple
corollary of the inversion formula for the gamma distribution: for any m ∈ N,

1
2π

+∞∫

−∞

exp
{
is/2

}

(1 + is)m+1/2
ds = −

√
2
e

2−m

Γ(m+ 1/2)
= −

√
2
πe

1
(2m− 1)!!

(3.19)

with Γ(·) denoting the usual gamma function.
In addition, we shall need two inequalities given in the next lemma.

Lemma 3.9. Fix any t ∈ R1. There exists a function ε(K) of K ≥ 0, ε(K) ↓ 0
as K ↑ ∞, such that (uniformly in large R)

∫

|s|>K

eis/2

√
1 + is

e−t2/4α(1+is) ds ≤ ε(K), (3.20)

∫

|s|>K

exp
{
νR

[
F t

R

(
xR(1 + is)

)− F 0
R (xR)

]}
ds ≤ ε(K). (3.21)

Proof of Theorem 2.2. Fix any t ∈ R1. Using the Taylor formula, the definition
(3.18), and the relations (3.19), we obtain

+∞∫

−∞

eis/2

√
1 + is

e−t2/4α(1+is) ds =
∞∑

k=0

(−t2)k

(4α)kk!

+∞∫

−∞

eis/2

(1 + is)k+1/2
ds

= −
√

2
πe

∞∑

k=0

(−t2)k

(2α)k(2k)!

= −
√

2
πe

cos
( t√

2α

)
.

On the other hand, applying the Laplace method [6] to the integral (2.11)
in combination with Corollary 3.1 and Lemma 3.9, we get

Zβ
V (t) = −

√
2
πe
xR exp

{
νRF 0

R (xR)
}

cos
(√

1− βcr/β t
)(

1 + o(1)
)
,

thus finishing the proof. 2
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Proof of Lemma 3.9. Our argument is based upon the following fact (which
follows from the well-known Dirichlet criterion [3, p. 586]).

Proposition 3.1. If a (continuous) positive function f(x) decreases on [A,∞)
and vanishes asymptotically as x→∞, then the integral

∞∫

A

f(x)eix dx (3.22)

converges; in particular, ∫

x≥K

f(x)eix dx→ 0

as K →∞.

In addition, we shall use the two properties below, which are easy to verify:

1) Take any b > 0 and A ≥ 0. Then the function

bs− arctan(bs) +
As

1 + s2
(3.23)

is monotonically increasing with uniformly positive derivative for all s ≥ 0
sufficiently large.

2) Let A ≥ 0. The function

1
4
√

1 + s2
exp

{
− A

1 + s2

}
(3.24)

decays to zero, as s→∞, monotonically for all s ≥ 0 sufficiently large.

First, let us verify (3.20). To this end, we rewrite the integrand above as
ψ(s) exp{iϕ(s)/2}, where

ψ(s) :=
1

4
√

1 + s2
exp

{
− t2

4α(1 + s2)

}
,

ϕ(s) := s− arctan s+
t2s

2α(1 + s2)
.

For s ≥ K with K large enough,2 the function ψ(·) is monotonically decreasing
to zero and ϕ(·) is monotonically increasing to infinity (with uniformly positive
derivative). Thus, the change of variables x = ϕ(s)/2 gives

∞∫

A

ψ(s) exp
{
iϕ(s)/2

}
ds =

∞∫

ϕ(A)/2

2ψ
(
ϕ−1(2x)

)

ϕ′
(
ϕ−1(2x)

) exp
{
ix

}
dx,

2Because of symmetry, the case of negative values of s is analogous.
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where the positive function ψ
(
ϕ−1(2x)

)
/ϕ′

(
ϕ−1(2x)

)
decays monotonically to

zero as x→∞ (for all x large enough). It remains to apply (3.22).
Next, we check (3.21). Separating the real and the imaginary part in the

exponent we rewrite the integrand of (3.21) as ψ̃(s) exp{iϕ̃(s)}, where ψ̃(s) :=
ψ(s)ψ1(s),

ψ1(s) := exp
{
−ν − 1

4ν

R−1∑
r=0

νR

νr
log

(
1 +

[ xR

xR + β(qr − qR)

]2

s2
)}
,

ϕ̃(s) :=αRs− 1
2

arctan s+
t2s

4αR(1 + s2)

− ν − 1
2ν

R−1∑
r=0

νR

νr
arctan

sxR

xR + β(qr − qR)

with the notation (cf. (3.18))

αR := xRν
R =

β

2(β − βcr)
(
1 + oexp(1)

)
.

Since the function ψ1(s) is monotonically decreasing (to zero), we need only to
check the monotonicity properties of ϕ̃(·). To this end, we rewrite

ϕ̃(s) :=
s

2
− 1

2
arctan s+

t2s

4αR(1 + s2)

+
ν − 1
2ν

R−1∑
r=0

νR

νr

[ sxR

xR + β(qr − qR)
− arctan

sxR

xR + β(qr − qR)

]

+ αRs
[
1− 1

2xRνR
− ν − 1

2ν

R−1∑
r=0

1
νr(xR + β(qr − qR))

]
,

where the first two lines give us a function with the desired properties and the
last line vanishes identically due to the very definition (3.1) of xR. Now, change
variables x = ϕ̃(s) and proceed as before. 2

3.3. At the critical temperature

The limiting behaviour of our model at the critical temperature

β = βcr =
(ν − 1)q
2(νq − 1)

>
1
2

(3.25)

exhibits certain dependence on the hierarchical dimension dim. We describe
first the asymptotics of the stationary point xR, i.e., the unique solution to
equation (3.1) (recall also the definition (2.13))

1− 1
2νRxR

− S1
R(xR) = 0.



586 G. Ben Arous, O. Hryniv and S. Molchanov

It is easy to obtain an a priori upper bound for xR; noting that the left-hand
side of the stationary point equation is strictly increasing, we get

1− 1
2νRx

− S1
R(x) ≥ 1− 1

2βνRqR
− S1

R(βqR) =
[
1− 1

2β

](
νq

)−R
> 0

as soon as x ≥ βqR; consequently, the unique solution xR to equation (3.1)
satisfies 0 < xR < βqR. Next, in the last region we have

S1
R(x) ≥ ν − 1

2νβ

R∑
r=0

(νq)−r = 1− (νq)−R

and hence the lower bound xR ≥ qR/2. As a result,

αR :=
xR

βqR
∈

( 1
2β
, 1

)
. (3.26)

A more precise information about xR is given by the following claim.

Lemma 3.10. Let νq > 1, β = βcr, and let α∗ ∈
(
1/(2β), 1

)
denote the only

positive solution to the equation

1− 1
2βcrα∗

=
ν − 1
2νβcr

∑

k≥1

(
1− α∗

)k νqk+1

1− νqk+1
. (3.27)

Then, as R→∞,

xR

βqR
=





[
1− (2β − 1)

νq2 − 1
νq2 − q2

(νq2)−R
(
1 + oexp(1)

)]
, if νq2 > 1;

[
1− (2β − 1)

ν

ν − 1
R−1

(
1 +O(R−1)

)]
, if νq2 = 1;

α∗
(
1 + oexp(1)

)
, if νq2 < 1.

(3.28)

Proof. Denoting y = x/(βqR) and using the notation (3.4), we rewrite S1
R(yβqR)

in the region y ∈ (0, 1) as follows:

S1
R(yβqR) =

ν − 1
2νβ

R−1∑
r=0

1
νr

(
qr − (1− y)qR

)

=
ν − 1
2νβ

∑

k≥0

(1− y)kqkR
R−1∑
r=0

1
(νqk+1)r

= 1− 1
(νq)R

+
ν − 1
2νβ

∑

k≥1

(1− y)kqkRT k
R.
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Recalling now the simple property

(νqk+1)RT k
R =





νqk+1

νqk+1 − 1
(νqk+1)R

(
1 + oexp(1)

)
, if νqk+1 > 1;

R, if νqk+1 = 1;

νqk+1

1− νqk+1

(
1 + oexp(1)

)
, if νqk+1 < 1,

(3.29)

we observe that behaviour of the only solution y = αR = xR/(βqR) to the
stationary point equation

1− 1
2βy

=
ν − 1
2νβ

∑

k≥1

(1− y)k(νqk+1)RT k
R (3.30)

depends on the hierarchical dimension dim.
Case 1. Let first νq2 < 1 (i.e., dim < 4). Then all terms in the sum in (3.30)

are of order 1 and the sum itself is finite for any y ∈ (0, 1). Taking the limit
R →∞, we obtain (3.27) and the corresponding asymptotics of the stationary
point xR.

Case 2. Let now νq2 = 1 (i.e., dim = 4). Then the stationary point equation
(3.30) reads

1− 1
2βy

=
ν − 1
2νβ

[
(1− y)R+

∑

k≥2

(1− y)k(νqk+1)RT k
R

]
,

and since the right-hand side equals
ν − 1
2νβ

(
(1 − y)R + O(1)

)
, we immediately

deduce
1− y =

2νβ
ν − 1

[2β − 1
2βR

+O(R−2)
]

and the second line in (3.28).
Case 3. Finally, consider the case of large dimensions dim > 4 (or νq2 > 1).

Then the limiting behaviour of the right-hand side of (3.30) is governed by the
first term,

ν − 1
2νβ

(1− y)(νq2)RT 1
R = (1− y)

(νq − 1)q
νq2 − 1

(νq2)R
(
1 + oexp(1)

)

thus leading to the solution

1− y =
2β − 1

2β
νq2 − 1

(νq − 1)q
(νq2)−R

(
1 + oexp(1)

)

and to the first line in (3.28). 2

Our next goal is to describe the limiting behaviour of the (scaled) specific
magnetization (recall (2.4))

(νq)R/2

νR
SV =

( q
ν

)R/2 ∑

x∈V

σx = |V |−(2+dim)/2dim
∑

x∈V

σx
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and the corresponding phase function (cf. (2.14))

F t
R(z) := z − 1

2νR
log z − qRt2

4zνR
− ν − 1

2ν

R−1∑
r=0

1
νr

log
(
z + β(qr − qR)

)
. (3.31)

As one might have already guessed, the result depends on the hierarchical di-
mension dim.

3.3.1. High dimensions

We consider first the case dim > 4 (i.e., νq2 > 1).

Lemma 3.11. Fix any K > 0 and put z = xR + isyR = xR

(
1 + is(νq2)−R/2

)
.

Then, as R→∞, one obtains

νR
[
isyR − SR(z) + SR(xR)

]
= − (ν − 1)q2

4(νq2 − 1)
s2 + oexp(1)

uniformly in |s| ≤ K.

Proof. Using the Taylor formula, we rewrite (recall (2.13))

SR(z)− SR(xR) =
∞∑

k=1

1
k!
Sk

R(xR)
(
isyR

)k
,

where yR = xR(νq2)−R/2 = αRβν
−R/2. Next, for positive x, we have |Sk

R(x)| ≤
|Sk

R(0)|, the latter quantity being bounded above in (3.11). Therefore,

∣∣∣νR
∞∑

k=3

1
k!
Sk

R(xR)
(
isyR

)k
∣∣∣

≤ ν − 1
4ν

∑

k≥3

1
k

(2yR|s|
βqR

)k[
(νqk)RT k−1

R +
(νq2k)R

(1− q)k
T 2k−1

R

]

=
ν − 1
4ν

∑

k≥3

1
k

(2αRK)k
[
O

(
νR(1−k/2)

)
+O

(qkRνR(1−k/2)

(1− q)k

)]
,

(3.32)

the latter sum being of order oexp(1) for R sufficiently large (uniformly in s
under consideration).

On the other hand,

νR

2
(
isyR

)2
S2

R(xR) =
ν − 1
4ν

(sαR)2
R−1∑
r=0

1
νrq2r

1(
1− (1− αR)qR−r

)2

=
ν − 1
4ν

(sαR)2
[
T 1

R +
∑

k≥1

(k + 1)(1− αR)kqkRT k+1
R

]
.

(3.33)
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Recalling the asymptotics (3.28), we deduce that the last sum is of order

∑

k≥1

(k + 1)
( C

(νq)R

)k

T k+1
R =

∑

k≥1

(k + 1)O
( Ck

(νq2)(k+1)R

)
= oexp(1).

On the other hand, applying (3.4) to the first term, we obtain

νR

2
(
isyR

)2
S2

R(xR) =
(ν − 1)q2

4(νq2 − 1)
s2 + oexp(1). (3.34)

Finally, we rewrite

1− S1
R(xR) = 1− ν − 1

2νβ

R−1∑
r=0

1
νrqr(1− (1− αR)qR−r)

= 1− ν − 1
2νβ

∑

k≥0

(1− αR)kqkRT k
R

=
1

(νq)R
− ν − 1

2νβ

∑

k≥1

(1− αR)kqkRT k
R

(3.35)

and thus, using again (3.28), (3.29), and the definition of yR we get

νRisyR

(
1− S1

R(xR)
)

= oexp(1).

2

Corollary 3.2. Under conditions of the lemma above,

νR
[
F t

R(z)− F 0
R (xR)

]
= − (ν − 1)q2

4(νq2 − 1)
s2 − t2

4β
+ oexp(1)

uniformly in |s| ≤ K.

Recall relation (3.34); by a standard application of Lemma 3.6 and Corol-
lary 3.2 we deduce the CLT part of Theorem 2.3 in dim > 4.

3.3.2. The critical dimension dim = 4

We start by verifying an analogue of Lemma 3.11.

Lemma 3.12. Fix any K > 0 and put z = xR + isyR = αRβq
R
(
1 + is/

√
R

)
.

Then, as R→∞, one gets

νR
[
isyR − SR(z) + SR(xR)

]
= −ν − 1

4ν
s2 +O

(
R−1/2

)

uniformly in |s| ≤ K.
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Proof. We follow the same scenario as the one of Lemma 3.11, by using the
Taylor formula and establishing analogues of (3.32), (3.33), and (3.35).

First (recall (3.29)),

∣∣∣νR
∞∑

k=3

1
k!
Sk

R(xR)
(
isyR

)k
∣∣∣

≤ ν − 1
4ν

∑

k≥3

1
k

(2αRK√
R

)k[
O(qk) +O

( q2k

(1− q)k

)]
= O

(
R−3/2

)

if only R is large enough.
Next, taking into account the bound 1− αR ≤ C/R, we obtain

νR

2
(
isyR

)2
S2

R(xR) =
ν − 1
4ν

(sαR)2

R

[
(νq2)RT 1

R

+
∑

k≥1

(k + 1)(1− αR)k(νqk+2)RT k+1
R

]

=
ν − 1
4ν

s2 +O
(
R−1

)
.

(3.36)

Finally,

νRisyR

[
1− S1

R(xR)
]

=
isαRβ(νq)R

√
R

[ 1
(νq)R

− ν − 1
2νβ

∑

k≥1

(1− αR)kqkRT k
R

]

= O(R−1/2)

as soon as R is large enough. 2

As a simple corollary we get, under conditions of Lemma 3.12, the asymp-
totics

νR
[
F t

R(z)− F 0
R (xR)

]
= −ν − 1

4ν
s2 − t2

4β
+O

(
R−1/2

)

uniformly in |s| ≤ K. This, together with relation (3.36), implies the CLT
statement of Theorem 2.3 for dim = 4.

3.3.3. Low dimensions

It remains to study the case of low dimensions, 2 < dim < 4 (i.e., q <
νq2 < 1). As usual, we start by describing the asymptotics of the difference
(recall (3.31))

νR
[
F t

R(z)− F 0
R (xR)

]
.

Denote

Φt(s) :=isα∗β − 1
2

log(1 + is)− t2

4α∗β(1 + is)

+
ν − 1
2ν

∞∑

l=1

νl
[
isα∗ql − log

(
1 +

isα∗ql

1− (1− α∗)ql

)] (3.37)
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with α∗ being the only positive solution to equation (3.27).

Lemma 3.13. Fix any K > 0 and put z = xR(1 + is). Then, as R → ∞, one
obtains (recall (3.37))

νR
[
F t

R(z)− F 0
R (xR)

]
= Φt(s) + o(1)

uniformly in |s| ≤ K.

Proof. Using relation (3.25), definition (3.26), and a simple summation, we
rewrite

νR
[
F t

R(z)− F 0
R (xR)

]
=isαRβ − 1

2
log(1 + is)− t2

4αRβ(1 + is)

+
ν − 1
2ν

R∑

l=1

νl
[
isαRq

l − log
(
1 +

isαRq
l

1− (1− αR)ql

)]
.

In view of the last line in (3.28), our task is reduced to establishing the conver-
gence of

R∑

l=1

νl
[
isαRq

l − log
(
1 +

isαRq
l

1− (1− αR)ql

)]

=
∞∑

l=1

νl
[
isα∗ql − log

(
1 +

isα∗ql

1− (1− α∗)ql

)]
+ o(1)

uniformly in |s| ≤ K. We deduce it in an obvious way from the two properties
below:

1) There exists a function ε(M) of M ≥ 1, ε(M) ↓ 0 as M →∞, such that
(uniformly in |s| ≤ K and all R large enough)

∣∣∣
R∑

l=M

νl
[
isαRq

l − log
(
1 +

isαRq
l

1− (1− αR)ql

)]∣∣∣ ≤ ε(M), (3.38)

∣∣∣
∞∑

l=M

νl
[
isα∗ql − log

(
1 +

isα∗ql

1− (1− α∗)ql

)]∣∣∣ ≤ ε(M). (3.39)

2) For any fixed M ≥ 1 (and uniformly in |s| ≤ K), the sum

M−1∑

l=1

νl
[
is(αR − α∗)ql − log

(1− (1− αR − isαR)ql

1− (1− α∗ − isα∗)ql
· 1− (1− α∗)ql

1− (1− αR)ql

)]

vanishes asymptotically as R→∞.
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Since the latter property is an immediate corollary of the last line in (3.28),
we concentrate ourselves on the proof of the former one. We start by the follow-
ing simple observation: for any ρ ∈ (0, 1) there exists a finite constant Cρ > 0
such that uniformly in |w| ≤ ρ one has

∣∣iw − log(1 + iw)
∣∣ ≤ Cρ|w|2. (3.40)

Let us first verify (3.38). Since 0 < αR ≤ 1, for any l ≥M we obtain

∣∣∣ isαRq
l

1− (1− αR)ql

∣∣∣ ≤ Kql

1− ql
≤ KqM

1− qM
≤ ρ

and therefore (3.40) implies

∣∣∣∣
R∑

l=M

νl
[ isαRq

l

1− (1− αR)ql
− log

(
1 +

isαRq
l

1− (1− αR)ql

)]∣∣∣∣

≤ CρK
2

(1− qM )2

∞∑

l=M

(νq2)l ≤ Cρ(K + ρ)2

1− νq2
(νq2)M

uniformly in R ≥M and s under consideration. On the other hand,

∣∣∣∣
R∑

l=M

νlisαR

[ ql

1− (1− αR)ql
− ql

]∣∣∣∣ ≤
K

4(1− qM )

∞∑

l=M

(νq2)l

≤ K + ρ

4(1− νq2)
(νq2)M

and (3.38) follows with

ε(M) = 4 max
(Cρ(K + ρ)2

1− νq2
,

K + ρ

4(1− νq2)

)
(νq2)M .

A simple check shows that (a minor modification of) the argument above
proves (3.39) as well. 2

Next, we verify the following uniform integrability property (cf. Lemma 3.9).

Lemma 3.14. Fix any t ∈ R1. There exists a function ε(K) ofK ≥ 0, ε(K) ↓ 0
as K ↑ ∞, such that (uniformly in large R)

∫

|s|>K

exp
{
Φt(s)

}
ds ≤ ε(K), (3.41)

∫

|s|>K

exp
{
νR

[
F t

R

(
xR(1 + is)

)− F 0
R (xR)

]}
ds ≤ ε(K). (3.42)
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Proof. As in the proof of Lemma 3.9, our argument is based upon the fact (3.22)
combined with the monotonicity properties (3.23) and (3.24).

We start by establishing (3.41). To this end, we rewrite the integrand as

exp
{<Φt(s)

}
exp

{
i=Φt(s)

}
,

where

<Φt(s) =− 1
4

log(1 + s2)− t2

4α∗β(1 + s2)

− ν − 1
4ν

∞∑

l=0

νl log
(
1 +

[ α∗ql

1− (1− α∗)ql

]2

s2
)

and

=Φt(s) =
s

2
− 1

2
arctan s+

t2s

4α∗β(1 + s2)

+
ν − 1
2ν

∞∑

l=0

νl
[ sα∗ql

1− (1− α∗)ql
− arctan

sα∗ql

1− (1− α∗)ql

]

+ sα∗β
[
1− 1

2α∗β
+
ν − 1
2νβ

∞∑

l=0

(νq)l
(
1− 1

1− (1− α∗)ql

)]
.

Clearly, for all s large enough, exp
{<Φt(s)

} ↓ 0 as s ↑ ∞; also, the first two lines
in the representation of =Φt(s) give a function increasing monotonically to ∞
(as s ↑ ∞). We are going to verify below that the last line in this representation
vanishes identically (and then (3.41) follows by change of variables x = =Φt(s);
for details, see the proof of Lemma 3.9 above). But the latter is an easy task:
since νqk+1 ≤ νq2 < 1 for k ≥ 1,

−
∞∑

l=1

(νq)l
[
1− 1

1− (1− α∗)ql

]
=

∑

l≥1

(νq)l
∑

k≥1

(1− α∗)kqkl

=
∑

k≥1

(1− al∗)k νqk+1

1− νqk+1

=
(
1− 1

2α∗β

) 2νβ
ν − 1

,

where in the last equality we used the very definition of α∗. Thus, (3.41) follows
directly.

Since the proof of (3.42) follows the same scenario, we check only the needed
monotonicity property of the imaginary part,

=νR
[
F t

R

(
xR(1 + is)

)− F 0
R (xR)

]

=
s

2
− 1

2
arctan s+

t2s

4αRβ(1 + s2)
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+
ν − 1
2ν

R∑

l=0

νl
[ sαRq

l

1− (1− αR)ql
− arctan

sαRq
l

1− (1− αR)ql

]

+ sαRβ
[
(νq)R − 1

2αRβ
− ν − 1

2νβ

R∑

l=0

(νq)l

1− (1− αR)ql

]
.

As before, only the last line needs our attention; we get

R∑

l=0

(νq)l

1− (1− αR)ql
=

∑

k≥0

(1− αR)k
R∑

l=1

(νqk+1)l

= (νq)RT 0
R +

∑

k≥1

(1− αR)k(νqk+1)RT k
R

=
νq

νq − 1
(
(νq)R − 1

)
+

2νβ
ν − 1

(
1− 1

2αRβ

)
,

where the stationary point equation (3.30) was used in the last equality. As a
result,

(νq)R − 1
2αRβ

− ν − 1
2νβ

R∑

l=0

(νq)l

1− (1− αR)ql

= (νq)R − 1
2αRβ

− ν − 1
2νβ

νq

νq − 1
(
(νq)R − 1

)−
(
1− 1

2αRβ

)
= 0.

The proof is finished. 2

The non-Gaussian asymptotics in Theorem 2.3 now follows in a standard
way by using estimates of Lemmas 3.13 and 3.14.
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