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[1] Repeated shifts, or jumps, of mid‐ocean ridge segments toward nearby hot spots can
produce large, long‐term changes to the geometry and location of the tectonic plate
boundaries. Ridge jumps associated with hot spot–ridge interaction are likely caused
by several processes including shear on the base of the plate due to expanding plume
material as well as reheating of lithosphere as magma passes through it to feed off‐axis
volcanism. To study how these processes influence ridge jumps, we use numerical
models to simulate 2‐D (in cross section) viscous flow of the mantle, viscoplastic
deformation of the lithosphere, and melt migration upward from the asthenospheric
melting zone, laterally along the base of the lithosphere, and vertically through the
lithosphere. The locations and rates that magma penetrates and heats the lithosphere
are controlled by the time‐varying accumulation of melt beneath the plate and the
depth‐averaged lithospheric porosity. We examine the effect of four key parameters:
magmatic heating rate of the lithosphere, plate spreading rate, age of the seafloor overlying
the plume, and the plume‐ridge migration rate. Results indicate that the minimum value
of the magmatic heating rate needed to initiate a ridge jump increases with plate age
and spreading rate. The time required to complete a ridge jump decreases with larger
values of magmatic heating rate, younger plate age, and faster spreading rate. For cases
with migrating ridges, models predict a range of behaviors including repeating ridge
jumps, much like those exhibited on Earth. Repeating ridge jumps occur at moderate
magmatic heating rates and are the result of changes in the hot spot magma flux in
response to magma migration along the base of an evolving lithosphere. The tendency of
slow spreading to promote ridge jumps could help explain the observed clustering of hot
spots near the Mid‐Atlantic Ridge. Model results also suggest that magmatic heating may
significantly thin the lithosphere, as has been suggested at Hawaii and other hot spots.
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1. Introduction

[2] Mantle plume‐ridge interaction alters the structure and
composition [Ito et al., 2003] as well as the overall geometry
and location of mid‐ocean ridges [Canales et al., 2002;
Hardarson et al., 1997; Jóhannesson, 1980; Jones, 2003;
Müller et al., 2001; Sæmundsson, 1974; Wilson and Hey,
1995]. Changes in ridge location are often caused by a
plume “capturing” a nearby ridge axis through ridge propa-
gation [Hey, 1977; Wilson and Hey, 1995], which probably
initiates by discrete shifts or “jumps” of the ridge axis [e.g.,
Hardarson et al., 1997]. Numerous observations indicate that
repeated ridge jumps at ridge–hot spot interactions [e.g.,
Briais and Rabinowicz, 2002; Brozena and White, 1990;

Hardarson et al., 1997; Hey, 1977; Jóhannesson, 1980;
Krishna et al., 1995; Krishna and Rao, 2000; Mammerickx
and Sandwell, 1986; Müller et al., 1993; Nakanishi et al.,
1999; Small, 1995] can play a significant role in the long‐
term evolution of the tectonic plates [Müller et al., 1998,
2008].
[3] Ridge jumps toward hot spots have been estimated to

occur over distances from ∼101 km at Iceland [Garcia et al.,
2003; Hardarson et al., 1997] to ≤800 km at Shatsky Rise
[Nakanishi et al., 1999] and often occur repeatedly along a
single ridge segment as the distal sections of the overall
ridge axis migrate away from the hot spot. For example,
Iceland has experienced at least four ridge jumps toward the
presumed plume center in the last 16 Myr [Hardarson et al.,
1997; Jóhannesson, 1980] as the Mid‐Atlantic Ridge has
migrated NNW relative to the hot spot [Jones, 2003; Torsvik
et al., 2001]. Repeat ridge jumps are also observed at the
Galápagos [Hey, 1977], the Ninety‐East Ridge [Krishna et al.,
1995; Krishna and Rao, 2000], and possibly the Louisville
hot spot [Small, 1995].
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[4] Two of the principal factors necessary for a ridge jump
are weakening of off‐axis lithosphere and a stress field that
promotes rifting. One mechanism proposed to weaken the
lithosphere is the thermal and mechanical erosion of the lith-
osphere by a laterally spreading mantle plume (i.e., plate
“rejuvenation”) [e.g., Li et al., 2004; Ribe and Christensen,
1994]. Another proposed weakening mechanism is heating
of the lithosphere as magma passes through it [Mittelstaedt
et al., 2008]. In fact, thermal as well as mechanical weak-
ening by magma has been suggested to be important to the
initiation of rifting in the Gulf of Aden [Kendall et al.,
2005], during the initial breakup of the North Atlantic
[Nielsen et al., 2002], to the creation of continental micro-
plates [Müller et al., 2001], and to play a key role in
determining the location of hot spot islands [Hieronymus
and Bercovici, 2001]. The lithospheric stresses that pro-
mote ridge jumps can be due to far‐field tectonic stresses,
shear tractions on the base of the lithosphere induced by a
laterally spreading plume, and plate‐parallel gravitational
stresses due to buoyant uplift of the lithosphere.
[5] In previous work, Mittelstaedt et al. [2008] examined

the contribution of thermal weakening of the lithosphere due
to magma penetration at a near‐ridge hot spot to ridge
jumps. Our method involved imposing magmatic heating in
a zone of fixed width and at a rate proportional to the
temperature contrast between magma and the lithosphere
while the lithospheric stress field was controlled by far‐field
tension driving plate spreading. The results suggest that
magmatic heating alone can cause ridge jumps, but only on
young, slow moving lithosphere. One shortcoming of these
models was the inability to predict repeat ridge jumps as the
ridge migrates away from the hot spot.
[6] This study builds upon our previous work by including

the contribution of a plume‐like upwelling and a new
description of magmatic heating that includes mantle melting
and melt transport. The goal is to investigate the most basic
mechanical processes that control ridge jumps associated
with plume‐ridge interaction. While the documented natural
occurrences of ridge jumps have distinct and sometimes

unique characteristics, we aim to examine the factors that are
likely to be important to all plume‐related ridge jumps and
quantify the effects of particular geologic variables. We thus
quantify the behavior of ridge jumps in stationary and
migrating systems, for different plume‐ridge separation dis-
tances, spreading rates, plume temperatures and buoyancy
fluxes, and different heating rates of the lithosphere by
magma. The newmodels are the first to spontaneously predict
repeat ridge jumps as well as other dynamical behaviors
including single jumps, capture of the ridge by the hot spot,
and dueling between the new and old rifts. Additionally,
magmatic heating of the lithosphere predicted by our models
provides another possible mechanism for thinning of the
lithosphere above intraplate plumes, such as Hawaii.

2. Conceptual and Mathematical Model

2.1. Conceptual Model

[7] Figure 1 illustrates the concepts that set the frame work
of our mathematical and numerical model. A hot, off‐axis
mantle plume rises,melts, and spreads laterally as it encounters
the lithosphere. The buoyant melt percolates vertically through
the mantle until it reaches the top of the melting region (i.e., the
solidus) where it accumulates within a high‐porosity layer just
below the cooler, low‐permeability lithosphere. Melt flows
along the base of the lithosphere toward a locally eroded depth
minimum over the plume. As melt accumulates, it builds
pressure on the overlying lithosphere. When the melt pressure
is high, fractures open in the lithosphere and allow magma to
travel to the seafloor. As the magma passes through and heats
the plate, the plate thins and weakens. If the weakening is
sufficient, stresses associated with plate motion and the
spreading plume initiate rifting off‐axis. Eventually, spreading
shifts from the old to the new ridge axis.

2.2. Mathematical and Numerical Model of Viscous
Mantle Flow

[8] We use the finite element code CITCOM [Moresi and
Solomatov, 1995; van Hunen et al., 2005; Zhong et al.,

Figure 1. Conceptual model of an upwelling, near‐ridge mantle plume, melting, melt transport, and
magmatic heating of the lithosphere. Melting generated in the mantle is transported (gray, smaller arrows;
all arrows are illustrative only) vertically and then along the solidus at the base of the lithosphere toward
local minima in solidus depth where it collects until it builds sufficient pressure to penetrate the litho-
sphere. Shear stresses are imposed upon the lithosphere due to the solid flow of the upwelling mantle
plume (black, large arrows).
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2000] to solve the 2‐D equations of conservation of energy,
momentum, and mass in a viscoplastic mantle. The model
domain measures 1200 km laterally and 400 km vertically
and is discretized into 512 by 128 elements, respectively.
The height and width of each element range between 1.5 km
and 3.2 km with the highest resolutions in the upper 50 km
and in the region of plume‐ridge interaction. The vertical
sides of the model are traction free at depths >80 km, where
the hot, low‐viscosity asthenosphere is present, and are
imposed to move at a horizontal velocity at shallower
depths, where the cooler and stiff lithosphere is present, to
drive plate spreading (Figure 2). The horizontal upper sur-
face is shear traction free with a zero vertical velocity; the
bottom boundary is traction free (i.e., an open boundary).
The thermal boundary conditions include insulating sides
and imposed potential temperatures of 0°C and 1300°C at
the top and bottom boundaries, respectively. Within the
model domain, the initial temperature condition is that of
the plate model [e.g., Parsons and Sclater, 1977] in which
the lithosphere is thinnest at the ridge and increases to a
maximum thickness of 125 km.
[9] To initiate a plume‐like upwelling, a hot patch is

imposed along the bottom of the model with a temperature
anomaly defined by DT = DTp exp(−Dx2/(Dxp/2)

2), where
Dx is the horizontal distance from the plume center. The
maximum plume temperature of DTp = 300°C and the
temperature anomaly width of Dxp = 80 km result in a
plume buoyancy flux of ∼2000 kg s−1 (assuming a cylin-

drical plume stem) similar to estimates for many hot spots
[Sleep, 1990; van Hunen and Zhong, 2003; Zhong and
Watts, 2002]. See Table 1 for all model parameters.
[10] Ductile deformation in the model depends on an

Arrhenius function of viscosity with temperature

� ¼ �0 exp
E

R

1

T
� 1

T0

� �� �
; ð1Þ

where h0 is the reference viscosity of 2.2 × 1019 Pa s defined
at a temperature T equal to the basal temperature (T0 =
1300°C), a value similar to that predicted by the joint
modeling and seismic study of van Hunen et al. [2005] and
R is the ideal gas constant. The activation energy E = 180 kJ
mol−1 is less than experimental values (E = 540 kJ mol−1,
olivine [Karato and Wu, 1993], dislocation creep) to sim-
ulate the effects of a stress‐dependent rheology [e.g.,
Christensen, 1984; van Hunen et al., 2005]. We do not
consider retained melt fraction [Hirth and Kohlstedt, 1995a,
1995b] or extracted water [Hirth and Kohlstedt, 1996]
because they have competing effects on viscosity, with a net
effect that is not well understood in natural settings. The
above assumptions are designed to address the first‐order
causes of ridge jumps.
[11] To approximate faulting behavior, we simulate

Coulomb‐Navier plasticity [e.g., Davis and Selvadurai,
2002] through an additional viscosity law that depends
upon the strain history as well as the stress. Plastic yielding

Figure 2. A cartoon of the boundary and initial conditions of the model and the geometry of melt
transport. See text for a description of the boundary and initial conditions. (inset) Melt is transported
vertically through the mantle (wmantle) until it encounters the solidus where it accumulates and travels
along the base of the lithosphere, which slopes at angle � down from the horizontal. Melt flow rate
through the lithosphere (wlith) is controlled by the porosity (�) beneath the solidus and the average
porosity of the lithosphere (F).
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occurs when the difference between the maximum (most
tensile) s1 and minimum (least tensile) s3 principal stresses
is greater than the yield stress,

�1 � �3ð Þ > �ys; ð2Þ

where the yield stress is defined by

�ys ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 1

p 2�coh "p
� �� � �1 þ �3ð Þ	 


; ð3Þ

where g is the coefficient of static friction and scoh is the
cohesion, which is a function of "p, the accumulated plastic

Table 1. Model Parameters

Parameter Description Value Units Equation First Used

A0 Constant on melt pressure below lithosphere ‐ Pa (A15)
C0 Dimensional constant in melt transport calculation ‐ Pa (13)
cp Heat capacity of the mantle at constant pressure 1250 J °C−1 kg−1 (6)
D′ Nondimensional constant in melt transport calculation 0.625 ‐ (14)
E Activation energy 180 kJ mol−1 (1)
F Melt fraction ‐ ‐ (6)
g Acceleration of gravity 9.81 m s−2 (8)
H, H0 Fractional time‐integrated magma flow rate, reference magmatic damage ‐, 1000 m (13), (16)
k0 Reference permeability 1 × 10−10 m2 (8)
L0, L′0 Parameter controlling the sensitivity of lithospheric porosity to

accumulated damage
‐, 0.005 Pa m−1, ‐ (13), (14)

n Exponent on porosity in the permeability 2 ‐ (10)
P Pressure ‐ Pa (6)
Pe Peclet number 0.2 ‐ (10)
Qthin Spreading rate times the integrated heat lost from the numerical

thermal field a distance DX from the ridge axis at t = 0
‐ J m−1 s−1 (18)

Qcool Spreading rate times the integrated heat lost from a half‐space
cooling model a distance DX from the ridge axis

‐ J m−1 s−1 (19)

q Heating rate at a point due to magma penetrating the lithosphere ‐ J m−3 s−1 (17)
R Ideal gas constant 8.3 J K−1 kg−1 (1)
S Healing rate scale 3 × 10−4 m3 s−1 (16)
DS Entropy change associated with converting a solid to a liquid 200 J K−1 kg−1 (6)
tage Age of the lithosphere where a ridge jump occurs ‐ Myr (19)
tjump Time between initiation of magmatic heating and completion of a

ridge jump
‐ Myr (A21)

T, Tasth Potential temperature, potential temperature of normal asthenosphere ‐, 1300 °C (1), (17)
DTp Excess plume temperature 300 °C ‐
Urate Half spreading velocity 10–30 km Myr−1 (15a), (15b)
u, w Melt flow rate parallel and perpendicular to the solidus ‐ m s−1 (7), (7)
U, W Horizontal and vertical velocities of the solid matrix ‐ m s−1 (9)
u0 Lateral melt flow rate scale ‐ m s−1 (A11k)
wlo, wmo Scale of lithospheric melt flow rate, scale of mantle melt flow rate 7.9 × 10−10, 4.9 × 10−10 m s−1 (A11k), (A11f)
wmantle, wlith Melt flow rate from below, melt flow rate through the lithosphere ‐ ‐ (9), (10)
wlith
max Maximum melt flow rate through the lithosphere before a ridge jump ‐ ‐ (18)

wl0/wm0 Ratio of melt flow rate scales 1.6 ‐ (12)
X, Z Horizontal and vertical coordinates in absolute reference frame ‐ m (15a), (15b), (16)
x, z Solidus parallel and perpendicular coordinate directions (7)
DX Distance between initial rifting and the current ridge axis ‐ m (A22)
Zsolidus, Zmax Top and bottom depths of the melting region ‐ m (9)
Zlith Lithospheric thickness above the hot spot ‐ m (17)
DZ Thickness of high‐porosity layer 1000 m (8)
a Coefficient of thermal expansion 3.5 × 10−5 J °C−1 kg−1 (6)
b Magmatic heating rate scale (0.9–10) × 10−5 m−1 (17)
g Coefficient of static friction 0.6 ‐ (3)
d Length scale in melt transport calculation 1000 m (A11a)
"p, "crit Accumulated plastic strain, critical strain ‐ s−1 (3), (5)
_"1, _"3 Maximum and minimum principal strain rates ‐ s−1 (4)
h, h0 Mantle viscosity, reference mantle viscosity 1018–24, 2.2 × 1019 Pa s (1)
mm Melt viscosity 1 Pa s (8)
� Angle of the solidus down from the horizontal ‐ ‐ (8)
� Thermal diffusivity 3 × 10−6 m2 s−1 (19)
r, rm Solid density, melt density 3300, 2800 kg m−3 (6), (7)
Dr Difference between solid and melt densities 500 kg m−3 (A11i)
s1, s3 Maximum and minimum principal stresses ‐ Pa (2)
sp Melt pressure beneath the solidus ‐ Pa (13)
sys Yield stress ‐ Pa (2)
scoh, scoh

ref , sc Cohesion in weakening, cohesion reference value, inherent strength
of lithosphere (constant)

‐, 44, ‐ MPa (3), (5), (13)

t Time scale in melt transport calculation ‐ s (A11b)
�, �0 Porosity along the solidus, reference porosity ‐, 0.1, 2.2 ‐ (7), (A11a)
F, Fmax Characteristic porosity of the lithosphere, maximum lithospheric porosity ‐ (10), (13)
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strain, equal to the sum of strain minus a linear healing rate
(characteristic healing time ∼300 kyr) where (2) is true. The
criteria in equation (2) is implemented numerically by iter-
atively adjusting the viscosity of elements where (s1 – s3) >
sys to

� ¼ �ys

_"1 � _"3ð Þ ; ð4Þ

where _"1 and _"3 are the maximum and minimum principal
strain rates, respectively. This method is similar to that used
by Chen and Morgan [1990], with the important difference
that the cohesion scoh decreases with accumulated plastic
strain "p, a dependence that leads to more localized defor-
mation at plate boundaries. The weakening law we have
adopted is

�coh ¼ �ref
coh 1� "p

"crit

� �
; ð5Þ

where acoh
ref (= 44 MPa) is the reference cohesion prior to any

strain, "crit = 0.5 [Poliakov and Buck, 1998]. As "p is a
material variable, we track its advection using tracer parti-
cles [Bianco et al., 2008]. This method forms regions of
plate rifting across ∼10–20 elements with faster spreading
rates leading to more focused deformation. Thus, the model
resolution of ∼1.5 km in the region of plume‐ridge inter-
action allows for plate boundary widths of 15–30 km for
half spreading rates between 10 and 30 km Myr−1.

2.3. Mantle Melting

[12] We use a description of decompression melting of a
dry, peridotite mantle to calculate melt productivity ∂F/∂P
where F is the melt fraction and P is pressure. The melting
region is bounded by the peridotite solidus Tsolidus of Katz
et al. [2003, Figure 1]. At a given pressure P, when the
potential temperature T surpasses Tsolidus, a constant ∂T/∂F
and a constant change in entropy DS (associated with con-
verting a solid to a liquid) are used to calculate ∂F/∂P [e.g.,
Asimow et al., 2004; Ito and Mahoney, 2005; Katz et al.,
2003]

� @F

@P
¼

@T

@P

� �
F

� �T

	cp
@T

@F

� �
P

þ TDS

cp

; ð6Þ

where a is the coefficient of thermal expansivity, cp is the
heat capacity at constant pressure, and r is the mantle
density. The value of ∂T/∂F and DS are chosen (see list of
symbols in Table 1) so that the model predicts a normal
ridge crustal thickness of 6–7 km in the absence of a mantle
plume. The value of F is limited to ∼0.2 to simulate the
strong reduction in ∂F/∂P when cpx is completely melted
[Asimow et al., 1997, 2004]. This parameterization is very
simple; the only variations of ∂F/∂P with depth are associ-
ated with the slope of the solidus and not, for example, with
water content or mineralogy. More realism is not needed
because what is most essential to this study is the ability to
simulate self‐consistent changes in melt flux reaching the
solidus at the base of the lithosphere in response to local
fluctuations in mantle temperature and flow.

2.4. Melt Transport and Penetration of the Lithosphere

[13] The melt transport equations used here are based on
those introduced by McKenzie [1984] to describe the con-
servation of mass and momentum of a two‐phase system
(see Appendix A). We assume that the shear and effective
bulk viscosities of the matrix are too low for pressure gra-
dients associated with solid shear or compaction to influence
melt flow. At the top of the melting region (i.e., the solidus),
where T ≤ Tsolidus, freezing melt makes a boundary that is
impermeable to flow and leads to formation of a high‐
porosity channel [Sparks and Parmentier, 1991, 1994;
Spiegelman, 1993]. As a result of the above assumptions,
pressure gradients associated with melt buoyancy alone
cause melt to rise vertically in the melting zone and to flow
laterally along the sloping solidus near the base of the
lithosphere.
[14] It is the lateral transport of melt along the base of the

lithosphere and vertical penetration of melt through the
lithosphere that is essential to the model results. Here, lateral
melt flow is controlled by the average porosity (volume
fraction of melt) � in the high‐porosity channel below the
freezing boundary, whereas melt flux across the freezing
boundary (through the lithosphere) is controlled by the
depth‐averaged porosity of the lithosphere F. The time‐
dependent melt transport along and across the solidus is
described by (Appendix A)

@	m�

@t
þ 	m

@u

@x
þ @w

@z

� �
¼ 0; ð7Þ

u ¼ �k0�n


m
	s � 	mð Þg sin �ð Þ þDZ

@�

@x

� �
; ð8Þ

wmantle ¼ �
ZZsolidus

Zmax

dF

dP

� �
	sgWdZ; ð9Þ

wlith ¼ �k0Fn


m
	s � 	mð Þg cos �ð Þ; ð10Þ

where u is the Darcy melt flow rate times porosity parallel
to the solidus; w is the melt flow rate perpendicular to the
solidus; W is the vertical velocity of the matrix (capital
letters indicate solid velocities); rm is the melt density and
rs is the solid density; n = 2 is the exponent relating
porosity to permeability. See Table 1 for the definition of
other variables. Equation (7) describes conservation of melt
mass whereas equation (8) describes Darcy flow (conser-
vation of momentum) of the melt in the direction parallel
to the solidus x. The assumption of 1‐D melt transport
along the solidus allows us to solve separately the equa-
tions defining melt supply created in the mantle below the
high‐porosity channel, wmantle (9), and that penetrating
the lithosphere above the channel, wlith (10, discussed
below), the difference of which is used to compute ∂w/∂z
in equation (7).
[15] To isolate the fundamental parameters that govern

porosity in the channel, we combine (7) and (8), make
variables dimensionless (denoted by primes) as described in
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Appendix A, and derive the dimensionless governing
equation (see Table 1 for definition of all variables),

@�′

@t′
� @

@x′
�′n

@�′

@x′

� �
� Pe �′n�1 sin �ð Þ @�′

@x′
� �′n

n
cos �ð Þ @�

@x′

� �

¼ wmantle′ � wl0

wm0
wlith′ : ð11Þ

Two input parameters control melt transport: the Peclét
number Pe, and the ratio of scales for the flow rate of melt
through the lithosphere and up from the mantle wl0/wm0.
[16] The other essential aspect of the magma transport

model is to simulate when and where magma actually
penetrates the lithosphere (i.e., where and when w′lith > 0).
Equation (10) describes the depth‐averaged magma flux
(per area) through the lithosphere wlith due to general
mechanisms which could include intergranular porous flow,
interconnected melt channels, and diking. As such, wlith

depends on the average fraction of melt in the lithosphere, or
porosity F. Following a methodology similar to that of
Hieronymus and Bercovici [2001], we assume that changes
in F are caused by changes in the excess pressure of the
magma just below the plate sp and lithospheric damage
(generally to include chemical, thermal, and structural
damage) caused by magma passing through the plate (see
Appendix A)

F ¼ Fmax

2
1þ tanh

�p � �c þ L0H

2C0=Fmax

� �� �
; ð12Þ

where Lo and Co are constants, sc is the inherent (constant)
strength of the lithosphere, Fmax is the maximum permitted
lithospheric porosity, and H is a fraction of the integrated
melt flux, a measure of the accumulated magmatic damage
(described below).
[17] We normalize sp and sc by a pressure scale that is

proportional to �0, and normalize H by H0 to derive the
nondimensional form of (10)

wlith′ ¼ cos � 1þ tanh
�′ cos �

D′
� �c′

D′
þ L0′ H ′

D′

� �� �n
ð13Þ

(see Appendix for more details). Equation (13) describes the
vertical melt flux across the solidus as a balance between the
scaled porosity along the solidus �′, which controls the melt
pressure from the high‐porosity channel below the solidus,
the scaled strength of the lithosphere s′c, the sensitivity to
magmatic damage L′0, where L′0H ′ is a measure of the
accumulated lithospheric damage due to prior magmatism,
and the scale factor D′. The total damage is not permitted to
exceed the strength of the lithosphere (i.e., L′0H ′ ≤ s′c ). In
practice, this limit is rarely reached for the chosen value of
L′0 (Table 1). Three free parameters control equation (13):
s′c, L′0, and D ′.
[18] Lithospheric damage is assumed to occur through

thermal, chemical, or physical mechanisms of recent vol-
canism. The quantity that measures this damage is H and is
calculated using the following (dimensional) advection
equation

@H

@t
¼ wlith � @ HUrateð Þ

@X
� S

H þ H0ð Þ2 ; ð14Þ

where X is the lateral coordinate in the absolute reference
frame (i.e., not along the solidus). With only the first term
on the right‐hand side, H would equal

R
wlithdt, the time‐

integrated magma flow through a given section of litho-
sphere. The second term on the right hand side describes
advection of damage with a plate migrating horizontally at a
half spreading rate of Urate, and the third term describes the
reduction of damage by healing. With this formulation (see
Appendix for details), more damaged lithosphere (larger H)
heals more slowly than less damaged lithosphere (smaller H;
an analogous behavior is seen in concrete compression
experiments [Zhong and Yao, 2008]), and the damage ini-
tiated in pristine lithosphere heals at a maximum rate of
S/H0

2. This maximum healing rate sets the minimum magma
penetration rate wlith where damage begins to accumulate.
Equation (14) introduces one more free parameter, S.
[19] In summary, (11), (13), and (14) control magma flow

in the asthenosphere and through the lithosphere. The fol-
lowing procedure is used to solve these equations and
couple them to the calculations of mantle melting and
temperature each time step. First, the location and slope of
the solidus are determined from the solutions of solid flow
and heat transfer. Next, the melt supply from below wmantle

is calculated from (9). The value of wlith at each point along
the solidus is found using (13) with the damage variable H
from the previous time step. Equation (11) is then solved for
the transport of melt along the solidus. Finally, H is updated
using equation (14). Analytical solutions of (11) are used to
verify the method (Appendix A). The free parameters are
Pe, wl0/wm0, H0, L′0, D′, and S (see Table 1 for values).
Magmatic heating of the lithosphere is calculated as
described in section 2.5.

2.5. Magmatic Heating

[20] In a formulation similar to that of Mittelstaedt et al.
[2008], the (dimensional) magmatic heating rate at each
point in the lithosphere is defined as

q ¼ 	cp�wlith Tasth � T X ; Z; tð Þ½ � ð15aÞ

qmax � 	cpTasth�w
max
lith ; ð15bÞ

where Tasth is the temperature of both the nonplume
asthenosphere and the penetrating magma (1300°C), b (m−1)
is a constant scale factor controlling the heating rate, wlith

(m s−1) is the magma penetration rate (or volumetric flux per
unit cross‐sectional area) through the lithosphere which
reaches a maximum value wlith

max before a ridge jump, X and
Z are coordinates of the absolute reference frame, and qmax

is the maximum heating rate before a ridge jump (used in our
scaling analysis, section 3.3). Consistent with (13), which
describes melt flux through the lithosphere, (15a) is designed
to be as general as possible and to not require a specific
melt transport mechanism in the lithosphere (seeMittelstaedt
et al. [2008] for further discussion).
[21] We examine cases withwlith calculated from (11)–(14)

and a constant value of b (b is varied between 9 × 10−6 m−1

and 10 × 10−5 m−1) in (15a). To explore a range of model
behaviors, cases are run with half spreading rates of 10, 20,
and 30 km Myr−1, plate ages above the center of plume
upwelling between 3 and 15Myr, and for a few cases, we vary
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excess plume temperature and buoyancy flux. Additionally,
we consider some cases where the plume and ridge migrate
relative to each other.

3. Results

3.1. Controlling Parameters of Melt Transport:
Simplified Test Cases

[22] Six free parameters control melt transport along and
through the lithosphere. Various tests reveal that final model
predictions are relatively insensitive to wl0/wm0, H0, and D′
and most sensitive to the three parameters Pe, L′0, and S.
The effects of Pe, L′0, and S are explored with a set of
preliminary calculations that involve solving (11)–(14)
alone, without the Citcom calculations of mantle flow and
temperature (Figure 3).
[23] First, we examine how flow along the solidus is

influenced by Pe, which governs the relative importance of
solidus slope versus lateral variations in �′. The problem
examines the steady state porosity beneath a solidus that is
shallowest at X ′ = 30 and slopes away from this point, much

like that beneath a lithospheric plate as it thickens away
from a ridge axis (Figure 3a) (X is the horizontal dimension
and X′ = X/d is dimensionless). In this test case, the melt
supply from below is a Gaussian function of X′ also centered
at X′ = 30, L′0 = 0 (melt escapes out of the ridge center at X′ =
30, but no damage accumulates), S = 8 × 10−5 m2 s−1, and
�′ = 0 is the boundary condition on the left and right sides
of the domain. Smaller values of Pe tend to reduce lateral
porosity variations, whereas larger values of Pe lead to a
local peak in porosity (melt accumulation) where the solidus
is shallowest (Figure 3a).
[24] The second test case (Figure 3b) demonstrates the

effect of the healing rate scale S on the focusing of magma
penetration through the off‐axis lithosphere. Roughly sim-
ulating a ridge and an off‐axis hot spot, the solidus slopes at
a constant angle (10°) down to the right away from the
hypothetical ridge axis (at X′ = 0) and the melt supply from
below is highest at X′ = 50 (Figure 3b). Accumulated lith-
ospheric damage (proportional to) H′ is advected to the right
at a constant velocity (10 km Myr−1) with the plate, �′ = 0
on the right edge, and ∂�′/∂X′ = 0 at the left edge. With Pe =

Figure 3. The three principle free parameters in the melt transport calculation, (a) Pe, (b) S, and (c) L′0,
along with the shape of the solidus (labeled solid line) and the mantle melt supply (w′mantle; labeled
dashed line) control the scaled melt flow rate through the lithosphere (w′lith) and the porosity (�′) just
beneath the solidus. See the text for a description of each case.
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0.022 and L′0 = 0.17, a local peak in magma penetration rate
occurs just to the right of the peak in (hot spot) magma flux
(cases are shown at dimensional time t = 1 Myr). Larger
values of S lead to more focused zones of damage because
they restrict the distance over which magma penetration is

large enough to initiate damage (equations (13) and (14))
(Figure 3b).
[25] Finally, the third case discussed here demonstrates

how the sensitivity (L′0) of w′lith to damage affects the width
and location of magma penetration through the lithosphere

Figure 4. The temporal evolution of two cases with a (left) fixed plume location (X = 200 km) and
(right) with a migrating plume. Colors show contours of potential temperature (see scales at bottom) with
arrows representing mantle flow and a white contour marking the solidus at the top of the melting zone.
Horizontal velocities across the top of the model (thick black lines) are shown above each set of temper-
ature contours. Figures 4a and 4b at top show the magma flux crossing the solidus into the lithosphere in
the region of interest for each case (line colors/styles correspond to the times marked for each panel).
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(equation (13)). Resembling a situation of hot spot–ridge
interaction, the solidus deepens with the square of the dis-
tance from a “ridge axis” which is centered at X′ = 30; the
melt supply from below is equal to the sum of two Gaus-
sians with peaks at X′ = 30 and at X′ = 60 (the “ridge” and
“plume” melt supplies), and �′ = 0 imposed on the left and
right edges (Figure 3c); Pe = 0.1, and S = 6.5 × 10−6 m2 s−1.
Once damage begins to accumulate, larger values of L′0 lead
to greater fluxes of magma penetrating the lithosphere. The
greater magma fluxes cause more damage to accumulate and
reduce the healing rate, which together cause a positive

feedback that focuses the magma penetration at two narrow
peaks (Figure 3c), one at the ridge axis and one over the hot
spot.
[26] The restriction of magma penetration to such narrow

zones (e.g., comparable to the width of a hot spot island) is
essential for the associated magmatic heating to sufficiently
weaken the lithosphere for a ridge jump. The final chosen
values of Pe, L′0, and S (see Table 1) used in our full
numerical calculations lead to eruptive zones at the hot spot
and ridge across ∼10–20 km for most cases, and are kept the
same for all model cases below.

3.2. Time Evolution: Full Simulations With Fixed
Plume‐Ridge Separation Distance

[27] With the above parameters controlling melt transport
fixed, full simulations of time‐dependent plume‐ridge
interaction and melt transport are used to study the effects
of the more geologically relevant parameters: b, spreading
rate Urate, initial lithospheric thickness Zlith (or seafloor
age tage) at the hot spot, and relative motion between the
ridge and hot spot Umig. The range of values considered in
these geologic parameters is relevant to a variety of natural
examples, which we discuss below.
[28] The first set of calculations involve a ridge that is

fixed relative to a plume (Figures 4a–4d, Umig = 0). Melt
transport and lithospheric heating are initiated after the
plume impacts the lithosphere and begins to spread across
the box, which defines time t = 0. Again, the imposed plume
anomaly at the bottom of the model has a Gaussian width of
80 km and a peak excess temperature of 300°C. For the
example case shown in Figure 4, the half spreading rate,
Urate, is 30 km Myr−1 and the heating parameter b = 3.0 ×
10−5 m−1 (equation (15a)). Melting occurs beneath the ridge
axis and within the plume stem. Initially (t = 0.17 Myr), the
magma penetrating the ridge axis lithosphere comes from
both the plume and ridge melting zones (generating a melt
thickness of ∼30–40 km) and is focused to a zone ∼15 km
wide; but off axis, above the plume, a small magma flux
passes through the undamaged lithosphere over a broad
region (∼150 km wide) (Figure 4a, top). After several

Figure 5. (a) Ridge jumps (solid symbols) occur when the
value of the maximum heating rate qmax is above a critical
value (black line) but not, in general, for values less than this
(open symbols). Symbols for different spreading rates are as
labeled. (b) The model results show a similar fit to the scal-
ing law when plotted versus Qcool (equations (20a) and
(20b)). This relationship is used to calculate the curves in
Figure 8 and to predict the minimum value of qmax for hot
spots in Figures 5c and 6a (except for Gal0, where no jump
has occurred and we predict the maximum qmax). Values of
Qcool from natural ridge–hot spot systems are denoted by
vertical, transparent gray boxes. (c) The time to jump tjump
scaled by the age of the seafloor tage to which the ridge
jumps is a function of the maximum heating rate qmax, the
thickness of the lithosphere (Zlith ∼ tage

1/2 ), and the slope of the
lithosphere at time t = 0 (dZlith/dX ≈ ∂/∂X( ffiffiffiffiffiffiffiffiffiffi

�tage
p

). Predicted
ratios of tjump/tage (gray boxes) are calculated for natural
plume‐ridge systems (see text for details). Labels are as
follows: Asc, Ascension; Gal10, Gal4, Gal0, Galapagos at
10, 4, and 0 Ma, respectively; Ice, Iceland; Lou, Louisville.
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hundred thousand years, the broad off‐axis magma pene-
tration zone focuses to a narrower region (∼90 km) in
response to accumulating damage and local flattening of the
solidus as the lithosphere thins by the plume and magmatic
heating (Figure 4b). A feedback develops in which an
increasing off‐axis magma flux thins the off‐axis litho-
sphere which causes the solidus to shoal near the hot spot,
which further enhances magma penetration. The continued
damage accumulation and thinning of the lithosphere
eventually constricts the off‐axis magmatism to a width
comparable to that at the ridge axis. As the off‐axis magma
flux increases, the flux at the ridge decreases. Soon there-
after (t = 2.3 Myr) rifting over the hot spot begins, and as it
does so, warm mantle material rises into the protorift which
further weakens the lithosphere and promotes faster rifting.
During this transfer of spreading from the old to the new
ridge axis (t = 2.0–2.9 Myr), the lithosphere between the
rifts acts as a microplate with very little, to no visible
velocity gradients across its surface (Figure 4c). Finally, all
spreading is accommodated at the new ridge axis and the old
ridge is abandoned (t = 5.5 Myr, Figure 4d).

3.3. Scaling Analysis of Model Results:
Fixed Plume‐Ridge Separation Distance

[29] The main model results are described in terms of
basic quantities that reveal the important physical processes
and are themselves functions of the pertinent geologic
variables. The first quantity characterizes the rate that
magma heats the lithosphere. For this quantity we use qmax

(equation (15b)), which again is the product of the heating
rate factor b and the maximum magma flow rate through the
off‐axis lithosphere wlith

max (1.5–3.0 × 10−9 m s−1, which
would generate ∼5–40 km of excess crust if erupted at the
ridge axis, spreading at Urate = 10–50 km Myr−1, and
magmatic accretion zone 5 km wide). This quantity is
analogous to the scale factor Qhot spot (total heating rate at t =
0) used by Mittelstaedt et al. [2008].
[30] The second quantity is a measure of the thermal

resilience of the lithosphere. Mittelstaedt et al. [2008]
defined thermal resilience as the heating rate required to
thermally remove the lithosphere,

Qthin DXð Þ � 	cpUrate

ZZlith
0

Tasth � T DX ; Zð Þð Þt¼0dZ

2
4

3
5; ð16Þ

where Zlith is the initial thickness of the lithosphere a dis-
tance DX from the ridge axis where a ridge jump occurs or,
in cases without a jump, above the plume center. Similar to

Mittelstaedt et al. [2008], we find that for a given value of
thermal resilience Qthin there is a minimum value of mag-
matic heating rate qmax required to initiate a ridge jump and
this value increases nonlinearly with Qthin (Figure 5a),

qmax � a Qthinð Þbþc; ð17Þ

where least squares regression yields a = −0.23 J(b−1) m(b−3)

s(b−1), b = −0.5, and c = 0.0016 J m−3 s−1. The lithospheric
thermal resilience parameter Qthin, however, does not have
a straightforward relationship with commonly observed
values such as seafloor age. A revised measure of the
lithosphere’s thermal resilience is therefore the spreading
rate times the time‐integrated surface heat loss of a cooling
half‐space:

Qcool �
Ztage
0

Urate	cp Tasthð Þ ffiffiffiffiffiffi
��

pffiffi
t

p dt ¼ 2Urate	cpTasthffiffiffi
�

p ffiffiffiffiffiffiffiffiffiffi
�tage

p
; ð18Þ

in which tage is the age of the seafloor at DX. Intuitively,
through its dependence on

ffiffiffiffiffiffiffi
tage

p
, Qcool is proportional to the

thickness of the lithosphere predicted by a cooling semi‐
infinite half‐space Zlith = 2

ffiffiffiffiffiffiffiffiffiffi
�tage

p
. Indeed, the minimum

magmatic heating rate qmax needed to cause a ridge jump
increases with this measure of thermal resilience much like
with Qthin,

qmax � a Qcoolð Þbþc; ð19Þ

with a = −0.044 J(b−1) m(b−3) s(b−1), b = −0.3, and c =
0.0023 J m−3 s−1 (Figure 5b). For several natural systems
with ridge jumps, we use (19) with observations of Urate

and tage (equation (18)), to infer a minimum qmax for each
of these systems (see Figure 5b and Table 2).
[31] Another model output quantity that closely relates to

geologic observations is the predicted times from the start of
magmatic heating to when the jump is complete, tjump.
Values are well fit if tjump is normalized by seafloor age at
the location of the incipient rift tage (Figure 5c):

tjump
tage

¼ d
qmaxDX

�ð Þ1=2
 !e

þ f ; ð20aÞ

where DX (= tageUrate) is the distance between the incipient
rift and the initial ridge axis, d = 4.37 × 103 Je m3e se/2, e =
−0.92, and f = 0.26. For several natural systems, observed
values of tjump/tage and DX and the minimum qmax inferred
for these systems from equation (19) are shown for com-

Table 2. Observations used in Figures 5 and 6

Hot Spot Urate (km Myr−1) Umig (km Myr−1) DX (km) tjump (Myr) Inferred qmax (kJ m
−3 s−1)

Ascension 16.2–19.8 2.2–2.6 35 0.7 0.5–0.53 × 10−6

Galapagos, 0 Ma 27–33 25.2–30.8 260 ‐ ‐
Galapagos, 4 Ma 25–27 25.2–30.8 150a ‐ ‐
Galapagos, 10 Ma 18–22 25.2–30.8 40–77b 1.6–2.5 0.55–0.73 × 10−6

Iceland 9–11 4.5–5.5 10–40 8 0–0.38 × 10−6

Louisville 30–36 −52 333 1c 0.62–0.66 × 10−6

aCurrent plume‐ridge separation distance minus 4 Myr times the ridge migration rate.
bThe parameter tjump multiplied by the ridge migration rate.
cThe estimated width/age of magnetic anomaly 2A.
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parison (Figure 5c and Table 2). A relation identical to (20a)
can be expressed as

tjump
tage

¼ d
qmax

ffiffiffiffiffiffiffi
tage

p
@Zlith=@X

� �e

þ f ; ð20bÞ

where again Zlith = 2
ffiffiffiffiffiffiffiffiffiffi
�tage

p
= 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�DX=Urate

p
and ∂Zlith/∂X

is the slope along the base of the lithosphere at DX.
Equations (20a) and (20b), therefore, reveal the intuitive
results that ridge jumps tend to take longer to occur on older
seafloor (i.e., tjump / tage

0.54), for less vigorous hot spot
magmatism (tjump / qmax

−0.92), and over greater lithosphere
slopes (tjump / (∂Zlith/∂X)0.92). The last relation reveals that a
larger solidus slope tends to channel more magma to the
initial ridge axis at the expense of magma penetrating the
off‐axis lithosphere. These results indicate that melt trans-
port is an important mechanism for controlling the timing of
ridge jumps.

3.4. Migrating Ridges

[32] The next set of calculations simulates relative motion
between the plume and ridge by moving the location of the
imposed plume temperature anomaly relative to the model
boundaries at a constant rate Umig. The model domain for
these cases is 2000 km wide with a uniform element width
of ∼2 km (1024 elements). Other model conditions are
unchanged. The plume is initially held stationary beneath

the ridge axis and is allowed to rise and spread laterally
beneath the lithosphere until the thermal profile beneath the
ridge is at steady state (i.e., the subridge mantle is displaced
by plume material; a few million years). At this time (t ≡ 0)
melt transport, magmatic heating, and plume migration are
activated.
[33] Figures 4e–4h display an example of the time evo-

lution for a case with a relative velocity between the plume
and the original ridge axis location (Urate = 10 km Myr−1,
Umig = 10 km Myr−1, b = 3.0 × 10−5 m−1). Initially, all of the
melt produced travels to the ridge axis, and there is negli-
gible off‐axis magmatism and heating. After the plume
migrates a distance of ∼50–70 km (t = 7.3 Myr), an off‐axis
region of melt penetration develops ∼30–50 km from the
ridge (Figure 4e). As the plume continues to migrate relative
to the ridge, the off‐axis magma flux focuses to a narrow
region, the overlying lithosphere thins, and rifting pulls up
warm asthenosphere, which further weakens the lithosphere
until a new ridge axis forms. The time between t = 0 and the
ridge jump is significantly longer (tjump ∼ 27 Myr) than for
nonmigrating cases with the same values of the other
parameters (Figure 4f). After the initial ridge jump is com-
plete, the majority of melt from the plume travels toward
the new ridge due to the steeply sloping lithosphere cur-
rently above the plume. The peak in magma flux penetrating
the off‐axis lithosphere is just plume‐ward of the new ridge

Figure 6. (a) Cases where the plume migrates relative to
the ridge axis display a variety of behaviors listed in order
of increasing plume influence (increasing symbol size): no
jumps (white circles), two “dueling” rifts with divergence
shifting between them (light gray circles), a single ridge
jump (gray circles), repeat ridge jumps (dark gray circles),
and immediate ridge capture (black circles). The ratio of
the maximum magmatic heating rate to the lithospheric ther-
mal resilience per thickness of lithosphere qmax/(Qcool/Zlith)
and the difference between the half spreading rate and the
migration rate Urate − Umig effectively describe the range
of behaviors. Results suggest a maximum in plume influ-
ence for small, positive values of Urate − Umig (gray, dashed
lines). Values for natural hot spot–ridge systems (gray
boxes) are placed along the horizontal axis in accordance
with published spreading and ridge migration rates and
along the vertical axis according minimum predicted qmax

values required to jump in Figure 5b. Labels and refer-
ences are as follows: Asc, Ascension [Brozena and White,
1990]; Gal0, Gal4, Gal10, Galapagos in its current config-
uration (0 Ma), at 4 Ma, and at 10 Ma, respectively [Harpp
and Geist, 2002; Wilson and Hey, 1995]; Ice, Iceland
[Jones, 2003; LaFemina et al., 2005; Torsvik et al., 2001].
See Table 2 for values used. Where ridge jumps have been
observed, the predicted qmax/(Qcool/Zlith) is expected to be
minimal (up arrows). For the modern day Galapagos (Gal0)
without jumps, the predicted qmax/(Qcool/Zlith) is expected to
be maximal (down arrow). At the Galapagos hot spot, qmax/
(Qcool/Zlith) is predicted to increase during 10–5 Ma (repeat
ridge jumps to ridge capture) and to decrease during ∼2.5–0
Ma (ridge capture to no jumps). (b) This predicted evolution
in qmax/(Qcool/Zlith) roughly mirrors the evolution of the
magma volume flux at the Galapagos Islands (modified
from Ito et al. [1997]).
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axis (Figure 4g). This offset tends to make the ridge migrate
with the plume, but at a slightly slower rate than the plume
itself. The plume essentially “captures” the ridge for a short
time. After the plume moves sufficiently far from the ridge,
a new, separate peak in off‐axis magma flux appears. The
feedback between off‐axis lithospheric thinning and
enhanced melt transport begins anew until the ridge jumps a
second time (t = 50 Myr) (Figure 4h).
[34] In addition to repeat ridge jumps, different values of

Urate, Umig, and the magmatic heating rate qmax lead to other
behaviors. Characterizing different levels of plume influence
on the ridge, from least to greatest, the behaviors include no
jumps (i.e., minimum influence), “dueling” rifts where each
rift accommodates a fraction of the total spreading rate that
varies through time, single jumps, and a rapid jump fol-
lowed by continued migration of the ridge axis with the
plume, i.e., complete “ridge capture” (maximum influence).
The different behaviors appear to depend primarily on two
quantities: Urate − Umig, the difference between the plume
spreading rate and the migration rate, and qmax/(Qcool/Zlith),
a ratio of the magmatic heating rate to the thermal resilience
per thickness of the lithosphere Zlith (Figure 6). Urate − Umig,
is the rate of absolute plate motion over the plume as the
ridge migrates away from the plume. Note that qmax/(Qcool/
Zlith) = qmax

ffiffiffi
�

p
/UratercpTasth is independent of Zlith because

of the proportionality of Qcool with Zlith. Large values of
qmax/(Qcool/Zlith), at a given relative plate motion (Urate −
Umig), lead to cases with complete ridge capture while small
values of qmax/(Qcool/Zlith) lead to cases without ridge jumps
(Figure 6a). For Urate − Umig ≈ 0 (i.e., little motion between
plume and overlying plate), an increasing qmax/(Qcool/Zlith)
leads to a steady increase in plume influence, again from
least to most: no jumps (qmax/(Qcool/Zlith) ∼0.1 × 10−3),

“dueling” rifts, single jumps, repeat jumps, and ridge cap-
ture (qmax/(Qcool/Zlith) ∼0.7 × 10−3). The plume influence
appears to be greatest (i.e., jumps begin at the lowest qmax/
(Qcool/Zlith)) between Urate − Umig = 0–10 km Myr−1 (gray,
dashed lines in Figure 6a) and generally requires greater
qmax/(Qcool/Zlith) for the same behavior as Urate − Umig

deviates away from the point of maximum influence near
0–10 km Myr−1. At a fixed qmax/(Qcool/Zlith), for example
qmax/(Qcool/Zlith) ≈ 0.2 × 10−3 m−1, cases withUrate −Umig ≈ 0
result in “dueling” rifts, cases with Urate − Umig ≤ ∼ −2 km
Myr−1 do not jump, and for Urate − Umig increasing from
∼10 to ∼20 km Myr−1 cases result in repeat ridge jumps and
finally no jumps.
[35] The tendency for plume influence to increase with

qmax/(Qcool/Zlith) is mostly intuitive, whereas the changes
in behavior with Urate − Umig is less straightforward but
reflects different ways in which ridge jumps are influenced
by melt transport and magmatic heating. For example,
increases in Urate promote ridge jumps by decreasing lith-
ospheric thickness and slope ∂Zlith/∂X at a given distance
DX (i.e., less melt is transported to the ridge). Increases in
the absolute value of Urate − Umig inhibit ridge jumps by
increasing the rate that the plate moves through the hot spot
heating zone, thus decreasing the time a given piece of
lithosphere can be heated. The direction or sign of Urate −
Umig is also important. When Urate − Umig < 0 (absolute
plate motion to the left in Figure 6) older, thicker lithosphere
that has seen less magmatic heating is being delivered to the
magmatic heating zone, but when Urate − Umig > 0 (absolute
plate motion to the right in Figure 6) younger, thinner
lithosphere that has seen extensive magmatic heating is
being delivered to the magmatic heating zone. The above
effects sometimes compete and sometimes reinforce each
other to varying degrees.

3.5. Variations in Plume Temperature
and Buoyancy Flux

[36] Figure 7 displays how tjump is influenced by changes
in plume excess temperature DTp and the width of the
plume (the effects of changing width with constant DTp are
shown in terms of the resulting changes in buoyancy flux B
for ease of comparison to other work). We vary DTp and B
for two different types of cases. For type 1, the values of
both b and wlith are artificially held constant (bwlith = 1.5 ×
10−13 s−1) across a zone of heating 12 km wide, the half
spreading rate is 10 km Myr−1, and the fixed plume‐
ridge separation distance is 100 km. For type 2, magmatic
heating is calculated from (11)–(15a) and (15b), b = 6.5 ×
10−5 m−1, qmax = 0.91 × 10−6 J m−3 s−1, the off‐axis mag-
matic heating zone varies in width through time between
15 and 100 km, half spreading rate is 20 km Myr−1, and
plume‐ridge separation distance is 200 km.
[37] For cases of type 1, changes in DTp and B only

influence heat conduction and stress in the mantle but do not
change the (fixed) magmatic heating rate in the lithosphere.
The value of tjump increases with increasing DTp (Figure 7a)
but decreases with increasing B at fixed DTp (Figure 7b).
Although larger DTp result in larger B, the principle control
on tjump when DTp is increased is weakening of the ridge
axis caused by the warmer underlying mantle. When B is
increased without changes in DTp (larger volume flux), the
decrease in tjump is promoted by an increase in lithospheric

Figure 7. (a) Increasing plume temperature DTp for a case
of type 1 (imposed, constant magma penetration rate
through the lithosphere) decreases the ridge axis strength
and results in larger values of tjump. Increases in DTp in
type 2 (melting controls magma penetration rate) cases
result in sharp decreases in tjump due to increasing melt sup-
ply from the mantle at the hot spot. (b) Increases in the
buoyancy flux B at constant DTp (changes to plume conduit
width) of both type 1 and type 2 cause a decrease in tjump.
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tension above the plume due to the enhanced shear between
the spreading plume material and the overlying plate.
[38] For cases of type 2, changes in DTp and B cause

changes not only in mantle temperature and the stress field,
but they also change the melt supply from the plume. Unlike
the cases of type 1, increases in DTp and B for type 2 both
lead to decreases in tjump (Figures 7a and 7b). Over the range
of DTp examined (300°C–350°C), there is a large decrease
in tjump (∼3 Myr) due to increasing values of magma flow
rate through the lithosphere associated with greater plume
melting. In fact, for the case shown in Figure 7, values of
DTp ≤ 250°C do not result in a ridge jump. Like type 1,
type 2 cases predict a decrease in tjump with larger values of
B, but the sensitivity to B is larger, presumably because
of the added dependence of melt generation on B.

4. Discussion

4.1. Mid‐ocean Ridge Jumps: Predicted Trends
and Observations

[39] Mid‐ocean ridge jumps associated with plume‐ridge
interaction are observed near current and former locations
of many hot spots including Iceland [Hardarson et al.,
1997; Jóhannesson, 1980], the Galapagos [Wilson and Hey,
1995], Ascension [Brozena and White, 1990], Shona
[Small, 1995], Shatsky Rise [Nakanishi et al., 1999], Louis-
ville [Géli et al., 1998; Small, 1995], and along the Ninety‐
East Ridge [Desa et al., 2006; Krishna et al., 1995; Krishna
and Rao, 2000; Small, 1995]. In Figure 5c, we compare the

trend predicted by equations (20a) and (20b) to observed
values of tjump/tage andDX and inferred values of qmax at four
hot spots: Ascension, Iceland (since ∼16 Ma), Galapagos (at
10 Ma), and Louisville. Again the inferred values of qmax

come from equation (19) and observationally constrained
values of Qcool (Figure 5b). The observed values of tjump are
constrained by magnetic and bathymetric observations at
Ascension (∼0.7 Myr [Brozena and White, 1990]), dating of
rift zone lavas at Iceland (∼8 Myr [Hardarson et al., 1997]),
models of magnetic anomalies at the Galapagos requiring 3–4
jumps between 5 and 10 Ma (∼1.6–2.5 Myr [Wilson and Hey,
1995]), and the width of magnetic anomaly 2A at Louisville
(∼≤1 Ma [Small, 1995]). The values of tage are from refer-
ences in Figure 6 or calculated as described in Table 2. In
Figure 5c, Iceland, the Galapagos, and Louisville plot very
close to the predicted trend suggesting that the value of qmax

for these hot spots may be close to the actual value. However,
the predicted value of the minimum qmax to jump for the
Ascension hot spot is much smaller than that suggested by
equation (20a), implying that the actual qmax is larger than we
have inferred. The hot spots show general agreement with the
trend predicted by equation (20b), suggesting that our models
capture the major processes involved in ridge jumps (i.e.,
lithospheric weakening) and that other processes including
postrift ridge propagation are short relative to tjump.
[40] Figure 8 shows the relationship between observed

values of Urate at the time of a ridge jump and tage for 14
documented ridge jumps. Also shown are a set of theoretical
curves based on the model results (equation (19)) of the

Figure 8. Observed half spreading rates and age of the lithosphere where jumps occurred tage are shown
(black circles) for several locations including the Ascension hot spot (Asc), the Galapagos hot spot (Gal),
Iceland (Ice), the Kerguelen hot spot (Ker), the Kolbeinsey Ridge (Kol), the Louisville hot spot (Lou), and
Shatsky Rise (Sha). Bars show the estimated observation error. When no error bars are present, errors are
either smaller than the symbol or unknown. Curves for different maximum heating rates qmax (units are in
kJ m−3 s−1) are from equations (20a) and (20b). Ridge jumps are predicted to occur below any one curve
for a given qmax. Data are from Breivik et al. [2006], Brozena and White [1990], Desa et al. [2006], Géli
et al. [1998], Hardarson et al. [1997], Krishna et al. [1995], Krishna and Rao [2000], LaFemina et al.
[2005], Mjelde et al. [2008], Nakanishi et al. [1999], Sæmundsson [1974], Small [1995], and Wilson and
Hey [1995].
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maximum tage and Urate to initiate a ridge jump (jumps are
predicted to occur below, not above, the curves) at a given
value of qmax. Observed values of Urate and tage are from the
references in Figure 8 or are estimated using published
magnetic anomalies with error bars based on anomaly width.
For the special case of the jump from the extinct Aegir Ridge
toward the Iceland hot spot into continental lithosphere to
form the Kolbeinsey ridge (Kol, Figure 8), the value of tage is
taken as the equivalent age of oceanic lithosphere with the
same depth‐integrated yield strength. This yield strength was
calculated with the thermal, lithological, and rheological
parameters ofMjelde et al. [2008] at 45Ma with an estimated
lithosphere‐asthenosphere boundary depth of 30–40 km.
Large error bars in Figure 8 reflect the uncertainty of the
assumptions used here for Kolbeinsey. The theoretical curves
predict ridge jumps to be restricted to younger plate ages for
larger values of spreading rate (for a given value of qmax). At
a given spreading rate, the theoretical minimum value of
qmax is smaller for jumps to younger seafloor. The curves
illustrate the model predictions that ridge jumps are favored
at younger seafloor and jumps to older seafloor require
large magma fluxes or slow spreading rates.
[41] Indeed, although the data likely represent a range of

poorly constrained values of qmax and specific tectonic
environments in detail, the above locations show a general
decrease in the observed tage for larger values of spreading
rate, which is consistent with the trends of the theoretical
curves. The favorability of jumps to young seafloor is also
reflected by 11 of the 14 jumps occurring in seafloor ≤3 Myr
old. Of jumps that occur to seafloor older than 3 Myr, the
most recent jump at Iceland and the jump from the extinct
Aegir ridge to the Kolbeinsey ridge (“Ice” and “Kol,”
Figure 8) both occurred in very slowly moving lithosphere
(half spreading rates ≤10 km Myr−1). The remaining large
jump along the Ninety‐East Ridge into ∼8 Myr old seafloor
[Krishna and Rao, 2000] appears to require an unusually
large magmatic heating rate compared to other cases.

4.2. Repeat Ridge Jumps

[42] At many locations including Iceland since ∼16 Ma
[Hardarson et al., 1997; Jóhannesson, 1980], Shatsky Rise
[Nakanishi et al., 1999], and along the Ninety‐East Ridge
[Desa et al., 2006; Krishna et al., 1995; Krishna and Rao,
2000], proximal ridge segments often jump repeatedly
toward the hot spot as the rest of the plate boundary migrates
away from the hot spot. Alternatively, the hot spot might
capture a ridge segment through asymmetric spreading, such
as at the Galapagos between ∼5 and ∼2.5 Ma during which
the ridge remained fixed with the hot spot without resolvable
discrete ridge jumps [Hey, 1977; Wilson and Hey, 1995].
Finally, the hot spot and ridge can separate without a jump
as has occurred at the Galapagos since ∼2.5 Ma [Wilson and
Hey, 1995]. While such observations are widely docu-
mented, the mechanisms controlling ridge jumps are not.
[43] Our models predict that it is the dynamic evolution of

magma flux through and corresponding heating of the lith-
osphere that is the primary process leading to repeat jumps.
Without magma transport calculations, the models of
Mittelstaedt et al. [2008] predicted a jump to capture the
ridge and cause it to migrate steadily with the heating zone,
without any repeat ridge jumps. With magma transport
calculations, however, repeat ridge jumps are predicted. The

key is the separation of the plume away from the ridge axis
and the development of a new off‐axis peak in magma flux
after the previously sloping solidus, shoals and flattens
above the plume. Thus, with a more‐or‐less steady rate of
melt production by the plume and a steadily migrating ridge,
our models predict an ever changing melt transport system
with punctuated changes in ridge geometry.
[44] In Figure 6, model predictions of the inferred mini-

mum qmax to jump (Figure 5b) and observationally con-
strained values of Qcool/Zlith and Urate − Umig are used to plot
a set of natural hot spot–ridge systems where repeat ridge
jumps are observed: Ascension, Iceland, and the Galapagos.
The value of Urate − Umig for each system is determined
from the references in the caption of Figure 6. A variation of
±10% of the published spreading rates is imposed (Table 2).
The estimates of Umig and Urate for Ascension are modern
values [Brozena and White, 1990], those from Iceland are
from 11 Ma [Jones, 2003] and three values of Urate are used
for the Galapagos, one at 10 Ma, a second at 4 Ma, and the
third from the present (i.e., 0 Ma) [Wilson and Hey, 1995].
The three values used for the Galapagos correspond to
observed repeat jumps (10 Ma), ridge capture (4 Ma), and
no jumps (since ∼2.5 Ma) [Wilson and Hey, 1995]. The
values of qmax/(Qcool/Zlith) predicted for Ascension, Iceland,
and the Galapagos (at 10 Ma) all fall within the range of
repeat jumps, in agreement with observations.
[45] For the Galapagos at 4 Ma when the ridge was

apparently captured, the inferred value of qmax/(Qcool/Zlith) is
smaller than predicted for this behavior. This result is con-
sistent with the actual qmax being larger than we have
inferred from equation (19) (up arrow in Figure 6a), which
again describes the minimum value required for a jump. At
present‐day Galapagos (Gal0), which we consider to be
without a ridge jump, the inferred qmax/(Qcool/Zlith) appears
to be larger than predicted for no jumps. This result implies
the actual qmax being less than that inferred (down arrow
Figure 6a). Thus, the changing behavior at the Galapagos
hot spot implies an increase in magmatic heating between
∼10 Ma and ∼5 Ma (shift from repeat jumps to ridge cap-
ture) and a decrease in magmatic heating at ∼2.5 Ma (shift
from ridge capture to no jumps). This evolution is similar to
changes in estimated magma volume flux at the Galapagos
Islands over the past ∼8 Myr (Figure 6b) [Ito et al., 1997].

4.3. Ridge Jumps and the Location of Ridges
Relative to Hot Spots

[46] A recent study by Jellinek et al. [2003] noted that hot
spots not associated with the Pacific and African super-
plumes are commonly clustered within ∼1000 km of slow
spreading, but not fast spreading ridges. They suggested that
off‐axis hot spot formation is inhibited by plume material
being drawn into the corner flow at fast spreading ridges but
not at slow spreading ridges. Another possible reason for hot
spots to be located near slow spreading ridges is the capture
of a ridge by a mantle plume through repeat ridge jumps and
asymmetric spreading. Ridge jumps are predicted to be
promoted by slow spreading rates (equation (20a) and
Figures 5c and 8). In addition, as a ridge and plume separate,
under certain model conditions, the ridge is predicted to
remain near the plume for long periods of time. Over time,
repeat ridge jumps result in asymmetric accretion as
observed near many hot spots [Müller et al., 1998, 2001]
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and could well explain the distribution of hot spots and
ridges today.

4.4. Intraplate Hot Spots: Contribution of Magmatic
Heating to Plate Thinning

[47] Magmatic heating in the model predicts appreciable
amounts of lithospheric thinning above a plume, ranging from
maximal thinning to cause a ridge jump, to broad regions of
more subdued thinning. Such thinning is likely to contribute, at
least locally, to elevating the hot spot swell. These predictions
are consistent with recent seismic observations that suggest
the lithosphere beneath the Hawaiian islands thins from ∼100–
110 km beneath the island of Hawaii (normal 90Myr old plate
thicknesses) to ∼50–60 km beneath Oahu and Kauai, ∼500 km
downstream [Li et al., 2004]. Previously suggested mechan-
isms for plume‐induced thinning of the Hawaiian lithosphere
include conductive heating of the plate by the warm plume
material, small‐scale convection, and solid‐state lithospheric
erosion [Detrick andCrough, 1978; Li et al., 2004;Moore et al.,
1998; Ribe and Christensen, 1994]. Heating of a plate by
magma as it penetrates the lithosphere provides another mech-
anism for lithospheric thinning above the Hawaiian plume
and at other intraplate hot spots.

5. Conclusions

[48] We explore the combined effects of plume‐lithosphere
interaction and magmatic heating of the lithosphere on the
initiation of ridge jumps. We use a 2‐Dmodel of viscoplastic
mantle flow with a strain‐history‐dependent yield criteria
coupled to a model of melting and melt transport, which is
used to compute heating of the lithosphere where magma
passes through it. The melt transport equations simulate the
average flow of melt in a channel of high porosity at the
solidus, just beneath the lithosphere. The ability of magma to
reach the seafloor depends on a balance between the melt
pressure at the solidus, the strength of the lithosphere, and the
accumulated magmatic damage of the lithosphere. Calcula-
tions predict a dynamic focusing of magma penetrating and
heating the lithosphere over widths (∼10–20 km) comparable
to the width of the neovolcanic zone at manymid‐ocean ridges
[e.g., Karsten et al., 1986] and the widths of hot spot islands.
This focusing of magmatism is critical for ridge jumps to
occur and is predicted to be caused by a positive feedback
between local shoaling of the solidus associated with litho-
spheric thinning, increased flow of melt toward the locally
shallow solidus, and accumulation of magmatic damage.
[49] Model results show that the time to a ridge jump

decreases for larger values of the magmatic heating rate and
spreading rate, and smaller values of plate age. The inverse
relationship with spreading rate is due to increased melt
transport velocities up a steeper solidus slope; ridgeward
melt transport is faster beneath slower spreading lithosphere
because of its larger slope, leading to a greater on‐axis but
smaller off‐axis heating rate (i.e., larger tjump). A hot, plume‐
like upwelling introduces competing effects. Although larger
plume excess temperatures inhibit ridge jumps by weakening
the ridge axis, the dominant effect is to promote jumps by
increasing melt supply off axis. Ridge jumps are also pro-
moted by increases in the volume flux of the plume due to
both increases in melt flux and larger shear stresses on the
base of the plate.

[50] Models predict five main behaviors, including repeat
ridge jumps, when ridges migrate relative to plumes due to the
dynamic interaction between melt transport, lithospheric
magma penetration, and the shape of the base of the litho-
sphere. As the influence of the plume on the ridge axis in-
creases, the models predict: no jumps, dueling rifts, single
jumps, repeat ridge jumps and total ridge capture. Plume
influence increases with increasing qmax/(Qcool/Zlith), the ratio
of the maximum magmatic heating rate to the thermal resil-
ience per thickness of lithosphere. A maximum in plume
influence is found for slightly positive values of Urate − Umig.
From this maximum, plume influence generally decreases
more rapidly as Urate − Umig becomes increasingly negative
andmore slowly asUrate−Umig becomes increasingly positive.
[51] Model predictions show favorable agreement with

observations at natural plume‐ridge systems. Observations at
Ascension, Iceland, Louisville and the Galapagos support
predicted trends in the timescale of jumps as a function of
seafloor age to where jumps occur. Our models predict varia-
tions in the Galapagos hot spot heating rate over the past
∼10 Myr, similar to independent estimates of changes in
magma volume flux at the Galapagos Islands. In addition,
observations at 14 ridge jumps support the prediction that ridge
jumps are promoted on slower, younger seafloor.Model results
also suggest that magmatic heating of the lithosphere is a
potential mechanism for lithospheric thinning above intraplate
hot spots such as Hawaii. Finally, the process of repeat ridge
jumps and ridge capture might explain the observed clustering
of hot spots near the slow spreading Mid‐Atlantic Ridge.

Appendix A
A1. Melt Transport Equations

A1.1. Equations of Two‐Phase Flow

[52] The following equations describe the conservation
of mass and momentum of a buoyant, low‐viscosity fluid
interacting with a deformable, porous, high‐viscosity (i.e.,
solid) matrix [McKenzie, 1984]

@	m�

@t
þr � 	m�umð Þ ¼ G; ðA1Þ

@	s 1� �ð Þ
@t

þr � 	s 1� �ð ÞUð Þ ¼ �G; ðA2Þ

� um � Uð Þ ¼ � k

m

r P � 	mgzð Þ½ �; ðA3Þ

rP ¼ r � � rUþrUT
	 
� �þr & � 2

3
�

� �
r � U

� �
þ 	g; ðA4Þ

where rm and rs are the melt and the solid densities
respectively, um is the melt velocity (bold symbols denote
vector quantities), U is the matrix velocity, g is the accel-
eration of gravity, k is the permeability tensor, � is the
porosity of the solid, t is time, mm is the viscosity of the melt,
P is the fluid pressure, h and & are the shear and “effective”
bulk viscosities of the solid, and 	 = rm� + rs(1 − �) is the
average density of the system. The first two equations
describe the conservation of mass of the melt and the solid,
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respectively, with the transfer of mass between the two
phases being governed by the melting rate G. Equation (A3)
is a modified version of Darcy’s law, describing momentum
conservation of the melt phase, and (A4) describes conser-
vation of momentum of the solid matrix.
A1.2. Simplified Equations for Transport in the
Mantle and a High‐Porosity Channel Beneath
the Lithosphere

[53] The location and magnitude of magma flow rate
through the lithosphere (i.e., out of the mantle) is calculated by
using a set of simplified equations of melt flow through, along,
and across the top of the melting zone (i.e., the solidus). The
simplification that pressure gradients associated with matrix
shear and compaction are negligible compared to that associ-
ated with melt buoyancy (i.e., the zero compaction length
approximation), allows the two momentum equations (A3)
and (A4) to be solved separately and is a reasonable approxi-
mation for mantle viscosities ≤∼1019 Pa s [Spiegelman, 1993].
Thus in the low‐viscosity melting zone, melt rises vertically,
and at the very top of the melting zone migrates in a high‐
porosity channel parallel to the impermeable freezing bound-
ary at the solidus, just below the lithosphere [Sparks and
Parmentier, 1994; Spiegelman, 1993].
[54] Melt flow in the sublithospheric channel is described

using a Cartesian coordinate system in which x is parallel to
and z is perpendicular to the average slope of the solidus. The
simplified forms of (A1) and (A3) in this channel are thus

@	m�

@t
þ 	m

@u

@x
þ @w

@z

� �
¼ 0 ðA5Þ

u ¼ �k0�n


m
	s � 	mð Þg sin �ð Þ þDZ

@�

@x

� �
; ðA6Þ

where � is the local average porosity in the channel, k0 is the
reference permeability, � is the local angle of the solidus rel-
ative to the horizontal (perpendicular to the pull of gravity),DZ
is the thickness of the channel, and u and w are the average
melt flow rates (or flux per cross‐sectional area) in the
direction parallel and perpendicular to the solidus x. Partial
derivatives describing small changes in the directions of x and
z with respect to an absolute, orthonormal reference frame are
neglected. In (A6), the forces driving solidus‐parallel flow are
melt buoyancy and the pressure gradient associated with lat-
eral (i.e., parallel to x) variations in �. The last term of (A6)
accounts for gradients in � causing lateral diffusion of
porosity and is based on the assumption that the solidus‐
parallel pressure gradient is the derivative of the overburden
at the solidus depth Zsolidus plus the mean melt buoyancy in
the high‐porosity layer, where pressure is

P ¼ 	sgZsolidus þ 	s � 	mð Þ� xð ÞgDZ

2
: ðA7Þ

[55] The flow rate (per area) of melt into the channel,
wmantle, is proportional to total rate of melt produced below
each point of the channel

wmantle ¼ �
ZZsolidus

Zmax

dF

dP

� �
	sgWdZ: ðA8Þ

The rate that melt rises across the solidus out of the channel
is described as Darcy flow through the overlying lithosphere

wlith ¼ �k0Fn


m
	s � 	mð Þg cos �ð Þ; ðA9Þ

where F is the depth‐averaged porosity in the lithosphere.
The gradient ∂w/∂z across the channel is approximated as
(wlith – wmantle)/d, where d is the porosity diffusion length
scale. Combining (A5)–(A9) yields a single 1‐D equation
describing the transport of porosity along the solidus,
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@x
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� �
¼ wmantle � wlith


:

ðA10Þ
[56] To isolate the fundamental parameters that govern

porosity in the channel, we define the following dimen-
sionless quantities (denoted with primes) according to

x ¼ x′; ðA11aÞ

t ¼ � t′; ðA11bÞ

� ¼ �0�′
n; ðA11cÞ

k ¼ k0�′
n; ðA11dÞ

wmantle ¼ wm0wmantle′ ; ðA11eÞ

wlith ¼ wl0wlith′ ; ðA11f Þ

u ¼ u0�′
n: ðA11gÞ

The characteristic dimensional scales are

� ¼ 2
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m
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m
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2

� �n
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where �0 is the reference porosity (see Table 1 for parameter
definitions). The dimensionless form of (A10) is then
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�′n

@�′

@x′

� �
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@x′
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Only two parameters therefore control the transport of melt
along the base of the solidus: (1) the characteristic ratio of
melt flow rate into the lithosphere relative to that from
below wl0/wm0 and (2) Pe (= u0d/�0, Peclét number), which
describes the relative strength of advective upslope flow of
melt along the base of a sloping solidus.
A1.3. Function Controlling Lithosphere Penetration
Rate of Magma, wlith

[57] To complete the description of melt transport, we
must define a function for lithosphere penetration rate wlith,
which depends on the depth‐averaged lithospheric porosity
F according to (A9). Following Hieronymus and Bercovici
[2001], we assume that an incremental change in F is con-
trolled by incremental changes in the excess melt pressure at
the base of the lithosphere sp and damage " (generally due to
chemical, physical, and thermal processes) of the lithosphere
caused by magma passing through it:

CdF ¼ d�p þ L0d"; ðA13Þ

where L0 is a constant and C is defined such that the
porosities in the lithosphere vary between 0 and the maxi-
mum allowable porosity, Fmax,

C ¼ C0

F Fmax � Fð Þ : ðA14Þ

Substituting (A14) into (A13) and integrating yields an
equation for lithospheric porosity,

F ¼ Fmax

2
1þ tanh

A0� cos �ð Þ � �c þ L0H

2C0=Fmax

� �� �
: ðA15Þ

Thus, F is controlled by the balance between the melt
driving pressure from the high‐porosity channel sp =
A0�cos(�), the intrinsic (constant) strength of the lithosphere
sc, and the damage associated with erosion of the litho-
sphere as magma passes through it L0H, where H is a
fraction of the time‐integrated melt flux (see below). Lith-
osphere porosity F increases in response to a combination of
increasing melt pressures and time‐integrated magmatic
damage (∼H).
[58] The value of H evolves according to the following

dimensional advection equation:

@H

@t
¼ wlith � @ HUrateð Þ

@X
� S

H þ H0ð Þ2 ; ðA16Þ

where Urate is the speed of the overlying lithosphere and X is
horizontal distance in the absolute reference frame (i.e., not
along the solidus). The second term on the right‐hand side
describes advection due to plate motion and the last term
describes healing of damage. Without the last two terms, H
would equal

R
wlithdt, the total thickness of magma that pen-

etrated a given section of lithosphere. The healing rate (last
term) is assumed to be proportional to the conductive cooling
rate; the pertinent width scale DX for temperature variations
in the zone ofmagma penetration is proportional to howmuch
magma has passed through it H. Consequently,

healing rate / � @T

@t
/ @2T

@X 2
/ DX�2 / H�2 ðA17aÞ

and therefore

healing rate � S

H þ H0ð Þ2 ; ðA17bÞ

where S and H0 are constants. Equation (A17) yields greater
healing rates for smaller integrated magma fluxes and a
maximum healing rate of S/H0

2,which is effectively the min-
imum magma penetration rate needed to create new damage
(i.e., wlith − S/H0

2 > 0 in (A16)) and thus increase porosity
(equation (A15)).
[59] The porosity equation (A15) is expressed terms of

dimensionless parameters using H0 and the (sublithospheric)
pressure scale A080:

F ¼ Fmax

2
1þ tanh

�′ cos �� �c′þ L0′H ′

D′
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; ðA18Þ

where s′c = sc/(A0�0), L′0 = H0L0/(A0�0), H′ = H/H0, and
D′ = 2C0/(FmaxA0�0). The corresponding dimensionless
form of the equation for lithospheric melt penetration
rate (A9) is

wlith′ ¼ wlith

wl0
¼ cos � 1þ tanh

�′ cos �

D′
� �c′

D′
þ L0′H ′

D′

� �� �n
: ðA19Þ

Equation (A19) states that the melt penetration rate is con-
trolled by the balance between the scaled porosity �′ in the
sublithospheric channel, the scaled strength of the litho-
sphere s′c, and the effect of magmatic damage L′0H′. Pene-
tration rate w′lith varies from 0 to its maximum value of
4cos(�) (for n = 2).
[60] In summary, the three equations governing melt

transport are (A12), (A16) and (A19). Transport in the
sublithospheric channel (A12) is controlled by two input
parameters: wl0/wm0 and Pe; the other two equations
describing lithosphere penetration by magma require four
input parameters: S, D′, s′c, and L′0. Numerically, the diffu-
sion term in (A12) is treated with centered differencing
and the advective terms by upwind differencing. In (A12)
and (A16), time is advanced using a first‐order, explicit,
Euler scheme with a time step ≤50% of the Courant limit.

A2. Benchmarks With Analytical Solutions

[61] To verify the numerical solutions, we compare them
to some simple, steady state (∂�′/∂t′ = 0.0) analytical solu-
tions which neglect either the terms associated with gra-
dients in porosity (i.e., Pe = large) or the terms accounting
for the slope of the solidus (i.e., Pe = 0.0). All cases are
shown in Figure A1 with RMS values of the difference
between the numerical and analytical solution divided by
the maximum porosity of the analytical solutions.
A2.1. Flat Lithosphere, Uniform Melt Flux From
Below (Pe = 0.0, w′lith = 0.0, q = 0.0)

[62] The first case is that of a horizontal solidus that is
everywhere impermeable to melt with a uniform melt flux
from below. The Peclét number is set to 0 so flow is con-
trolled only by gradients in porosity (A12). Scaled porosity
�′ is maintained at zero on both the left and right hand sides
of the domain (width L′ = 100). The analytical solution of
(A12) is

�′ ¼ nþ 1ð Þ �wmantle′ X ′2

2
þ wmantle′ L′

2
X ′

� �� �1= nþ1ð Þ
; ðA20Þ
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where the uniform melt flux from below w′mantle (= 1.0 ×
10−2) is balanced by the melt flux out the sides of the
domain at x′ = 0 and x′ = 100. Comparing this solution to the
numerical method for n = 1, 2, and 3 results in a very close
matches with RMS error ≤0.016.
A2.2. Flat Lithosphere With Fixed Melt Sources
(Pe = 0.0, ∂f′/∂X′ = 0.0125 at x′ = 0, q = 0.0)

[63] The second analytical solution is similar to that in
section A2.1, but instead of restricting �′ to 0 on the left‐
hand boundary, a porosity flux of Q′ ( = ∂�′/∂X′ = 0.0125) is
imposed. The analytical solution for n = 1 is

�′ ¼
"
� wmantle′ X ′2 þ �Q′2L′� Q′L′

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q′2 þ wmantle′

q� �
X ′

þ
�Q′2L′� Q′L′

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q′2 þ wmantle′

p �2
2Q′2

#1=2
: ðA21Þ

This case is somewhat similar to a ridge with melt reaching
the seafloor at the axis. The comparison of the two solutions
shows an RMS error of 0.0015.
A2.3. Sloped Lithosphere Without Diffusion
(Pe = 100, w′lith = 0.0, q = 10°)

[64] When Pe is large, the diffusion term in A12 can be
neglected and the analytical solution for buoyant melt
traveling up a sloping lithosphere is straightforward. Solving
the resulting first‐order differential equation with the
boundary condition of �′ = 0.0 on the right‐hand side of the
domain yields

�′ ¼ �nwmantle′

Pe sin �ð Þ X ′� L′ð Þ
� �1=n

: ðA22Þ

Comparison with a numerical solution where melt is allowed
to flow out of the left boundary and porosity is 0 on the right
edge for n = 1, 2, and 3 and w′mantle/Pe = 1 × 10−4 results in
RMS errors < 0.0050.
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