
GROUP SCHEMES OF PERIOD 2

VICTOR ABRASHKIN

Abstract. We give an explicit construction of the antiequivalence
of the category of finite flat commutative group schemes of period
2 defined over a valuation ring of a 2-adic field with algebraically
closed residue field. This result extends the earlier author’s ap-
proach to group schemes of period p > 2 from Proceedings LMS,
101, 2010, 207-259.

Introduction

0.1. Basic notation. Everywhere in the paper k is algebraically closed
field of characteristic 2, K00 is the fraction field of the ring of Witt vec-
tors W (k) and [K0 : K00] = e ∈ N. Let O0 = OK0 be the valuation ring
of K0, π — a fixed uniformiser in K0, K = K0(π), where π2 = π0, and
O = OK . We set S = k[[t]] where t is a variable. Let σ : S −→ S be
such that σ(s) = s2, s ∈ S. Denote by κSO : S/t2e −→ O/2O the rings
isomorphism such that κSO|k = id and κSO : tmod t2e 7→ πmod 2.

For a natural number u, i denotes always a vector of length u with
coordinates from the set {0, 1} and r(i) denotes the sum of these coor-
dinates.

0.2. Categories of group schemes. Let R be a local ring of char-
acteristic 0 with residue field k. Denote by GrR the category of finite
flat commutative group schemes G over R such that 2idG = 0.

Recall that G = SpecA(G), where A(G) is a flat R-algebra of finite
rank |G| and the structure of group scheme on G is given via the R-
algebra morphisms eG : A(G) −→ O (counit) and ∆G : A(G) −→
A(G)⊗R A(G) (coaddition) satisfying standard axioms.

Denote by GretR and GrmultR the full subcategories in GrR of etale
and, resp., multiplicative group schemes. Then any G ∈ GrR has the
maximal etale quotient jet : G −→ Get and the maximal multiplicative
subobject imult : Gmult −→ G.

Because k is algebraically closed any etale object in GrR is a product
of finitely many copies of the constant etale group scheme of order
2, (Z/2)O = Spec Map(Z/2, R). Similarly, any multiplicative group
scheme in GrR is a product of finitely many copies of the constant
multiplicative group scheme of order 2, µ2 = SpecR[Z/2].
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Introduce the category Gr∗R as follows. Its objects are the objects
from GrR and for any G1, G2 ∈ GrR,

HomGr∗R
(G1, G2) = HomGrR

(G1, G2)/R(G1, G2)

where R(G1, G2) consists of the morphisms

G1
jet

−→ Get
1

f−→ Gmult
2

imult

−→ G2

whith arbitrary f ∈ HomGrR
(Get

1 , G
mult
2 ). Note that HomGrR

((Z/2)R, µ2,R)
has only one non-trivial element given by the embedding of R-algebras

R[Z/2] = R0̄ +R1̄ −→ Map(Z/2, R) = R⊕R

such that 0̄ 7→ (1, 1) and 1̄ 7→ (1,−1).

0.3. Categories of filtered modules. Let MFS be the category of
the triples (M0,M1, ϕ1) such that M1 ⊂ M0 are S-modules and ϕ1 :
M1 −→ M0 is a σ-linear morphism of S-modules. The morphisms in
MFS are compatible morphisms of S-modules commuting with ϕ1.

Denote by MFeS the full subcategory inMFS consisting of the triples
(M0,M1, ϕ1) such that
• M0 is a free S-module of finite rank;
• M1 ⊃ teM0;
• ϕ1(M1)S = M0.

The full subcategory of etale filtered modules MFe,etS in MFeS consists
of (M0,M1, ϕ1) such that M1 = teM0. One can see easily that any
M = (M0,M1, ϕ1) ∈ MFeS has a unique maximal etale subobject
iet : Met = (M0,et, teM0,et, ϕ1) −→ M. Suppose ϕ0 : M0 −→ M0 is
such that ϕ0(m) := ϕ1(tem) for any m ∈M0. Then M̄0,et := M0,et⊗S k
is the maximal k-submodule of M̄0 := M0 ⊗S k such that ϕ0 induces
an invertible σ-linear automorphism on M̄0,et. Notice that iet can be
included into the following short exact sequence

0 −→Met iet

−→M −→Mloc −→ 0

whereMloc = (M0,loc,M1,loc, ϕ1) ∈ MFeS and M̄0,loc := M0,loc⊗S k can
be naturally indentified with the maximal k-submodule in M̄0 such that
ϕ0 induces its nilpotent endomorphism. Any etale filtered module is a
direct sum of finitely many copies of Set := (Sm, Stem,ϕ1) ∈ MFe,etS ,
where ϕ1(tem) = m.

The full subcategory of multiplicative filtered modules MFe,multS in
MFeS consists of (M0,M1, ϕ1) such that M1 = M0. Any M ∈ MFeS
has a unique maximal multiplicative quotient jmult : M −→ Mmult.
Introduce the morphism ψ0 : M̄0 −→ M̄0 as follows: if m ∈ M1 and
ϕ1(m) = n ∈ M0 then ψ0(n ⊗ 1) = m ⊗ 1. One can verify that
ψ0 is a well-defined σ−1-linear morphism of k-modules and M̄0,mult :=
M0,mult ⊗S k can be identified with the maximal k-submodule in M̄0
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such that ψ0|M̄0,mult is invertible. Note that jmult can be included into
the following short exact sequence in the category MFeS,

0 −→Mu −→M jmult

−→ Mmult −→ 0

where Mu = (M0,u,M1,u, ϕ1) ∈ MFeS and M̄0,u := M0,u ⊗S k is
the maximal k-submodule such that ψ0|M̄0,u is nilpotent. Any mul-
tiplicative filtered module is a direct sum of finitely many copies of
Smult := (Sn, Sn, ϕ1) ∈ MFe,multS , where ϕ1(n) = n.

Introduce the category MFe∗S as follows. Its objects are the objects
of MFeS and for any M1,M2 ∈ MFeS,

HomMFe∗
S

(M1,M2) = HomMFe
S
(M1,M2)/R(M1,M2)

where R(M1,M2) consists of the morphisms of MFeS of the form

M1
jmult

−→ Mmult
1

f−→Met
2

iet

−→M2

with arbitrary f ∈ HomMFe
S
(Mmult

1 ,Met
2 ).

Note that HomMFe
S
(Smult,Set) has only one non-trivial morphism

and it is given by the correspondence n 7→ t2em.

0.4. Main result. In this paper we prove the following theorem.

Theorem 0.1. There is an antiequivalence of categories

FO∗O0
: Gr∗O0

−→ MFe∗S

For p > 2, there is an antiequivalence of categories FOO0
: GrO0 −→

MFeS. This was proved by C.Breuil [5] and M.Kisin [7, 8] in a more gen-
eral context of all p-group schemes. The proofs are obtained from the
study of p-divisible groups and essentially use the crystalline Dieudonne
theory which is built on a geometrical approach due to the Raynaud
theorem about the existence of embedding of any p-divisible group
into an abelian scheme. This approach has been generalized recently
by W.Kim [6], E.Lau [9] and T.Liu [10] to the case p = 2. (Lau’s result
uses Zink’s theory of displays and windows.)

On the other hand, an explicit and direct construction of the antiequiv-
alence FOO0

in the case p > 2 was given by the author [4]. The above
theorem extends that construction to the case p = 2. We should no-
tice that this extension is very far from to be straightforward for the
following reasons.

First, when relating group schemes over O0 ⊂ O and filtered S-
modules we use the identification of rings S/t2e and O/2. But when
working modulo 2 we can’t control quite efficiently all morphisms in
the category GrO, e.g. both the elements of HomGrO

((Z/2)O, µ2,O) co-
incide modulo 2O. This explains why we are forced to use the quotient
categories Gr∗O, Gr∗O0

and MFe∗S . On the other hand, the above example
represents essentially the only aspect we are losing in our approach and
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Theorem 0.1 gives essentially complete information about the objects
and morphisms of the category GrO0 .

Second, when working with odd prime numbers p > 2 the ideal pO
is provided with nilpotent DP -structure and is considerably smaller
than the maximal DP -ideal in O if e > 1. If p = 2 we have no such
“safety margin” because 2O is already the maximal DP -ideal in O.
The adjustment of methods of [4] to the case p = 2 required a profound
revision of all constructions used in there, especially the proof of the
surjectivity of the functor GOO0

. In particular, so-called Main Lemma
was restated in a more precise form and provided with an essential
elaboration. As a result, all main features of our approach from [4]
were preserved in the case p = 2.

Finally, notice that all applications developed in [4]: a criterion for
the Galois module to come from the Galois module of geometric points
of G ∈ GrO0 , the relation between group schemes from GrO0 and Falt-
ings’s strict modules in characteristic 2 and an explicit description of
the duality in GrO0 can be done along the lines of the approach from
[4] in the case p = 2 as well.

0.5. Brief description of used methods. Let AugO be the category
of augmented O-algebras. Introduce the equivalence relation R such
that for f1, f2 ∈ HomAugO

(B1,B2), f1 ∼
R
f2 iff f1 and f2 coincide modulo

some DP-ideal in B2 (cf. Subsection 1.3 for the definition of this ideal).
Denote by Aug∗O the category whose objects are the objects of AugO
but the morphisms are the R-equivalence classes of morphisms in AugO.
In our approach the category AugO (resp, Aug∗O) relates the categories
MFeS and GrO (resp., MFe∗S and Gr∗O).

As first step we associate with M = (M0,M1, ϕ1) ∈ MFeS a set of
augmentedO-algebras AugO(M) each of whose members is constructed
after choosing an appropriate special basis for M0 and a couple of
other choices. One also defines for any A ∈ AugO, a canonical object
ι(A) ∈ MFS and if A ∈ AugO(M) then we have a natural map ιM :
M −→ ι(A) in MFS. Then one observes that the correspondences
A 7→ AugO(M) and B 7→ ι(B) are left-adjoint. This results in the
following property: if N ∈ MFeS and B ∈ AugO(N ) then we have
natural identifications

HomMFe∗
S

(M,N ) = HomMFS
(ιM(M), ιN (N )) ⊂ HomAug∗O

(A,B).

This allows us to show that A, as an object of Aug∗O, is functorial in
M (viewed as an object of MFe∗), and that the assignment M 7→ A
is functorial. It also allows us to define a family LA of Hopf algebra
structures on A whose spectrums are group schemes over O that are
isomorphic in Gr∗O. (Use the diagonal embedding of M into N =
M⊕M.) In this way we obtain a faithful functor GO : MFe∗S −→ Gr∗O.
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This functor is actually full. To see this, we describe ιM(M) in
terms of the Hopf algebra structure on A, and so we find that it is
an object intrinsically attached to GO(M). So we obtain the following
commutative diagram:

HomAug∗O
(A,B) '

Prop. 1.8
// HomMFS

(ιM(M), ι(B))

HomGr∗O
(GO(N ),GO(M))

?�

OO

'
Prop. 1.14

// HomMFS
(ιM(M), ιN (N ))

?�

OO

HomMFe∗
S

(M,N )

iiSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS

'

OO

These ideas have been applied earlier by the author in [2, 3] to describe
the category Gr∗O, where O is the valuation ring of a field extension of
Qp with small ramification.

Next, one shows that GO factors through a functor GOO0
: MFe∗S −→

Gr∗O0
. This amounts to showing that every group scheme GO(M) de-

scends to one over O0. To accomplish this one uses tame descent and
induction on rank of M. This goes more or less along the lines of [4].

All that remains to do is to show that GOO0
is essentially surjective.

One again uses tame descent and induction, this time on |G0| = ps.
This is most difficult part of the paper, where we need essential elabora-
tion of Main Lemma from [4] and where a special role of prime number
p = 2 can be explained in the following way. When applying induction
on s we present G = G0⊗O0 O as an extension of a group scheme H of
order ps−1 via a group scheme of order p. Then on the level of algebras
A(G) and A(H) of the group schemes G and H, the Kummer theory
provides us with a class of generators θ such that A(G) = A(H)[θ].
Main Lemma allows us to make a very special choice of θ and then via
the Lubin-Tate logarithm lLT (X) = X +X2/p+Xp2/p2 + . . . , we can
relate G with a group scheme of the form GO(M), M ∈ MFeS. This
special choice becomes much more delicate in the case p = 2 because
when p > 2 it was enough to use only the first two terms of the above
expansion of lLT but in the case p = 2 we need to take into account
one term more.
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1. Construction of the functor GO : MFeS −→ GrO

We use all notation and assumptions from Introduction, in particu-
lar, the definition of the category MFeS and the corresponding proper-
ties of its objects. Remind also that we fixed an identification κSO :
S/t2eS ' O/2O such that κSO|k = id and κSO(tmod t2e) = πmod 2.

1.1. ϕ1-lifts. SupposeM = (M0,M1, ϕ1) ∈ MFeS,N = (N0, N1, ϕ1) ∈
MFS and θ ∈ HomMFS

(M,N ).

Definition. a) θ is a ϕ1-lift if θ(M0) = N0, θ(M1) = N1 and Ker θ =
Kerθ|M1 := T ; b) ϕ1-lift θ is nilpotent if ϕ1|T is topologically nilpotent,
i.e.

⋂
n ϕ

n
1 (T ) = 0; c) ϕ1-lift θ is special if there is a submodule T ′ of

T such that T = T ′ + (T ∩ t2eM0,et) and ϕ1 induces a topologically
nilpotent endomorphism of T ′.

Proposition 1.1. Suppose for i = 1, 2, θi ∈ HomMFS
(Mi,Ni) are

ϕ1-lifts and h ∈ HomMFS
(N1,N2). Then the set L(h) of all f ∈

HomMFe
S
(M1,M2) such that θ2◦f = h◦θ1 is not empty. If in addition:

a) θ2 is nilpotent then L(h) consists only of one element;

b) θ2 is special then all elements of L(h) belong to R(M1,M2), i.e.
coincide in MFe∗S .

Proof. We start with the following Lemma.

Lemma 1.2. Suppose L is a finitely generated S-module and ϕ is a
σ-linear operator on L. Then the operator idL − ϕ is epimorphic. If,
in addition, ϕ is topologically nilpotent then idL −A is bijective.

Proof of Lemma. Part b) is obvious. In order to prove a) notice first
that we can replace L by L/tL and, therefore, assume that L is a finite
dimensional vector space over k. Then there is a decomposition L =
L1⊕L2, where ϕ is invertible on L1 and nilpotent on L2. It remains to
note that L1 = L0⊗Fpk, where L0 is a finite dimensional Fp-vector space
such that ϕ|L0 = id. The existence of L0 is a standard fact of σ-linear
algebra: if s = dimk L1 and A ∈ Ms(k) is a matrix of ϕ|L1 in some k-
basis of L1 then L0 = {(x1, . . . , xs) ∈ ks | (xp1, . . . , xps)A = (x1, . . . , xs)};
the Fp-linear space L0 has dimension s because the corresponding equa-
tions determine an etale algebra of rank ps over algebraically closed field
k. The Lemma is proved. �

Now suppose for i = 1, 2,Mi = (M0
i ,M

1
i , ϕ1) andNi = (N0

i , N
1
i , ϕ1).

Let a vector m̄1 ∈ (M0
1 )s and a matrix C ∈ Ms(S) be such that the

coordinates of m̄1 and m̄1C form an S-basis of M0
1 and, resp., M1

1 , and
ϕ1(m̄1C) = m̄1.

If n̄2 = (h ◦ θ1)m̄1 then ϕ1(n̄2C) = n̄2. Choose a vector m̄2 ∈ (M0
1 )s

such that θ2(m̄2) = n̄2. Then m̄2 − ϕ1(m̄2C) = t̄2 ∈ T s2 , where T2 =
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Ker θ2. The elements of L(h) correspond to vectors t̄ ∈ T s2 such that
m̄2 + t̄ = ϕ1((m̄2 + t̄)C) or equivalently t̄− ϕ1(t̄C) = −t̄2.

By above Lemma such t̄ always exists and, therefore, L(h) 6= ∅. If
θ2 is nilpotent then such t̄ is unique and part a) is proved.

Now suppose θ2 is special. Then T2 = T ′2 +(T2∩t2eM0,et
2 ) and ϕ1|T ′2 is

topologically nilpotent. Clearly, we can assume that T2 ∩ t2e+1M0,et
2 ⊂

T ′2.
Note that N2 = (M0

2/T2,M
1
2/T2, ϕ1) and θ2 appears as the compo-

sition of two natural projections in MFS

M2
α−→ N ′2 := (M0

2/T
′
2,M

1
2/T

′
2, ϕ1)

β−→ N2.

Here α is a nilpotent ϕ1-lift and, therefore, f ∈ L(h) is uniquely deter-
mined by α ◦ f ∈ HomMFS

(M1,N ′2).
Suppose for i = 1, 2, fi ∈ L(h) and f ′i = α ◦ fi. Then f ′1 −

f ′2 ∈ Ker β∗ ⊂ HomMFS
(M1, Ñ2), where Ñ2 = (Ñ2, Ñ2, ϕ1), Ñ2 =

t2eM0,et
2 /t2e+1 and ϕ1 is σ-linear automorphism of Ñ2.

Let M̃2 := (t2eM0,et
2 , t2eM0,et

2 , ϕ1). Clearly it is a subobject of Met
2

in MFeS. Then the natural projection M̃2 −→ Ñ2 is a nilpotent ϕ1-

lift and, therefore, f1 − f2 factors through the embedding M̃2 ⊂Met
2 .

Finally, M̃2 is a multiplicative object in MFeS and this implies that
f1 − f2 factors through the natural projection M1 −→Mmult

1 .
The proposition is proved. �

Corollary 1.3. a) If θ is nilpotent then M is defined uniquely by N
up to a unique isomorphism in the category MFeS;

b) If θ is special then M is defined uniquely by N up to a unique
isomorphism in the category MFe∗S .

1.2. Extension of scalars. Let S ′ = S[t′], where t′2 = t. If M =
(M0,M1, ϕ1) ∈ MFeS thenM⊗S S ′ := (M0⊗S S ′,M1⊗S S ′, ϕ1⊗ σ) ∈
MF2e

S′ . (Here σ(s) = s2 for any s ∈ S ′.)
If M′ = (M ′0,M ′1, ϕ′1) ∈ MF2e

S′ then ϕ′1(M ′1) = {ϕ′1(m) | m ∈ M ′0}
has a natural structure of S-module and coincides with M0 if M′ =
M⊗SS ′. This fact implies easily the following criterion of the existence
of a descent of M′ to S.

Proposition 1.4. If M′ = (M ′0,M ′1, ϕ′1) ∈ MF2e
S′ then the following

two properties are equivalent:

a) M = (M0,M1, ϕ1) ∈ MFeS is such that M′ =M⊗S S ′;

b) if M0 = ϕ′1(M ′1), M1 = M ′1 ∩ M0 and ϕ1 = ϕ′1|M1 then
M = (M0,M1, ϕ1) ∈ MFeS.
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1.3. The category of augmented O-algebras AugO. Let AugO be
the category of augmented O-algebras B = (B, IB) such that B is a flat
O-algebra of finite rank and IB is an ideal of B such that O ' B/IB
via the natural map o 7→ o · 1B, o ∈ O.

We shall denote by Bet the subobject (Bet, IBet) ∈ AugO such that
Bet is the maximal etale subalgebra of B and IBet = Bet ∩ IB.

With above notation let I locB be the ideal of topologically nilpotent
elements of IB. Clearly, I locB ∩ IBet = πIBet . Denote by IB(2) the ideal
of all b ∈ IB such that b2 ∈ 2IB and by IB(2)loc — the ideal of all
b ∈ IB such that b2 ∈ 2I locB . Clearly, IB(2) = IB(2)loc + πeIBet .

Let JB = IB(2)2 + πeIB(2). Then JB = J̃B + 2IBet , where J̃B =
IB(2)locIB(2)+πeIB(2)loc. Notice that JB is provided with the standard

DP -structure by the map b 7→ −b2/2, b ∈ JB, and J̃B is the maximal
ideal in JB where this DP -structure is topologically nilpotent.

We shall denote by Aug∗O the following category. Its objects are the
objects of the category AugO and for any B1,B2 ∈ AugO,

HomAug∗O
(B1,B2) = HomAugO

(B1,B2)/R,

where R is the following equivalence relation:

if f1, f2 ∈ HomAugO
(B1,B2) then f1 ∼

R
f2 iff f1 ≡ f2 mod JB2.

1.4. Families of augmented O-algebras AugO(M), M ∈ MFeS.
SupposeM = (M0,M1, ϕ1) ∈ MFeS and the vector m̄1 = (m1

1, . . . ,m
1
u)

is such that its coordinates form an S-basis of M1. One can verify that
m̄1 can be chosen in such way that the following two conditions C1
and C2 are satisfied:

C1: the non-zero images of all m1
i , 1 ≤ i ≤ u, in M0/tM0 are

linearly independent over k;

C2: m̄1 = (m̄1,loc, tem̄et) where
a) the coordinates of m̄et form an S-basis of M0,et and ϕ1(tem̄et) = m̄et;
b) if m̄loc = ϕ1(m̄1,loc) then the coordinates of m̄loc mod t form a basis
of M̄0,loc = M0,loc ⊗S k over k.

Let m̄0 = (m̄loc, m̄et). Then the coordinates of m̄0 form an S-basis of
M0. Denote by U the (n × n)-matrix with coefficients in S such that
m̄1 = m̄0U . By condition C1, for appropriate S-matrices U1 and U2,
we have m̄1,loc = m̄locU1 + m̄et(tU2).

The above chosen data: the vectors m̄0, m̄1 and the matrix U ∈
Mu(S) — completely describe the structure ofM∈ MFeS. Choose C ∈
Mu(O) such that C mod 2 = U mod t2e with respect to the identification
κSO. Define the O-algebra A = O[X̄]/IA, where X̄ = (X1, . . . , Xu),
IA = IA,K ∩ O[X̄] and IA,K is the ideal in K[X̄] generated by the
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coordinates of the vector (−1/2)(X̄C)(2) − X̄. (For any matrix α =
(αij) we set α(2) := (α2

ij).)

Proposition 1.5. With above notation A is a flat algebra of rank 2n

over O.

Proof. Indeed, it can be deduced from condition C1 (similarly to Lemma
2.2.2 from [4]) that C(2) divides the scalar matrix 2Iu in Mu(O). (Note
that C divides πeIu.) This implies that the ideal IA is generated by

the coordinates of the vector X̄(2)− 2(X̄ + V̄ )C(2)−1
, where V̄ consists

of O-linear combinations of XiXj, 1 6 i < j 6 u. Therefore, there is
an isomorphism of O-modules

(1.1) A ' ⊕06i1,...,iu≤1OX
i1
1 . . . X iu

u

and A is flat over O. �

For the above introduced algebra A, denote by IA the ideal in A
generated by the images of X1, . . . , Xu. Then (A, IA) ∈ AugO.

Definition. Denote by AugO(M) the family of all augmented algebras
(A, IA) ∈ AugO obtained via the above procedure for all choices of m̄1

(which satisfy the conditions C1 and C2) and the corresponding matrix
C ∈Mu(O).

1.5. The ϕ1-lift ιM. Define the functor ι : AugO −→MFS via

(B, IB) 7→ (IB/JB, IB(2)/JB, ϕ1)

where (B, IB) ∈ AugO, JB was introduced in Subsection 1.3 and ϕ1 is
induced by the correspondences b 7→ −b2/2, b ∈ IB.

For any M ∈ MFeS and (A, IA) ∈ AugO(M), there is a canonical
morphism ιM : M −→ ι(A(M)) in MFS such that m̄0 7→ X̄ mod JA
and m̄1 7→ X̄C mod JA. Clearly, the image ιM(M) is a subobject of
ι(A(M)) in the category MFS.

Proposition 1.6. The map ιM :M−→ ιM(M) is a special ϕ1-lift.

Proof. Consider M̃ = M⊗S S/t2e ∈ MFS. Clearly, the natural pro-

jectionM−→ M̃ is a special ϕ1-lift and ιM is the composition of this

projection and a unique ι̃M ∈ HomMFS
(M̃, ιM(M)).

Let M̃ = (M̃0, M̃1, ϕ1). Then

M̃0 =
{∑

oiX̃i | o1, . . . , on ∈ O, X̃i = Xi mod 2IA

}
M̃1 =

{∑
oiỸi | o1, . . . , on ∈ O, (Ỹ1, . . . , Ỹn) = (X̃1, . . . , X̃n)C

}
where the S-module structure is induced by the given O-module struc-

ture via the identification κSO and ϕ1 : M̃1 −→ M̃0 is given via the

correspondence
∑
oiỸi 7→

∑
o2
i X̃i.
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Suppose ι̃M = (ι̃0M, ι̃
1
M). Then

T̃ 0 := Ker ι̃0M =
{∑

oiX̃i |
∑

oiXi ∈ JA
}

T̃ 1 := Ker ι̃1M =
{∑

oiỸi |
∑

oiYi ∈ JA
}

The proposition will be proved if we show T̃ 0 = T̃ 1, ϕ1(T̃ 0) ⊂ T̃ 0

and ϕ1|eT 0 is nilpotent.

Suppose ṽ =
∑
oiX̃i ∈ T̃ 0. Then

∑
oiXi ∈ JA ⊂ IA(2) and∑

i o
2
iX

2
i ∈ 2IA. Let (G′1, . . . , G

′
u) = 2(X̄ + V̄ )(C(2))−1, cf. the proof

of Proposition 1.5. Then
∑

i o
2
iG
′
i ∈ 2IA and due to the isomorphism

(1.1) we can follow the linear terms to obtain that

(1.2) 2(o2
1, . . . , o

2
u)(C

(2))−1 := 2(α1, . . . , αn) ∈ 2Ou

Clearly, there are α′1, . . . , α
′
u ∈ O such that all α′2i ≡ αi mod 2O and

(1.2) implies that

(o1, . . . , ou) ≡ (α′1, . . . , α
′
u)C mod πe.

Therefore,
∑

i oiX̃i is congruent modulo πeM̃0 to an O-linear combi-

nation of the coordinates of the vector (Ỹ1, . . . , Ỹu) = (X̃1, . . . , X̃u)C.

In other words, ṽ ∈ M̃1, i.e. T̃ 0 = T̃ 1.

If ṽ =
∑
o′iỸi, then

ϕ1(ṽ) =
∑

o′2i X̃i = −ṽ2/2 +
∑
i,j

o′io
′
jỸiỸj ∈ JA mod 2IA

implies ϕ1(T̃ 0) ⊂ T̃ 0. (Use that JA is a DP -ideal and IA(2)2 ⊂ JA.)
Finally, let ṽ0 = ṽ and for n > 0, ṽn+1 = ϕ1(ṽn). We must prove

that for n� 0, ṽn = 0.
Let A′ = O[Y1, . . . , Yn]. Then A′ is an O-subalgebra in A given by

the equations

(Y 2
1 , . . . , Y

2
n ) + (Y1, . . . , Yn)(2C−1) = 0.

Therefore, any element a ∈ A′ can be uniquely presented in the form

a =
∑

16i1<···<is6u

oi1...is(a)Yi1 . . . Yis ,

where all oi1...is(a) ∈ O. Set L(a) = o1(a)Y1 +· · ·+ou(a)Yu. Notice that
if IA′ is the augmentation ideal of A′ generated by Y1, . . . , Yu and a ∈ I2

A′

then all oi(a) ≡ 0 modπe (use that 2C−1 ≡ 0 modπe). This means that
if a1, a2 ∈ IA′ and a1 ≡ a2 mod I2

A′ then L(a1) ≡ L(a2) modπeIA′ .
With above notation let v0 =

∑
oiXi and for all n > 0, vn+1 =

−v2
n/2. Clearly, all vn ∈ JA and there is an N0 > 0 such that vN0 ∈ 2IA.
For n > 0, set v∗n = L(vn) and denote by ρ : A′ −→ A/2 the

composition of the natural inclusion A′ into A and the reduction map
A −→ A/2.

Lemma 1.7. ρ(v∗n) ≡ ṽn mod(πeM̃1).
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Proof of Lemma. Use induction on n > 0.
Clearly, v0 = v∗0 and ρ(v0) = ṽ0.

Suppose ρ(v∗n) ≡ ṽn mod(πeM̃1).

If v∗n =
∑
o

(n)
i Yi, where all o

(n)
i ∈ O, then vn =

∑
o

(n)
i Yi + α with

α ∈ I2
A′ . Therefore,

vn+1 ≡ −v2
n/2 ≡

∑
o

(n)2
i Xi mod I2

A′

v∗n+1 ≡
∑

o
(n)2
i Xi mod πeIA′

and ρ(v∗n+1) ≡ ϕ1(ρ(v∗n)) ≡ ϕ1(ṽn) mod(πeM̃1). The lemma is proved.
�

Finally, the above lemma implies that ṽN0 ∈ πeM̃1 and, therefore,

ṽN0+1 = ϕ1(ṽN0) ∈ π2eM̃0 = 0. The proposition is proved.
�

1.6. The maps Θ∗ and Ψ∗. Suppose B = (B, IB) ∈ AugO and Bet =
(Bet, IBet) is the maximal etale subalgebra in B. Then JBet = 2IBet

and ι(Bet) = (IBet/2IBet , πeIBet/2IBet , ϕ1) ∈ MFS admits a (unique)
special ϕ1-lift E(Bet) ∈ MFe,etS .

Introduce m(Bet) = (2IBet/2πIBet , 2IBet/2πIBet , ϕ1) ∈ MFS, where
ϕ1 is induced (as usually) by the map a 7→ −a2/2, a ∈ 2IBet . Clearly,

m(Bet) admits a (unique) nilpotent ϕ1-lift M(Bet) ∈ MFe,multS and the
identity morphism on IBet induces the natural morphism

ω(Bet) : M(Bet) −→ E(Bet)
in the category MFeS.

Suppose M = (M0,M1, ϕ1) ∈ MFeS and A = (A, IA) ∈ AugO(M).
Introduce the map

Θ : HomAugO
(A,B) −→ HomMFS

(M, ι(B))

by attaching to F ∈ HomAugO
(A,B) the morphism of filtered modules

Θ(F ) = ι(F ) ◦ ιM.

Proposition 1.8. With the above notation:
a) Θ is surjective;
b) if either Bet = Set or Mmult = 0 then θ is bijective;
c) there is a natural strict action of the group HomMFe

S
(Mmult, E(Bet))

on HomAugO
(A,B) and the corresponding equivalence relation R co-

incides with the equivalence relation from the definition of Aug∗O in
Subsection 1.3;
d) Θ induces the bijection

Θ∗ : HomAug∗O
(A,B) −→ HomMFS

(ιM(M), ι(B)).

Proof. Suppose A = (A, IA) ∈ AugO(M) is given via a special choice
of vectors m̄0 and m̄1 with the coordinates in M0 and, resp., M1, and
the matrix C ∈Mu(O) from Subsection 1.4.
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Lemma 1.9. Suppose b̄0 ∈ IuB is such that (−1/2)(b̄0C)(2) ≡ b̄0 mod JB.

Let L(b̄0) be the set of all b̄ ∈ IuB such that b̄ ≡ b̄0 mod J̃B and it holds

(−1/2)(b̄C)(2) ≡ b̄mod J̃B. Then
a) L(b̄0) 6= ∅;
b) if b̄1, b̄2 ∈ L(b̄0) then x̄ = b̄1 − b̄2 ∈ JuB and (−1/2)(x̄C)(2) ≡

x̄mod J̃B.

Proof of Lemma. The vector b̄ = b̄0 + x̄ ∈ L(b̄0) iff x̄ ∈ JuB and

(−1/2)(x̄C)(2) − x̄ ≡ b̄0 + (1/2)(b̄0C)(2) mod J̃B.

Notice that V = (JB/J̃B)n has a natural structure of a finite dimen-
sional vector space over k and the correspondence x̄ 7→ (−1/2)(x̄C)(2)

induces a σ-linear morphism ϕ̃ : V −→ V . By Lemma 1.2, ϕ̃ − id :
V −→ V is surjective. This proves part a). Part b) follows easily from
the congruence (b̄1C)(2) ≡ (b̄2C)(2) + (x̄C)(2) mod 2JBIB(2). �

Notice that HomMFS
(ιM(M), ι(B)) =

{b̄0 mod JB | b̄0 ∈ IuB, (−1/2)(b̄0C)(2) ≡ b̄0 mod JB},

HomAugO
(A,B) = {b̄ ∈ IuB | (−1/2)(b̄C)(2) = b̄}

= {b̄mod J̃B | b̄ ∈ IuB, (−1/2)(b̄C)(2) ≡ b̄mod J̃B}
and the map Θ is given via b̄mod J̃B 7→ b̄0 mod JB.

Therefore, part a) of Proposition 1.8 follows from part a) of above
Lemma. If x̄ is the vector from part b) of above Lemma then the
correspondence m̄ 7→ x̄ identifies

HomMFe
S
(M,M(Bet)) = HomMFS

(Mmult,M(Bet))

with HomMFS
(Mmult,m(Bet)). This implies part b) of Proposition 1.8.

With the above notation the correspondence b̄ 7→ b̄+ x̄ determines the
action of HomMFe

S
(Mmult, E(Bet)) on HomAugO

(A,B). One can easily
verify that this action is strict and Θ induces bijection of the corre-
sponding quotient HomAugO

(A,B)/R and HomMFS
(ιM(M), ι(B)). �

Remark. a) By condition C2, m̄0 = (m̄loc, m̄et) and therefore we have
the appropriate presentation x̄ = (x̄loc, x̄et), where x̄ is the vector from
part b) of Lemma 1.9. One can easily see that x̄et = 0̄. In par-
ticular, the shifts by all above vectors x̄ determine a strict action of

HomMFS
(Mmult, ι(B)) on IuB mod J̃B.

b) One can easily see that if M∈ MFe,multS and B = Bet then

HomAugO
(A,B) = HomMFS

(M, E(Bet));

Corollary 1.10. If B ∈ AugO(N ) with N ∈ MFeS then the above
identification Θ∗ induces a functorial in both arguments embedding

Ψ∗ : HomMF∗eS
(M,N ) −→ HomAug∗O

(A,B)
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and the correspondences M 7→ A (and N 7→ B) induce a faithful
functor Ψ∗ : MFe∗S −→ Aug∗O.

1.7. Group schemes SpecA, (A, IA) ∈ AugO(M). Suppose M ∈
MFeS and A = (A, IA) ∈ AugO(M) is given via a special choice of vec-
tors m̄0, m̄1 and matrices U ∈ Mu(S), C ∈ Mu(O) under assumptions
C1 and C2 from Subsection 1.4.

We can describe the structures of M⊕M and A ⊗O A via the S-
basis m̄0⊕{0}, {0}⊕ m̄0 for M0⊕M0, the S-basis m̄1⊕{0}, {0}⊕ m̄1

for M1 ⊕ M1 and the corresponding matrices

(
U 0
0 U

)
∈ M2u(S)

and

(
C 0
0 C

)
∈ M2u(O). (One can easily see that these data sat-

isfy assumptions C1 and C2 from Subsection 1.4.) Note that A =
O[X̄]/IA, where the ideal IA is generated by the coordinates of the

vector ((X̄C)(2) + 2X̄)C(2)−1
,

A⊗A = (A⊗O A, IA ⊗O A+ A⊗O IA) ∈ AugO(M)

and

A⊗O A = O[X̄ ⊗ 1, 1⊗ X̄]/(IA ⊗ 1, 1⊗ IA).

Let e : A −→ A/IA = O be the natural projection and let ∆∗A =
Ψ∗(5) ∈ HomAug∗O

(A,A⊗A), where 5 :M−→M⊕M is the class
of the diagonal morphism in the category MFe∗S .

Let LA be the set of all ∆ ∈ HomAugO
(A,A⊗A) such that:

• ∆ modR = ∆∗A;

• G = SpecA becomes an object of the category GrO when provided
with the counit e and the coaddition ∆.

Proposition 1.11. a) LA 6= ∅;
b) If ∆1,∆2 ∈ LA then the corresponding coalgebra structures on A

are transformed one into another via an automorphism f ∈ AugO(A)
such that f ∼

R
idA (i.e. f and idA coincide in Aug∗O).

Proof. Let X̄ = (X̄ loc, X̄et) with respect to the presentation m̄ =
(m̄loc, m̄et) from condition C2 in Subsection 1.4. For ∆ ∈ LA, set

∆(X̄) = (∆(X̄ loc),∆(X̄et)) = X̄ ⊗ 1 + 1⊗ X̄ + ̄,

where ̄ = (̄loc, ̄et).
Note that ̄et does not depend on a choice of ∆ ∈ LA. This implies

that Get := SpecAet ∈ GretO when provided with the coaddition ∆et =
∆|Aet and the counit eet = e|Aet . More explicitly, Aet = O[X̄et] with
the equations ηX̄et(2) ≡ X̄et mod 2IAet , where η = −π2e/2 ∈ O∗, and
∆(X̄et) ≡ X̄et ⊗ 1 + 1⊗ X̄et mod 2IAet⊗Aet .
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Let Get
k := Get ⊗O k = SpecAetk . Remind that the k-module of

symmetric Hochschild 2-cocycles Z2
sym(Get

k ) consists of symmetric γ ∈
IAet

k ⊗A
et
k

such that

(∆⊗ id)γ + γ ⊗ 1 = 1⊗ γ + (id⊗∆)γ.

The corresponding k-module of 2-coboundaries equals

B2(Get
k ) = {∆et(γ)− γ ⊗ 1− 1⊗ γ | γ ∈ IAet

k
} ⊂ Z2

sym(Get
k )

We have the following two facts:
• Suppose γ ∈ Z2

sym(Get
k ) and mult : Aetk ⊗ Aetk −→ Aetk is the mor-

phism of multiplication. Then γ ∈ B2(Get
k ) ⇔ mult(γ) = 0.

• If X̄et = (Xet
1 , . . . , X

et
uet

) then the elements δ+(Xet
i1
. . . Xet

is ) modπ,
where s > 2, 1 6 i1 < · · · < is 6 uet and δ+ = ∆ − id ⊗ 1 − 1 ⊗ id,
form a k-basis of B2(Get

k ) and the correspondences δ+(Xet
i1
. . . Xet

is ) 7→
Xet
i1
. . . Xet

is determine the k-linear embedding ω : B2(Get
k ) −→ IetA mod π.

Note that for any α ∈ B2(Get
k ), α2 ∈ B2(Get

k ) and ω(α2) = ω(α)2.
Now notice that ∆ depends only on the residue

̄mod J̃A⊗A ∈ JuA⊗A mod J̃A⊗A = 2IuAet⊗Aet mod(2πIAet⊗Aet)

Let ̄ = 2ᾱmod 2πIAet⊗Aet , where ᾱ(∆) = (ᾱloc(∆), ᾱet) ∈ IuAet⊗Aet .
We have the following properties:
a) ∆ defines a morphism of augmented algebras iff (ᾱC)(2) + ᾱ has

all its coordinates in πIAet⊗Aet .
b) ∆ determines a structure of commutative group scheme on G =

SpecA iff ᾱmod πIAet⊗Aet has all its coordinates in Z2
sym(Get

k ).

c) 2idG = 0 iff ᾱloc mod πIAet⊗Aet has all its coordinates in B2(Get
k ).

The proof of property a) uses the equations (−1/2)(X̄C)(2) = X̄
for A, property b) is equivalent to the axioms of coassociativity and
cocommutativity for G. As for property c), note that 0̄ = 2idG(X̄) =
mult(∆(X̄)) = 2X̄ + mult(̄) and, therefore, mult̄loc has all its coordi-

nates in J̃A⊗A or, equivalently, mult(ᾱloc) ≡ 0 modπIAet .
Now we can finish the proof of Proposition 1.11.
Let ∆0 ∈ ∆∗A be such that

∆0(X̄ loc) ≡ X̄ loc ⊗ 1 + 1⊗ X̄ loc mod J̃A⊗A.

This means that ᾱ(∆0) = (0̄, ᾱet) and by above properties a)-c), we
have ∆0 ∈ LA.

Suppose ∆ ∈ LA and ᾱ(∆) = (ᾱloc(∆), ᾱet). Let γ̄ = (γloc, 0̄) ∈ InAet

be such that δ+(γ̄loc mod πIAet) = ᾱloc mod πIAet⊗Aet . We can assume
that γ̄loc = ω(δ+ᾱloc) and, therefore, (γ̄C)(2) + γ̄ has all its coordinates
in πIAet . Therefore, there is a unique F ∈ HomAugO

(A,A ⊗ A) such

that F (X̄) ≡ X̄ + 2γ̄mod J̃A⊗A. Clearly, F ∼
R

idA in Aug∗O.
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In addition, ∆0(F̄ (X̄)) ≡ ∆0(X̄ + 2γ̄) ≡

(X̄ loc ⊗ 1 + 1⊗ X̄ loc + 2∆et(γ̄loc),∆0(X̄et))

≡ (X̄ loc ⊗ 1 + 1⊗ X̄ loc + 2̄loc + 2(γ̄loc ⊗ 1 + 1⊗ γ̄loc),∆(X̄et))

≡ (F ⊗ F )(∆(X̄)) mod J̃A⊗A.

Therefore, F ◦∆0 = ∆ ◦ (F ⊗ F ). The Proposition is proved. �

1.8. Functor GO.

Proposition 1.12. There is a functor GO : MFe∗S −→ Gr∗O such that
its compositoon with the forgetful functor Gr∗O −→ Aug∗O coincides with
the functor Ψ∗ from Corollary 1.10.

Proof. For i = 1, 2, let
• Mi ∈ MFeS with specially chosen vectors m̄0

i , m̄
1
i satisfying the

conditions C1, C2 fom Subsection 1.4;
• Ai = (Ai, IAi

) be the corresponding augmented O-algebras with
the coalgebra structures uniquely given by the coadditions ∆i : Ai −→
Ai ⊗Ai such that ∆i ∈ Ψ∗(5i) (where 5i are the diagonal maps from

Mi to Mi ⊕Mi) and ∆i(X̄
loc
i ) ≡ X̄ loc

i ⊗ 1 + 1⊗ X̄ loc
i mod J̃Ai⊗Ai

.
Denote the corresponding group schemes SpecAi = Gi ∈ GrO.
Suppose f ∈ HomMFS

(ι(M1), ι(M2)) = HomMFe∗
S

(M1,M2) and
F ∈ HomAugO

(A1,A2) is such that F ∈ Ψ∗(f). Then

(F ⊗ F )(∆1(X̄1))−∆2(F (X̄1)) ∈ JA2⊗A2 .

Let ᾱ = (ᾱloc, ᾱet) be the vector with the coordinates in IAet
2 ⊗Aet

2
such

that

(F ⊗ F )(∆1(X̄1))−∆2(F (X̄1)) ≡ 2ᾱmod J̃A2⊗A2 .

Note that if F et := F |Aet
1

then the congruence (F et⊗F et)(∆1(X̄et
1 )) ≡

∆2(F et(X̄et
1 )) mod 2Aet2 implies that ᾱet = 0̄ and F et induces a mor-

phism of etale group schemes Get
2 −→ Get

1 .
Using that F is a morphism of augmented O-algebras we obtain that

(ᾱC)(2) + ᾱ has all coordinates in πIAet⊗Aet .
One can verify easily that ᾱmod πIAet

2 ⊗Aet
2

has all coordinates in

Z2
sym(Get

2 ⊗ k) and using that for i = 1, 2, 2 idGi
= ∆Gi

◦ mult we

obtain that ᾱmod πIAet
2 ⊗Aet

2
has all coordinates in B2(Get

2 ⊗ k).

Let γ̄ = (γloc, 0̄) be the vector with coordinates in IAet
2

such that
γ̄mod πIAet

2
= ω(ᾱmod πIAet

2 ⊗Aet
2

). Then

∆et
2 (γ̄) ≡ γ̄ ⊗ 1 + 1⊗ γ̄ + ᾱmod πIAet

2 ⊗Aet
2

and (γ̄C)(2) + γ̄ has all coordinates in πIAet
2

. This implies that there

is an F ′ ∈ AugO(A1,A2) such that F ′(X̄et
1 ) = F (X̄et

1 ) and F ′(X̄ loc) ≡
F (X̄ loc

1 ) + 2γ̄mod J̃A2⊗A2 . Therefore,

(F ′ ⊗ F ′)(∆1(X̄1)) ≡ ∆2(F ′(X̄1)) mod J̃A2⊗A2 ,
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and (F ′ ⊗ F ′) ◦∆1 = ∆2 ◦ F ′. This proves the existence of F ′ ∈ Ψ∗(f)
such that SpecF ′ ∈ HomGrO

(G2, G1).
Similarly, one can verify that if F ′′ ∈ Ψ∗(f) is such that Spec(F ′′) ∈

HomGrO
(G2, G1) then F ′ and F ′′ are equivalent in the category Gr∗O

with the obvious inverse statement. The proposition is proved. �

1.9. Full faithfulness of GO. Suppose N = (N0, N1, ϕ1) ∈ MFeS and
GO(N ) = SpecB.

1.9.1. Special construction of B. Use the following special case of the
construction of the O-algebra B from Subsection 1.4.

Let n1
1, . . . , n

1
u be an S-basis of N1 such that there are s̃1, . . . , s̃u ∈ S

and an S-basis n1, . . . , nu of N0 such that for 1 6 i 6 u, n1
i = s̃ini.

One can easily see that this choice of n̄1 = (n1
1, . . . , n

1
u) can be made

in such a way that conditions C1 and C2 from Subsection 1.4. are
satisfied. Also notice that all s̃i divide te.

Set n̄0 = ϕ1(n̄1) and let the matrices U ∈ Mu(S) and U0 ∈ GLu(S)
be such that n̄1 = n̄0U and n̄0U0 = n̄ := (n1, . . . , nu). Then U = U0U1,

where U1 = (s̃iδij)16i,j6u is diagonal. Choose Ω̃ = (η̃′iδij)16i,j6u ∈
Mu(O) and D ∈ GLu(O) such that κSO(U1 mod t2e) = Ω̃ mod 2 and
κSO(U0 mod t2e) = Dmod 2. Then for Ȳ = (Y1, . . . , Yu), the O-algebra
B is the quotient of O[Ȳ ] := O[Y1, . . . , Yu] by the ideal generated by
the coordinates of the vector(

(Ȳ DΩ̃)(2) + 2Ȳ
)

(DΩ̃)(2)−1

Then in the new coordinates X̄ = (X1, . . . , Xu) := Ȳ D, B is the quo-
tient of O[X̄] := O[X1, . . . , Xu] by the ideal generated by the elements

X2
i − ηi

∑
j

Xjcji, 1 6 i 6 u,

Here C = (cij) = D−1, and for all i, ηi = −2/η̃′2. With this notation,
the counit e : B −→ O and the coaddition ∆ : B −→ B ⊗O B are
uniquely recovered (in the category Gr∗O) from the conditions e(Xi) = 0
and ∆(Xi) ≡ Xi ⊗ 1 + 1⊗Xi mod JB⊗B.

Remind that X̄ = (X̄ loc, X̄et), where for u0 = dimk N̄
0,loc, X̄ loc =

(X1, . . . , Xu0) and X̄et = (Xu0+1, . . . , Xu). Then condition C2 implies:
• for 1 6 i 6 u0, Xi, X

2
i /ηi ∈ I locB ;

• for u0 < i 6 u, ηi ∈ O∗ and Xi ∈ IBet .
Therefore, the matrix C = (cij) has the following block structure

C =

(
C0 0
C ′ Cet

)
, where C0 ∈ GLu0(O), Cet ∈ GLuet(O) with uet :=

u− u0, C ′ ≡ 0 modπ. In particular,
(C) if C = (cij) and D = C−1 = (dij) then cij ≡ dij ≡ 0 modπ if

either i 6 u0 < j or j 6 u0 < i.
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Let δ+Xi = ji ∈ IB⊗B, 1 6 i 6 u. The coordinates of the vector
̄ = (̄loc, ̄et), where ̄loc = (j1, . . . , ju0) and ̄et = (ju0+1, . . . , ju), appear
as the solutions in IB⊗B of the system of equations

(1.3)
∑
s

jscsi = −η̃iXi ⊗Xi − (η̃iX1 ⊗ 1 + 1⊗ η̃iXi)ji − η̃ij2
i /2,

where 1 6 i 6 u and η̃i = −2/ηi = η̃′2.
The coordinates of ̄et are determined by these equations uniquely

and belong to the ideal JB. The coordinates of ̄loc are unique under

the assumption that j1, . . . , ju0 ∈ J̃B⊗B ⊂ JB⊗B.

Remark. a) One can easily verify that the above system of equations

when considered modulo any DP -ideal Ĩ of B such that Ĩ ⊂ J̃B⊗B has

a unique solution ̄mod Ĩ under the assumption that for 1 6 i 6 u0,

all ji ∈ J̃B⊗B.
b) The above description of the coalgebra B is related to a very

special choice of S-bases in N0 and N1. This choice is sufficient for the
formal construction of the algebras A(M) in Subsection 1.3. But when
proving the full faithfulness of GO below in Section 3 we need a choice
of appropriate bases which is compatible with extensions in MFeS. Such
choice is possible under more general assumptions from Subsection 1.3.

1.9.2. Recovering N . In the above construction of the O-algebra B,
any a ∈ IB can be uniquely written as

(1.4) a =
∑
i

oiX
i =

∑
i

oiX
i1
1 . . . X iu

u

where (by our general agreement from Introduction) i = (i1, . . . , iu)
is a non-zero vector with the coordinates i1, . . . , iu ∈ {0, 1}, and all
coefficients oi = oi(a) belong to O. Similarly, any a ∈ IB⊗B can be
uniquely written as an O-linear combination of the elements X i1 ⊗ 1,
1⊗X i2 and X i1 ⊗X i2

Consider the following property of ideals I ⊂ IB in B (or with the
obvious changes in B ⊗B, B̄, B̄ ⊗ B̄, etc.).

(1.5)
∑
i

oiX
i ∈ I ⇔ ∀i, oiX

i ∈ I

Remark. Suppose I1 and I2 satisfy property (1.5). Then
a) I1 + I2 satisfies property (1.5);
b) for any monomial oiX

i, oiX
i ∈ I1 + I2 iff either oiX

i ∈ I1 or
oiX

i ∈ I2.

Proposition 1.13. The ideals JB and J̃B satisfy property (1.5).
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Proof. Any element of JB is a sum of “elementary” elements of the
form oi1X

i1oi2X
i2 and πeoi1X

i1 , where oi1X
i1 , oi2X

i2 ∈ IB(2). It will
be sufficient to verify property (1.5) for such elementary elements.

If a = πeoi1X
i1 there is nothing to prove.

Suppose a = oi1X
i1oi2X

i2 and i1 = (i11, . . . , iu1), i2 = (i12, . . . , iu2).
Use induction on the number ν = ν(a) of 1 6 j 6 u such that ij1 =
ij2 = 1.

If ν(a) = 0 then i1 + i2 = i and there is nothing to prove. If ν(a) > 1
and, say, ij1 = ij2 = 1 use the identity X2

j = η′j · η′j
∑

sXscsj to rewrite
a as a sum of elements with smaller ν’s and, perhaps, elements of the
form πeIB(2).

The case of the ideal J̃B can be considered similarly. �

Proposition 1.14. If ιN (N ) = (Ñ0, Ñ1, ϕ1) then

Ñ0 = {amod JB | a ∈ IB, δ+(a) ∈ JB⊗B}

Proof. Suppose a =
∑

i oiX
i ∈ IB and δ+a ∈ JB⊗B. Note that

δ+(a) ≡
∑

i1+i2=i

oiX
i1 ⊗X i2 mod JB⊗B

Then Proposition 1.13 implies that all oiX
i1 ⊗X i2 ∈ JB⊗B and, there-

fore, all oiX
i1 ·X i2 ∈ JB. This means that all non-linear terms amongst

oiX
i (i.e. the terms with r(i) = i1 + · · ·+ iu > 2) belong to JB. �

Using that the ideals JB and JB⊗B depend functorially on the group
scheme GO(N ) (i.e. do not depend on a choice of the special construc-
tion in Subsection 1.9) we obtain the following property.

Corollary 1.15. The functor GO is fully faithful.

Proof. Suppose G1 = GO(M1), G2 = GO(M2), M1,M2 ∈ MFeS, g ∈
HomGrO

(G1, G2) and A(g) : A2 −→ A1 is the corresponding morphism
of O-algebras. Then ι(A(g)) ∈ HomMFS

(ι(A2), ι(A1)) maps ιM2(M2)
to ιM1(M1) (use Proposition 1.14) and by Proposition 1.1 can be lifted
uniquely F ∈ HomMFe

S
(M2,M1). Clearly, GO(F ) = g. �

In Subsection 3 we need the following version of Proposition 1.14.
Let B̄ = B⊗O Ō. Denote by J̄ the ideal in B̄ generated by η̃iXi⊗Xi,

1 6 i 6 u0, and all elements of 2I loc
B̄⊗B̄. One can easily prove (use

relation (1.3)) that all j1, . . . , ju0 belong to J̄ and πju0+1, . . . , πju ∈
2πIB⊗B ⊂ J̄ .

Proposition 1.16. The ideal J̄ consists of all Ō-linear combinations
of monomials in B̄ ⊗ B̄ which either belong to 2I loc

B̄⊗B̄ or are divisible
by one of η̃iXi ⊗Xi, where 1 6 i 6 u0.
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Proof. Suppose an element a ∈ J̄ is an Ō-linear combination of the
form

(1.6) a =
∑
i

o′i(X
i ⊗ 1) +

∑
i

o′′i (1⊗X i) +
∑
i1,i2

oi1i2X
i1 ⊗X i2

Let M(i, b) = η̃i(Xi⊗Xi)b, where 1 6 i 6 u0 and b is a monomial from
B̄ ⊗ B̄.

Clearly, any M(i, b) can’t contribute to the coefficients of the first
two sums in (1.6). Therefore, their summands belong to 2I loc

B̄⊗B̄.

Suppose oi1i2X
i1 ⊗X i2 /∈ 2I loc

B̄⊗B̄ and satisfies the following condition
(The proposition is proved if there are no such monomials.):

if X i1 ⊗ X i2 is divisible by Xi ⊗ Xi, 1 6 i 6 u0, then oi1i2 is not
divisible by η̃i.

Then there is M(i0, b) with 1 6 i0 6 u0, which contributes to the
coefficient for X i1 ⊗X i2 and this contribution divides oi1i2 .

If b is not divisible by either Xi0 ⊗ 1 or 1 ⊗ Xi0 then M(i0, b) =
oX i1 ⊗ X i2 and o ∈ Ō is divisible by η̃i0 . The contradiction. But
otherwise, M(i0, b) ∈ 2I locB because η̃i0X

2
i0
∈ 2I locB . The proposition is

proved. �

Corollary 1.17. The ideal J̄ satisfies condition (1.5).

2. Functor GOO0

In this section we prove that any G ∈ GrO from the image of GO
has a canonical descent to O0, G0 ∈ GrO0 . Therefore, the fully faithful
functor GO appears as the composition of the fully faithful functor
GOO0

: MFe∗S −→ Gr∗O0
and the extension of scalars Gr∗O0

−→ Gr∗O.

2.1. Uniqueness of descent to O0.

Proposition 2.1. a) Suppose G = SpecA ∈ ImGO, e : A −→ O is
the counit and IA = Ker e. If there is an (A0, IA0) ∈ AugO0

such that
(A0, IA0)⊗O0 O = (A, IA) then G0 = SpecA0 has a natural structure of
object of the category GrO0 such that G0 ⊗O0 O = G.

b) Suppose G0, H0 ∈ GrO0 and G = G0 ⊗O0 O and H = H0 ⊗O0 O
are in the image of GO. Then the natural map f 7→ f ⊗O0 O induces
identification HomGrO0

(G0, H0) = HomGrO
(G,H).

Proof. It will be sufficient to prove that ∆(IA0) ⊂ IA0⊗A0 , where ∆ is
the coaddition on A.

Let Gal(K/K0) = {id, τ} and ∆(τ) = (τ⊗τ)◦∆◦τ is the conjugate to
∆. In other words, if b1, . . . , bu is an O0-basis of IA0 and for 1 ≤ i ≤ u,
∆(bi) = bi⊗1+1⊗bi+

∑
k,l αklbk⊗bl with all αkl ∈ O, then ∆(τ)(bi) =

bi⊗1+1⊗ bi+
∑

k,l τ(αkl)bk⊗ bl. Using that all τ(αkl) ≡ αkl mod 2πO,

we conclude that for any a ∈ IA, ∆(τ)(a) ≡ ∆(a) mod J̃A⊗A. Therefore,
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by results of Subsection 1.7, ∆ = ∆(τ) and all αkl ∈ O0. Part a) is
proved.

Part b) follows by similar arguments. �

2.2. Existence of descent to O0.

Proposition 2.2. Suppose G = SpecA ∈ Im GO and IA = Ker e, where
e : A −→ O is the counit. Then there is an (A0, IA0) ∈ AugO0

such
that IA = IA0 ⊗O0 O.

Proof. Use induction on the order |G| of G.

2.2.1. The case |G| = 2. Here A = O[X], where X2 = ηcX with
η ∈ O0, η|2 and c ∈ O∗. Clearly, we can take A0 = O0[c−1X].

2.2.2. Tame descent. Suppose K ′0 is a tamely ramified extension of K0

of degree e0. Let π′0 be a uniformising element of K ′0 such that π′e00 = π0.
Let K ′ = K ′0(π′), where π′2 = π′0. We can assume that π′e0 = π. The
field extensions K ′0/K0 and K ′/K are Galois, their Galois groups are
cyclic of order e0 and can be naturally identified. Denote by O′0 and
O′ the valuation rings of K ′0 and, resp., K ′.

Lemma 2.3. Let G ∈ GrO and G′ = G⊗O O′ ∈ GrO′. Then:
a) G is in the image of GO if and only if G′ is in the image of GO′;
b) G admits a descent to O0 if and only if G′ admits a descent to O′0.

Proof. The proof is based on an application of the criterion of tamely
ramified descent. In the case of O′-algebras this criterion can be stated
as follows:

• Suppose A′ is a flat O′-algebra and τ is a generator of Gal(K ′/K).
Then the existence of a flat O-algebra A such that A′ = A ⊗O O′ is
equivalent to the existence of a τ -linear automorphism f of A′ such
that f e0 = idA′ and f ⊗O k = idA′⊗k.

Then one can state a similar criterion for objects of MFe0eS′ where S ′

is a tamely ramified extension of S of degree e0 and deduce part a) from
the fact that tame descent data for G′ = GO′(M′) induce tame descent
data forM′. Similarly, part b) can be proved from the fact that tamely
ramified descent data for G′ induce tamely ramified descent data for
G′0 (use the uniqueness of G′0 given by Proposition 2.1). Cf. for more
detailed explanation in [4], Proposition 4.3. �

2.2.3. Lubin-Tate formal group law. Consider the formal Lubin-Tate
group law with the logarithm

lLT (X) = X +X2/2 + · · ·+X2n

/2n + · · · ∈ Q2[[X]]
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This means that for any 2-adic ring R its topological nilradical m(R) is
provided with the structure of abelian group via the operation [f ]+[g] =
[P (f, g)], where f, g ∈ m(R) and for indeterminants X, Y ,

P (X, Y ) = l−1
LT (lLT (X) + lLT (Y )) ∈ Z2[[X, Y ]].

We have the following simple properties:

• [f ]+[g] = [P0(f, g)]+ · · ·+[Pn(f, g)]+ . . . , where all Pn ∈ Z2[X, Y ]
and degPn = 2n. In particular, P0 = X + Y , P1 = −XY , P2 =
−XY (X + Y )2;

• −[f ] = [−f ] + [−f 2] + · · ·+ [−f 2n
] + . . . ;

• [2](f) = [f ]+[f ] ≡ [2f ]+[f 2]+[−2f 2]+· · ·+[−2f 2n
]+. . .mod 4m(R).

2.2.4. The case |G| > 2. By replacing O by its suitable tamely ramified
extension we can assume thatG = GO(M), whereM = (M0,M1, ϕ1) ∈
MFeS is such that for u > 1:

• there is an S-basism1, n1
1, . . . , n

1
u ofM1 and an S-basism,n1, . . . , nu

of M0 such that ϕ1(m1) = m and for 1 6 i 6 u, there are s̃i ∈ S, s̃i|te
such that n1

i = s̃ini, ϕ1(n1
1) =

∑
j njuji, where (uij) ∈ GLu(S);

• there is an s̃ ∈ S, s̃|te such that m1 = s̃m +
∑

i αini, where for
1 6 i 6 u, the coefficients αi ∈ S and tes̃−1αi ≡ 0 mod s̃i.

The above conditions simply mean that N = (N0, N1, ϕ1) ∈ MFeS,
where N0 =

∑
i Sni, N

1 =
∑

i Sn
1
i and there is a short exact sequence

in MFeS
0 −→ N −→M −→Ms̃ −→ 0

where Ms̃ = (Sm̃, Sm̃1, ϕ1) with m̃1 = s̃m̃ and ϕ1(m̃1) = m̃. We
shall always assume that the above data for the structure of N ∈ MFeS
satisfy assumptions C1 and C2 from Subsection 1.4.

Note that in the above description of M ∈ ExtMFe
S
(Ms̃,N ) we can

replace m by m′ = m + v and m1 by m1′ = m1 + v1, where v ∈ N0,
v1 ∈ N1 and ϕ1(v1) = v. Then m1′ = s̃m′ +

∑
i α
′
ini, where∑

i

α′ini =
∑
i

αini + v1 − s̃ϕ1(v1).

In particular, if s̃ ∈ S∗ we can always assume that

(2.1)
∑
i

αini ∈ N1 + tN0

In terms of the corresponding O-algebras we have:

• A = A(G) contains the O-algebra B = O[X1, . . . , Xu], where X2
i =

ηi
∑

j Xjcji with ηi = −2/η̃′2i ∈ O0 and η̃′i mod 2 = κSO(s̃i mod t2e),

1 6 i 6 u, and C = (cij) ∈ GLu(O);
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• A = B[Y ], where (η̃′Y +
∑

i riXi)
2 + 2Y = 0 or, equivalently,

(2.2)

(
Y + η̃′−1

∑
i

riXi

)2

− ηY = 0

with η̃′mod 2 = κSO(s̃mod t2e), ri mod 2 = κSO(αi mod t2e) and

(2.3) ηr2
i ≡ 0 mod η̃i (or, equivalently, ηir

2
i ≡ 0 mod η̃)

for all 1 6 i 6 u (this follows from the above congruences tes̃−1αi ≡
0 mod s̃i). Recall that as usually ηη̃ = ηiη̃i = −2 for all i.

Let h =
∑

i riXi ∈ IB. Then (2.3) implies that h2 ∈ η̃IB. In
particular, if η̃ /∈ O∗0 then h ∈ I locB . If η̃ ∈ O∗0 then (2.1) implies that
again h ∈ I locB . Therefore, η̃′Y ∈ I locA .

By inductive assumption, there is an augmented flat O0-algebra
(B0, IB0) such that IB = IB0 ⊗O0 O. Therefore, h = b0 + πb1, where
b0 ∈ I locB0

and b1 ∈ IB0 .
From now on we use the Lubin-Tate group law. Clearly, there is

Y ′ ∈ IA such that [η̃Y ′] = [η̃Y + η̃′h] − [η̃′b0] − [η̃′πb1]. If η̃ /∈ O∗0
then Y ′ ≡ Y mod πIA and if η̃ ∈ O∗0 then Y ′ ≡ Y mod(Y I locA + πI locB ).
Therefore, A = B[Y ′].

The equation for Y ′ can be found as follows. From (2.2) we obtain
that (η̃Y + η̃′h)2 = −2η̃Y . Then using the properties of the Lubin-Tate
group law from Subsection 2.2.3 we obtain:

[2](η̃Y ′) = [2(η̃Y + η̃′h)] + [−2η̃Y ]− ([2](η̃′b0) + [2](η̃′πb1)) ≡

−[η̃b2
0]− [η̃π0b

2
1]−

∑
n>0

[
−2(η̃b2

0)2n]−∑
n>0

[
−2(η̃π0b

2
1)2n]

mod 4(η̃IA)loc

Here (η̃IA)loc coincides with η̃IA if η̃ /∈ O∗0 and with I locA , otherwise.
Notice that h2 ∈ η̃IB and, therefore, the right hand side of the

above congruence equals η̃2b∗ ∈ (η̃2IB0)
loc. Using that [2](2(η̃IA)loc) =

4(η̃IA)loc we can replace Y ′ by Y1 = Y ′−2a with a suitable a ∈ IA such
that [2](η̃Y1) = η̃2b∗.

Finally, if 1 + η̃Y2 = exp(lLT (η̃Y1)) then we still have A = B[Y2] and
(1 + η̃Y2)2 = exp(lLT (η̃2b∗)) implies that Y 2

2 − ηY2 = b∗1 with b∗1 ∈ B0.
So, for A0 = B0[Y2], A0 ⊗O0 O = A. �

3. Surjectivity of GOO0

In order to establish that GOO0
is antiequivalence of the categories

MFe∗S and Gr∗O0
it remains only to prove the following result.

Theorem 3.1. If G0 ∈ GrO0 then there is M ∈ MFeS such that
GO(M) ' G0 ⊗O0 O.
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The proof will be given in Subsections 3.1-3.11. It uses induction on
the order |G0| of G0.

3.1. The case |G0| = 2. If |G0| = 2 then there is η ∈ O0, η|2, such
that G0 = µη, where µη = SpecO0[X], X2 = ηX, e(X) = 0 and
∆(X) = X ⊗ 1 + 1 ⊗ X + η̃X ⊗ X with ηη̃ = −2. We can assume
that η̃ = πr0, 0 6 r 6 e (because µη ' µη′ iff η−1η′ ∈ O∗0). Then for
M = (Sm, Strm,ϕ1) ∈ MFeS with ϕ1(trm) = m, one has GO(M) =
µη ⊗O0 O.

3.2. Basic strategy I. When studying the case |G0| > 2 we can re-
place O0 by its tamely ramified extension, cf. Subsection 2.2.2. In
particular, we can assume that in GrO0 there is a short exact sequence

0 −→ µη −→ G0 −→ H0 −→ 0,

where H0 = SpecB0, and H = H0 ⊗O0 O = GO(N ) with N ∈ MFeS.
Use the description of B = B0 ⊗O0 O from Subsection 1.9.1.
Namely, B = O[X1, . . . , Xu] with the relations X2

i = ηi
∑

j Xjcji,

where all ηi ∈ O0, ηi|2, C = (cij) ∈ GLu(O), e(Xi) = 0 and ji =
δ+(Xi) = ∆(Xi) − Xi ⊗ 1 − 1 ⊗ Xi ∈ JB⊗B. In addition, if X̄ loc =

(X1, . . . , Xu0) then j1, . . . , ju0 ∈ J̃B⊗B. For 1 6 i 6 u, the elements
ηi are defined up to units in O0 and we can assume that η̃i = η̃′2i =
−2/ηi with η̃′i ∈ O. Our strategy is to use the explicit construction of
H = H0 ⊗O0 O from Subsection 1.9.1 to describe G = G0 ⊗O0 O as an
element of the group ExtGrO

(H,µη ⊗O0 O). If O′ = O[π′] with π′2 = π,
we shall prove then that G′ = G ⊗O O′ appears in the form GO′(M′),
where M′ ∈ MF2e

S′ with S ′ = S[t′], t′2 = t.
Finally, we shall prove that the fact that G′ admits a descent G0 to

O0 implies that M′ admits a descent to S, i.e. M′ = M⊗S S ′ with
M∈ MFeS and, therefore, G = GO(M).

3.3. The group ExtGrO0
(H0, µη). Let B′ = B ⊗O O′, IB′ = IB ⊗O O′.

Let Ō be the valution ring of an algebraic closure of K ′ = K(π′),
B̄ = B′ ⊗O′ Ō and IB̄ = IB′ ⊗O′ Ō.

Introduce the (multiplicative) group H = H(H0, µη) of all elements
f ∈ (1 + η̃IB̄)× such that f 2 ∈ 1 + η̃2IB0 and δ×(f) := ∆(f)(f ⊗f)−1 ∈
1 + η̃IB0⊗B0 .

Then there is a group epimorphism Θ : H −→ ExtGrO0
(H0, µη) at-

taching to f ∈ H, the group scheme Θ(f) = SpecA0 ∈ GrO0 such
that:
• A0 = B0[X] where (1 + η̃X)2 = f 2;

• e(X) = 0 and ∆(1 + η̃X) = (1 + η̃X)⊗ (1 + η̃X) · δ×f ;

• KerΘ = (1 + η̃IB0)
×.
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This result was proved in a very detailed way in Section 5 of [4] in a
more general context of p-group schemes, where p is any prime number.
Note that the case p = 2 is slightly easier to obtain.

If η̃ /∈ O∗0 (i.e. if µη is not multiplicative) then obviously f ∈ 1 + I loc
B̄

.
If η̃ ∈ O∗0 then we can always multiply f by a suitable element from
(1 + IBet)× ⊂ (1 + IB)× to assume again that f ∈ 1 + I loc

B̄
. This

allows us to replace in the above description of ExtGrO0
(H0, µη), the

multiplicative group (1 + IB̄)× by m(IB̄) = I loc
B̄

with the Lubin-Tate
group law from Subsection 2.2.3.

More precisely, let δLT : I loc
B̄
−→ I loc

B̄⊗B̄ and [2] : I loc
B̄
−→ I loc

B̄
be such

that for any f ∈ I loc
B̄

,
— δLT (f) = [∆(f)]− [f ⊗ 1]− [1⊗ f ];
— [2](f) = [f ] + [f ].
Let HLT = HLT (H0, µη) be the subgroup of I loc

B̄
(with respect to the

Lubin-Tate group law) consisting of f ∈ I loc
B̄

such that [2](f) ∈ η̃2IB0

and δLT (f) ∈ η̃IB0⊗B0 . Let ΘLT : HLT −→ ExtGrO0
(H0, µη) be such

that for all f ∈ HLT , ΘLT (f) = Θ(E(f)), where E(X) = exp(lLT (X))
is the Artin-Hasse exponential. Our description of ExtGrO0

(H0, µη) will
be used below in the following form.

Proposition 3.2. ΘLT is a group epimorphism and its kernel equals
HLT ∩ (η̃IB0) = (η̃IB0)

loc.

3.4. Main Lemma. In next subsections we work systematically with
the Lubin-Tate group law from Subsection 2.2.3. We always bear in
mind the following agreement: if, say, a ∈ IB appears in the form
[a] then a is assumed automatically to be an element of I locB , that is
the corresponding result of the Lubin-Tate addition is automatically
well-defined.

Recall that we use the multi-indices i = (i1, . . . , iu), where all coordi-
nates of the vector i belong to {0, 1}. We shall use such indices for the
abbreviation X i := X i1

1 . . . X iu
u , especially, when r(i) := i1+· · ·+iu > 2.

If r(i) = 1 then the multi-index i appears just as index j, 1 6 j 6 u,
such that i = (δ1j, . . . , δuj) (where δ is the Kronecker symbol).

The following statement is very similar to the statement appeared
in Subsection 6.1 of [4] as Main Lemma.

Lemma 3.3 (Main Lemma). If f ∈ HLT = HLT (H0, µη) then there
are:

— f0 ∈ η̃IB;
— for 1 6 i 6 u, o′i0 ∈ O and o′i1 ∈ π′O;
— for all multi-indices i, Di ∈ Ō,
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such that o′2i0, o
′2
i1 ∈ η̃O, DiXi ∈ IB̄(2)loc, DiX

i ∈ I loc
B̄

and

f = [f0] +
∑

16i6u

([o′i0Xi] + [o′i1Xi] + [DiXi]) +

2
∑
r(i)>2

DiX
i


Remark. If η̃ ∈ O∗0 we can always assume that all o′i0 = 0, because all
o′i0Xi can disappear by contributing to f0. In other words, we assume
that o′2i0, o

′2
i1 ∈ (η̃O)loc, i.e. these elements belong to η̃O if 1 6 i 6 u0

and belong to the maximal ideal m of O, otherwise.

The proof of this Lemma uses the auxiliary statements from Subsec-
tion 3.6 and will be given in Subsection 3.7 below. This is a simplified
version of the proof of Main Lemma in [4], where we studied the group
schemes of period p > 2. As a matter of fact, this simplified version
works equally well also in the case p > 2.

3.5. Basic strategy II. Via Main Lemma we shall prove below the
existence of M′ ∈ MF2e

S′ such that G′ ' GO′(M′). The description of
G0 as an element of ExtGrO0

(H0, µη) from Subsection 3.3 is given in
terms of Kummer’s theory and, therefore, is of multiplicative nature.
On the other hand, the construction of the algebra of GO′(M′) as ex-
tension of B′ = B ⊗O O′ should be given (by the definition of GO′) in
additive terms. Therefore, the description of A(G0) as an extension of
B0 = A(H0) in terms of the Lubin-Tate group is a natural step towards
presentation of G⊗O O′ in the form GO′(M′).

If G0 is given via f ∈ HLT (H0, µη) then A0 = B0[Y ] with equation
for Y coming from the relation 2lLT (η̃Y ) = lLT (f) in A0 ⊗O0 K0. If
µη is multiplicative, e.g. η̃ = 1, then it is much easier to obtain an
“integral” version of the above relation. The left-hand side 2lLT (Y ) =
2Y + Y 2 + 2(Y 2/2)2 + . . . looks nicely related to operations in filtered
modules of the form ιM(M). As for the right-hand side, we need it to
belong to ιN (N ), i.e. to be congruent to a linear combination of all Xi.

By Main Lemma after replacing f by f̃ = [f ]− [f0], lLT (f̃) is a linear
combination of all lLT (o′i0Xi), lLT (o′i1Xi) and lLT (DiXi) modulo 2IB̄.
First two logarithms can give non-trivial denominators but in A′ =
A ⊗O O′ we can consider the element [g] = [f̃ ] −

∑
i([o
′
i0Xi] + [o′i1Xi])

and because all DiXi ∈ IB̄(2), lLT (g) is an O′-linear combination of all
X1, . . . , Xu modulo JB′ , i.e. gives already an element of ιN (N )⊗O O′.

If µη is not multiplicative the calculations should be more precise
because of the extra factor η̃. (Here we can see a crucial difference with
the case p > 2, where ideals of the form (p/η̃)IB are still DP -ideals.) In
particular, we can’t ignore the quadratic forms in Xi coming from the
third term (DiXi)

4/4 of the expansion of lLT (DiXi) and the second
term g2 in lLT (2g), where g =

∑
iDiX

i. The elaboration of Main
Lemma from Subsection 3.8 relates these quadratic forms and allows
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us to prove in Subsection 3.9 that they, as a matter of fact, kill one-
another. This provides us in Subsection 3.11 with explicit construction
ofM′ ∈ MF2e

S′ and the existence ofM∈ MFeS such thatM′ =M⊗SS ′.
A formal verification that G ' GO(M) is done in Subsection 3.12.

3.6. Auxiliary statements. Follow Subsection 3.3 of [4] to introduce
the ideals IB(α) and IB(α)loc in B, where α ∈ O. Recall that any
a ∈ IB can be uniquely written as a =

∑
i oi(a)X i with the coefficients

oi = oi(a) ∈ O.

Definition. For any α ∈ O, set

a)IB(α) := {a ∈ IB | all (oi(a)X i)2 ∈ αIB}

b) IB(α)loc := {a ∈ IB | all (oi(a)X i)2 ∈ αI locB }.

Note (use property (C) from Subsection 1.9.1), that for any 1 6 i 6
u0, Xi ∈ IB(ηi)

loc but for u0 < i 6 u, Xi /∈ IB(ηi)
loc = I locB . In addi-

tion, for arbitrary α ∈ O, the O-modules IB(α) and IB(α)loc depend
generally on the above chosen special construction of B. Nevertheless,
one can verify that:

• for any α ∈ O, IB(α) and IB(α)loc are ideals in B;

• for α|2, we have IB(α) = {a ∈ IB | a2 ∈ αIB} and, similarly,
IB(α)loc = {a ∈ IB | a2 ∈ αI locB }.

For obvious reasons, the above ideals I = IB(α) and I = IB(α)loc

satisfy property (1.5) from Subsection 1.9.2.

Remark. a) For any α ∈ Ō we shall denote below by IB̄(α) and
IB̄(α)loc the similar ideals of the Ō-algebra B̄ = B ⊗O Ō. Clearly,
they also satisfy property (1.5).

b) Using the special basis {X i1⊗1, 1⊗X i2 , X i1⊗X i2 | i1, i2} of IB⊗B
and IB̄⊗B̄ we can introduce similarly the ideals IB⊗B(α) and IB̄⊗B̄(α).

The following lemmas admit straightforward proofs and are quite
analogous to the lemmas from [4] Subsection 6.2, Lemmas 6.2-6.6.

Lemma 3.4. Suppose C1, . . . , Cu ∈ Ō, g ∈ I loc
B̄

, β0 ∈ m̄ and g ≡∑
i[CiXi] mod(IB̄(β0)loc + Ī), where Ī ⊂ I loc

B̄
is an ideal satisfying con-

dition (1.5) from Subsection 1.9.2. Then

g ≡
∑

16i6u

[C ′iXi] +

∑
r(i)>2

C ′iX
i

mod Ī

with all C ′i, C
′
i ∈ Ō, CiXi ≡ C ′iXi mod IB̄(β0)loc and CiX

i ∈ IB̄(β0)loc.
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Lemma 3.5. Suppose l equals either 0 or 1.
a) If o′1, o

′
2 ∈ π′lO are such that o′21 , o

′2
2 ∈ η̃O, then for any a ∈ IB,

[o′1a] + [o′2a]− [(o′1 + o′2)a] ∈ η̃IB;
b) If o′ ∈ π′lO, o′2 ∈ η̃O and a1, a2 ∈ IB then

[o′a1] + [o′a2]− [o′(a1 + a2)] ∈ η̃IB.

Remark. a) When proving Lemma 3.4 use first remark from Subsec-
tion 1.9.2; b) note the following special cases of above Lemma 3.5:

— [o′a] + [−o′a] ∈ η̃IB;
— [δLT (o′Xi)]− [o′ji] ∈ η̃IB⊗B.

Lemma 3.6. If C ∈ Ō, α1 ∈ m̄ and CXi ∈ IB̄(α1)loc then

δLT (CXi) ≡ C2Xi ⊗Xi mod IB̄(α4
1)loc + J̄ ,

where J̄ is the ideal defined in the end of Subsection 1.9.2.

Remark. Note that if CXi ∈ IB̄(2)loc then C2Xi ⊗Xi ∈ J̄ .

Proof. From the definition of the Lubin-Tate group law, cf. Subsection
2.2.3 it follows that

(3.1) δLT (CXi) = [Cji]− [−C2(Xi ⊗ 1 + 1⊗Xi)ji]− [−C2Xi ⊗Xi]

−
∑
n>2

[C2n

Pn(Xi ⊗ 1 + 1⊗Xi, ji)]−
∑
n>2

[C2n

Pn(Xi ⊗ 1, 1⊗Xi)]

We know that for 1 6 i 6 u0, ji ∈ J̄ and if u0 < i 6 u then C ∈ m̄
and again Cji ∈ J̄ . Therefore, the first, second and forth terms of
the right-hand side of (3.1) belong to J̄ . As for the last term of that

formula it remains to note that
(
IB̄(α1)loc

)4 ⊂ IB̄(α4
1)loc. �

3.7. Proof of Main Lemma. Prove that for any α ∈ m̄, one has

(3.2)

f ≡ [fα] +
∑

16i6u

([o′i0Xi] + [o′i1Xi] + [DiXi]) mod(2I locB̄ + IB̄(α2)loc)

where
• fα ∈ η̃IB;

• all o′i0 = o′i0(α) ∈ O, o′i1 = o′i1(α) ∈ π′O are such that o′2i0, o
′2
i1 ∈ η̃O;

(If η̃ ∈ O∗0 then we can assume that all o′i0 = 0.)

• all Di ∈ Ō are such that DiXi ∈ IB̄(α, 2)loc := IB̄(α)loc + IB̄(2)loc.

First, there is an α0 ∈ m such that (3.2) holds for trivial reasons with
α = α0. Indeed, if η̃ /∈ O∗0 then use that f 2 ≡ [2](f) ≡ 0 mod η̃IB̄; oth-
erwise, use that [f ]− [f0] ∈ m̄IB̄, where f0 ∈ IB and f ≡ f0 mod m̄IB̄.

By induction on α it will be sufficient to prove that if (3.2) holds
with α = α1 ∈ m̄ then it also holds with α = α2

1.
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Apply Lemma 3.4 with Ī = 2I loc
B̄

to obtain
(3.3)

f = [fα1 ] +
∑

16i6u

([o′i0Xi] + [o′i1Xi] + [D′iXi]) +

∑
r(i)>2

D′iX
i

mod 2I locB̄ ,

where all D′i, D
′
i ∈ Ō, D′iXi ∈ IB̄(α1, 2)loc and D′iX

i ∈ IB̄(α2
1)loc.

By Lemma 3.5 all δLT (o′i0Xi), δLT (o′i1Xi) ∈ η̃IB⊗B + J̄ . Therefore,
the condition δLT (f) ∈ η̃IB0⊗B0 ⊂ η̃IB⊗B implies (use Lemma 3.6) that

∑
16i6u

D′2i Xi ⊗Xi +
∑

i1+i2=i

D′iX
i1 ⊗X i2 ∈ η̃IB⊗B mod(IB̄⊗B̄(α4

1)loc + J̄ )

(Recall that all multi-indices i, i1, i2 are non-zero vectors with coordi-
nates 0 or 1. )

This implies the following properties (cf. first Remark in Subsection
1.9.2):

a) for 1 6 i 6 u, D′2i Xi ⊗ Xi ≡ oiXi ⊗ Xi mod(IB̄⊗B̄(α2
2)loc + J̄ ),

where oi ∈ η̃O;

b) if r(i) > 2 then D′iX
i1⊗X i2 ≡ oiX

i1⊗X i2 mod(IB̄⊗B̄(α2
2)loc+ J̄ ),

where oi ∈ η̃O.

Consider the morphism of multiplication m : B̄ ⊗ B̄ −→ B̄. Then
m(IB̄⊗B̄(α2

2)loc) = IB̄(α2
2)loc, m(J̄ ) = 2I loc

B̄
. Therefore, b) implies that

(D′i− oi)X i ∈ IB̄⊗B̄(α2
2)loc + 2I loc

B̄
and the last summand in (3.3) disap-

pears modulo IB̄(α2
2)loc by contributing to the corresponding fα2 ∈ η̃IB.

If 2|α1 formula (3.2) has been already proved for α = α2 because we
don’t need to change the terms D′iXi.

If α1|2 we should continue with property a). If D′iXi ⊗Xi ∈ J̄ keep
D′i the same. Otherwise, by first Remark from Subsection 1.9.2 we can
assume that D′iXi ⊗Xi ∈ IB̄⊗B̄(α2

2)loc. Consider the elements o′′i0 ∈ O
and o′′i1 ∈ π′O such that oi ≡ o′′2i0 +o′′2i1 mod 2oiπ and o′′2i0 , o

′′2
i1 ≡ 0 mod oi.

Lemma 3.7. [D′iXi]+ [−o′′i0Xi]+ [−o′′i1Xi] ≡
∑

j[D
′
ijXj] mod IB̄(α2

2)loc,

where all D′ij ∈ Ō and D′ijXj ∈ IB̄(α2
2)loc.

Proof. Suppose 1 6 i 6 u0. In this case X2
i ∈ IB(ηi)

loc and property a)
means that (D′2i − oi)ηi ∈ α2Ō. Therefore (use that α2|4), (D′i − o′′i0 −
o′′i1)2ηi ∈ α2Ō, i.e. (D′i − o′′i0 − o′′i1)Xi ∈ IB̄(α2)loc. Also, 0 ≡ D′2i ηi ≡
oiηi ≡ o′′2i0 ηi ≡ o′′2i1 ηi modα1Ō, i.e. o′′i0Xi, o

′′
i1Xi ∈ IB̄(α1)loc.

Suppose u0 < i 6 u. In this case ηi ∈ O∗, Di ∈ m̄ and Xi, X
2
i ∈ IetB .

The relation (D′2i −oi)Xi⊗Xi ∈ IB̄(α2
2)loc means that (D′2i −oi)ηi ∈ α2m̄,

D′2i ηi ≡ (o′′2i0 + o′′2i1 )ηi modα2m̄, (D′i − o′′i0 − o′′i1)2ηi ∈ α2m̄ and again
(Di − o′′i0 − o′′i1)Xi ∈ IB̄(α2

2)loc. Similarly, D′iXi ∈ IB̄(α1)loc means that
0 ≡ D′2i ηi ≡ oiηi ≡ o′′2i0 ηi ≡ o′′2i1 ηi modα1m̄, i.e. o′′i0Xi, o

′′
i1Xi ∈ IB̄(α1)loc.
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Now for any 1 6 i 6 u,

[D′iXi] + [−o′′i0Xi] + [−o′′i1Xi] ≡ [(D′i − o′′i0 − o′′i1)Xi]

−[D′io
′′
i0X

2
i ]− [D′io

′′
i1X

2
i ]− [−o′′i0o′′i1X2

i ] mod IB̄(α2
2)loc

where all terms in the right-hand side belong to
(
IB̄(α1)loc

)2 ⊂ IB̄(α2)loc.

Thus the right-hand side is congruent modulo IB̄(α2
2)loc to

∑
j[D

′
ijXj]

with all D′ij ∈ Ō and D′ijXj ∈ IB̄(α2)loc. Lemma 3.7 is proved. �

Finally, we finish the proof of formula (3.2) with α = α2 by noting
that (use Lemma 3.5)∑

i

([o′i0Xi] + [o′i1Xi])−
∑
i

([−o′′i0Xi] + [−o′′i1Xi]) =

[ã] +
∑
i

([(o′i0 + o′′i0)Xi] + [(o′i1 + o′′i1)Xi]),

where ã ∈ η̃IB.
Clearly, there is α ∈ m̄ such that IB̄(α2)loc ⊂ 2I loc

B̄
. It remains to

apply Lemma 3.4 with Ī = 0 to finish the proof of Main Lemma.

3.8. Elaboration of Main Lemma. Let D = C−1 = (dij) and for
1 6 i 6 u,

Ri =
∑
t

s1<s2

(Xs1 ⊗Xs2 +Xs2 ⊗Xs1)cs1tcs2td
2
ti ∈ IB⊗B.

Then property (C) of the matrix C from Subsection 1.9.1 implies that
all η̃iRi ∈ I locB⊗B. Indeed, if η̃iXs1⊗Xs2 /∈ I locB⊗B then 1 6 i 6 u0 (because
η̃i must belong to O∗0) and u0 < s1, s2 6 u (because Xs1 , Xs2 /∈ I locB ),
but then cs1tdti, cs2tdti ≡ 0 modπ. Therefore, the system of congruences

(3.4)
∑
s

Bscsi ≡ η̃i(Ri +B2
i ) mod IB⊗B(4)loc, 1 6 i 6 u,

has a unique solution (B1, . . . , Bu) mod IB⊗B(4)loc with all Bi ∈ I locB⊗B.
We shall use below the following agreement: if 1 6 i 6 u and α ∈ O

then IB(α)(i) will be equal to IB(α)loc if i 6 u0 and to IB(α) if i > u0.
Same agreement will be used for similar ideals IB⊗B(α), IB̄(α), etc.

Lemma 3.8. With above notation one has

ji ≡
∑
t

η̃tXt⊗Xtdti+2Bi+
∑
t,u

η̃u(Xu⊗Xu)dut(η̃tXt⊗1+1⊗ η̃tXt)dti

+2
∑
t

(η̃tXt ⊗ 1 + 1⊗ η̃tXt)Btdti mod IB⊗B(16)(i)

Proof. It will be sufficient to verify by direct calculations that the right-
hand sides of above congruences give solutions of equalities (1.3) mod-
ulo IB⊗B(16)(i). (When calculating use that the first two summands
belong to IB⊗B(4)(t) and the last two ones – to IB⊗B(8)(t).) �
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One can easily see that the above elements Bi ∈ I locB⊗B appear in the
form

Bi ≡
∑
s1<s2

γs1s2i(Xs1 ⊗Xs2 +Xs2 ⊗Xs1) mod IB⊗B(4)loc

where all γs1s2i ∈ O. Introduce the elements

R̃i =
∑
t

s1<s2

Xs1Xs2cs1tcs2td
2
ti, B̃i =

∑
s1<s2

γs1s2iXs1Xs2

Then

• (B̃1, . . . , B̃u) mod IB(4)loc is a unique solution in I locB mod IB(4)loc

of the congruences
∑

s B̃scsi ≡ η̃i(R̃i + B̃2
i ) mod IB(4)loc ;

• for all i, δ+(B̃i) ≡ Bi mod IB⊗B(4)loc.

Now we can state the following elaboration of Main Lemma.

Proposition 3.9. In Lemma 3.3 the elements Di ∈ Ō, 1 6 i 6 u, and
g :=

∑
r(i)>2DiX

i ∈ IB̄⊗B̄ can be taken in such a way that

a) (D2
i +

∑
s(o
′
s0 + o′s1 + Ds)disη̃i − õi)X2

i ∈ 4IB̄, where 1 6 i 6 u
and all õi ∈ η̃O;

b) g ≡
∑

i(o
′
i0 + o′i1 +Di)B̃i mod IB̄(4)loc.

Remark. Part a) implies that all õi ≡ 0 mod η̃i and if u0 < t 6 u then
õi ≡ 0 modπ. In other words, all õi ∈ (η̃iO)loc.

Proof. Let f̃ := [f ]− [f0]. Then

δLT (f̃) ≡
∑
i

(o′i0 + o′i1 +Di)ji +
∑
i

D2
iXi ⊗Xi

+
∑
i

D2
i (Xi ⊗ 1 + 1⊗Xi)ji + 2δ+(g) mod IB̄⊗B̄(16)loc.

For 1 6 t 6 u, let s(t) =
∑

i(o
′
i0 + o′i1 + Di)dtiη̃t. Then using the

explicit formulas for ji mod IB⊗B(16)(i), 1 6 i 6 u, from Lemma 3.8

we obtain that δLT (f̃) is congruent modulo IB̄⊗B̄(16)loc to∑
t

(D2
t +s(t))Xt⊗Xt+2

∑
t

(o′t0 +o′t1 +Dt)Bt+

∑
t

(D2
t + s(t))(Xt ⊗ 1 + 1⊗Xt)

(
2Bt +

∑
u

dutη̃uXu ⊗Xu

)
+ 2δ+(g).

Follow the coefficient for Xi ⊗Xi, 1 6 i 6 u.
Verify that only the first sum contributes to this coefficient.
Indeed, the second sum does not contribute becauseBt mod IB⊗B(4)loc

is a linear combination of the terms Xs1 ⊗ Xs2 with s1 6= s2. The re-
maining big sum also does not contribute modulo 4I loc

B̄⊗B̄ because:
— 2Bt(Xt ⊗ 1) and 2Bt(1⊗Xt) contribute in the same way;
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— for similar reason it will be sufficient to verify that Xi ⊗Xi can
appear in (η̃uXu ⊗ Xu)(Xt ⊗ 1) with coefficient from 2O; but if this
coefficient is not 0 then u = t and we can use that ηuη̃u = −2.

So, for 1 6 i 6 u, (D2
i + s(i))Xi ⊗ Xi ∈ η̃IB⊗B mod IB̄⊗B̄(16)loc.

Therefore, there is õi ∈ η̃O such that (D2
i + s(i)− õi)ηi belongs to 4Ō.

This proves part a).

The remaining terms in the relation δLT (f̃) ∈ η̃IB⊗B mod IB̄⊗B̄(16)loc

give ∑
i

(o′i0 + o′i1 +Di)Bi + δ+(g) ∈ IB⊗B mod IB̄⊗B̄(4)loc

(use property a) to eliminate the last big sum).

We know that h =
∑

i(o
′
i0+o′i1+Di)B̃i+g is of the form

∑
r(i)>2CiX

i.

Therefore, the relation δ+h ∈ IB⊗B mod IB̄⊗B̄(4)loc implies that h ≡
h0 mod IB̄(4)loc with h0 ∈ IB. So, replacing f0 by f0 − 2h0 we obtain
property b). �

3.9. Explicit calculation of lLT (f). As earlier, f ∈ HLT (H0, µη) is
given via Main Lemma where we can now assume that D1, . . . , Du ∈ Ō
and g ∈ I loc

B̄
satisfy Proposition 3.9. We also set f̃ = [f ] − [f0], LB̄ =∑

i ŌXi, L
loc
B̄

=
∑

16i6u0
ŌXi +

∑
u0<i6u

m̄Xi and define

(η̃LB̄)loc =

{
η̃LB̄ if η̃ /∈ O∗

Lloc
B̄

if η̃ ∈ O∗
(η̃IB̄(4))loc =

{
η̃IB̄(4) if η̃ /∈ O∗

IB̄(4)loc if η̃ ∈ O∗

For 1 6 i 6 u and õi ∈ O from Proposition 3.9, let o′i2 ∈ O and
o′i3 ∈ π′O be such that õi ≡ o′2i2 + o′2i3 mod 2η̃πO and o′2i2, o

′2
i3 ∈ õiO.

Proposition 3.10. With above notation

lLT (f̃) ≡ −
∑
i,l

o′ilXi +
∑
i,l

lLT (o′ilXi) mod((η̃LB̄)loc + (η̃IB̄(4))loc).

(In both sums 1 6 i 6 u and 0 6 l 6 3.)

Proof. Note that (use that all DiXi ∈ IB̄(2))

lLT (DiXi) ≡ DiXi +
D2
iX

2
i

2
+

(
D2
iX

2
i

2

)2

+ 2

(
D2
iX

2
i

2

)4

mod 4IB̄

Rewrite property a) of Proposition 3.9 in the following form

D2
iX

2
i

2
≡ õiX

2
i

2
−
∑
s

(o′s0 + o′s1 +Ds)disη̃iX
2
i mod 2LB̄

Then∑
i

D2
iX

2
i

2
≡
∑
i

õiX
2
i

2
−
∑
s

(o′s0 + o′s1 +Ds)Xs mod 2LB̄
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Property a) also implies that(
D2
iX

2
i

2

)2

≡

(
õ2
i

η̃i
−
∑
s

(o′s0 + o′s1 +Ds)dis

)2 (
X2
i /ηi

)2
mod 4IB̄

The first factor in the right-hand side of the last congruence can be
written in the form(

o′2i2
η̃i

)2

+

(
o′2i3
η̃i

)2

+
∑
s

D2
sd

2
is + η̃Ai

where Ai ∈ Ō and belongs to the maximal ideal m̄ of Ō if u0 < i 6 u.
Then

(
D2
iX

2
i

2

)2

≡
(
o′2i2X

2
i

2

)2

+

(
o′2i3X

2
i

2

)2

+ 2
∑
s

u1<u2

D2
sd

2
isXu1Xu2cu1icu2i

modulo (η̃LB̄)loc + 2(η̃IB̄)loc, because∑
i,s,u

D2
sd

2
isX

2
uc

2
ui ≡

∑
s

D2
sX

2
s ≡ 0 mod 2LB̄.

Note also that

2

(
D2
iX

2
i

2

)4

= 2

(
D2
i ηi
2

)4
(∑

s

X2
s c

2
si + 2

∑
s1<s2

Xs1Xs2cs1ics2i

)2

belongs to 2LB̄ + 4IB̄.
Taking above calculations together we obtain∑

i

lLT (DiXi) ≡ −
∑
i

(o′i0 + o′i1)Xi +
∑
i,l

o′2ilX
2
i

2
+ 2

∑
s

D2
sR̃s ≡

−
∑
i,l

o′ilXi +
∑
i

lLT ([o′i2Xi] + [o′i3Xi]) + 2
∑
s

D2
sR̃s

modulo (η̃LB̄)loc + 2(η̃IB̄)loc because all 2(o′2i2X
2
i /2)4 and 2(o′2i3X

2
i /2)4

belong to 2LB̄ + 4IB̄.
On the other hand we have:

g2 ≡
∑

tD
2
t B̃

2
t mod(η̃IB̄)loc, use Proposition 3.9b);∑

tD
2
t B̃

2
t ≡

∑
t,s(D

2
t /η̃t)B̃scst −

∑
tD

2
t R̃t mod IB̄(4)loc, cf. Subsec-

tion 3.9;

D2
t /η̃t ≡ −

∑
s(o
′
s0 + o′s1 +Ds)dis mod η̃Ō, use Proposition 3.9a).

Therefore,

lLT (2g) ≡ 2(g2 + g) ≡ −2
∑
t

D2
t R̃t mod(η̃IB̄(4))loc

because 2(η̃IB̄)loc, 2IB̄(4)loc, 2η̃I locB⊗B are contained in (η̃IB̄(4))loc.
The Proposition is proved. �
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3.10. Special element h ∈ IB̄ and its properties. With above no-
tation set

h = [f̃ ]−
∑
i,l

[o′ilXi].

Note that [2](h) = [2](f) − [2](f0) −
∑

i,l[2](o′ilXi) ∈ IB′ ⊂ IB̄ and,

therefore, lLT (h) = (1/2)lLT ([2]h) ∈ IB′ ⊗O K. Then by Proposition
3.10

lLT (h) ≡ η̃′l0 mod(η̃IB′(4))loc,

where l0 =
∑

i aiXi with ai ∈ O′ and one has

(3.5) η̃′ai ≡ −
∑
l

o′il mod η̃O′.

In addition, if η̃ ∈ O∗0 then l0 ∈ I locB′ .

Proposition 3.11. a) [2](h) ≡ 2η̃′l0 mod 2(η̃IB′)
loc;

b) δLT (h) ≡ η̃′δ+(l0) mod(η̃′IB′⊗B′(4))loc.

Proof. a) By Main Lemma, h ∈ IB′(2)loc and, therefore, [2](h) ∈
2IB′(2)loc +

(
IB′(2)loc

)2 ⊂ IB′(4)loc, cf. Subsection 2.2.3. The standard

DP-structure on this ideal is topologically nilpotent and 2(η̃′IB′)
loc is its

DP-subideal. Therefore, the congruence lLT ([2]h) ≡ 2η̃′l0 mod 2(η̃IB′(4))loc

implies that [2](h) ∈ 2(η̃′IB′)
loc (use that lLT is bijective on any ideal

with nilpotent divided powers). If [2](h) = 2A with A ∈ (η̃′IB′)
loc then

lLT ([2](h)) ≡ 2Amod 2(η̃IB′)
loc and, therefore, A ≡ η̃′l0 mod(η̃IB′)

loc.
b) Similarly, Main Lemma implies that

δLT (h) ∈ IB′(2)loc ⊗ IB′(2)loc ⊂ IB′⊗B′(4)loc.

Again this ideal has topologically nilpotent DP-structure and in addi-
tion we have

lLT (δLT (h)) = δ+lLT (h) ≡ η̃′δ+l0 mod(η̃IB′⊗B′(4))loc

Proceeding as in a) we obtain δLT (h) ∈ (η̃′IB′⊗B′(4))loc. It remains to
note that then δLT (h)2/2 ∈ (η̃IB′⊗B′(4))loc and, therefore, lLT (δLT (h)) ≡
δLT (h) mod(η̃IB′⊗B′(4))loc. �

Proposition 3.12. For 1 6 i 6 u, (
∑

l o
′2
il ) ηi ∈ η̃2O0 mod 2η̃O.

Proof. We know that [2](f) ∈ η̃2IB0 . On the other hand,

[2](f) = [2](f0) + [2](h) +
∑
i,l

[2](o′ilXi),

where f0 ∈ η̃IB. Note that:

[2](f0) ≡ f 2
0 mod 2η̃IB implies that [2](f0) ∈ η̃2IB0 mod 2(η̃IB)loc;

[2](o′ilXi) ≡ [o′2ilX
2
i ] + [2o′ilXi] mod 2(η̃IB)loc (use that all o′2il ∈ η̃O);

[2](h) ≡ −
∑

i,l[2o
′
ilXi] mod 2(η̃IB′)

loc by the above proposition.
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So,

(3.6)
∑
i,l

[o′2ilX
2
i ] ∈ η̃2IB0 mod 2(η̃IB)loc.

Note that for all i (use just that π2 = π0),

o′2i0, o
′2
i2 ∈ η̃O0 + 2η̃O;

o′2i1, o
′2
i3 ∈ πη̃O0 + 2η̃O;

X2
i ∈ ηiIB0 + 2IB.

This implies that:∑
i

(
[o′2i0X

2
i ] + [o′2i2X

2
i ]
)
≡
∑
i

(
o′2i0 + o′2i2

)
X2
i mod(η̃2IB0 + 2η̃IB)

∑
i

(
[o′2i1X

2
i ] + [o′2i3X

2
i ]
)
≡
∑
i

(
o′2i1 + o′2i3

)
X2
i mod(η̃2IB0 + 2η̃IB)

Clearly,
∑

i (o
′2
i0 + o′2i2)X2

i ∈ η̃IB0 + 2η̃IB and
∑

i (o
′2
i0 + o′2i2)X2

i ∈
πη̃IB0 + 2η̃IB. Therefore, (3.6) implies that for any 1 6 i 6 u,
(o′2i0 + o′2i2)ηi ∈ η̃O0 + 2η̃O and (o′2i1 + o′2i3)ηi ∈ 2η̃O. This proves the
proposition. �

3.11. Introducing M =M(G) ∈ MFeS. Choose a rings identification
κS′O′ : S ′mod te −→ O′mod 2 such that κS′O′ |Smod te = κSO. Consider
l0 =

∑
i aiXi ∈ IB′ from Subsection 3.10 and set

l1 =
∑
i

biXi ≡ (−l0 − η̃′l20 − · · · − η̃′2
n−1l2

n

0 − . . . ) mod 2(η̃′IB′)
loc

Let s̃′, α1, . . . , αu ∈ S ′ be such that κS′O′(s̃
′mod te) = η̃′mod 2 and

κS′O′(αi mod te) = bi mod 2 for 1 6 i 6 u.
Introduce M′ = M′(G) = (M ′0,M ′1, ϕ′1) ⊃ N ′ := N ⊗S S ′ such

that M ′0 = m′S ′ ⊕ (N0 ⊗S S ′), M ′1 = m′1S ′ + (N1 ⊗S S ′) ⊂M ′0 with
m′1 = s̃′m′ +

∑
i αini, and ϕ′1(m′1) = m′.

Proposition 3.13. a) M′ ∈ MF2e
S′;

b) there is M =M(G) ∈ MFeS such that M′ =M⊗S S ′.

Proof. a) M′ ∈ MF2e
S′ means that tem′ ∈ M ′1, i.e. for 1 6 i 6 u, one

has tes̃−1αi ≡ 0 mod s̃i or, equivalently,

(tes̃−1
i )αi ≡ 0 mod s̃.

Using (3.5) and the identification κS′O′ we can rewrite these congru-
ences in the form (

∑
l o
′
il) η

′
i ≡ 0 mod η̃ or equivalently, (

∑
l o
′2
il ) ηi ≡

0 mod η̃2. Clearly, these conditions follow from Proposition 3.12.
b) The criterion of the existence of a descent M of M′ to S from

Proposition 1.4 can be specified in our case in the following form: for
all 1 6 i 6 u, αi ∈ Smod s̃iS

′.
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Using the identification κS′O′ we rewrite these conditions in the form
b̃i mod η̃′i ∈ Omod η̃′. By (3.5) we can replace them by

∑
l o
′
il ∈

Omod η̃′iη̃
′, then by

∑
l o
′2
il ∈ O0 mod η̃iη̃ and finally by (

∑
l o
′2
il )ηi ∈

O0 mod 2η̃O. But this is given again by Proposition 3.12. �

3.12. Construction of isomorphism GO(M) ' G. We know that
G = SpecA, where A = B[X], [2](η̃X) = [2](f) ∈ (η̃2I locB0

⊂ (η̃2IB)loc

and δLT (η̃X) = δLT (f) ∈ (η̃IB0⊗B0)
loc ⊂ (η̃IB⊗B)loc.

Let A′ = A ⊗O O′ and let Z ∈ IA′ be such that η̃′Z = [η̃X] −∑
i,l[o

′
ilXi]. Note that

(3.7) Z + η̃′−1
∑
i,l

o′ilXi ≡ Z − l0 ≡ Z + l1 ≡ 0 mod η̃′IA′

Proposition 3.14. a) η̃′Z ∈ (η̃′IA′(2))loc;
b) δ+(Z − l0) ≡ η̃′IA′⊗A′(4);
c)η̃′(Z2/2) ≡ Z + l1 mod(η̃′IA′(4))loc.

Proof. a) By Proposition 3.11a), [2](η̃′Z) = [2](h) ≡ 2η̃′l0 mod 2(η̃IB′)
loc.

This implies (η̃′Z)2 ∈ 2(η̃′IA′)
loc, i.e. η̃′1/2Z ∈ IA′(2)loc. If η̃ ∈ O∗0 then

a) is proved. Continue with the following congruence

lLT (η̃′Z) = lLT (h) ≡ η̃′l0 mod(η̃IB′(4))loc

(cf. Proposition 3.10). It implies that

(3.8) Z − l0 + η̃′(Z2/2)(1 + η̃Z2/2) ∈ (η̃′IA′(4))loc.

By (3.7) (Z − l0)/η̃′ ∈ IA′ and 1 + η̃(Z2/2) ≡ 1 mod η̃′IA′ is invertible
(use that η̃ /∈ O∗0). Therefore, Z2/2 ∈ IA′ and a) is completely proved.

b) By proposition 3.11b), δLT (η̃′Z) ≡ η̃′δ+l0 mod η̃IB′⊗B′(4). It re-
mains to note that Z ∈ IA′(2) implies that

δLT (η̃′Z) ≡ δ+(η̃′Z) mod η̃IA′⊗A′(4).

c) Iterating (3.8) we obtain

η̃′(Z2/2) ≡ Z − l0 − η̃′(η̃′Z2/2)2 ≡ Z − l0 − η̃′l20 − η̃′3(η̃′Z2/2)4

≡ Z − l0 − η̃′l20 − · · · − η̃′2
n−1l2

n

0 − · · · ≡ Z + l1 mod (η̃′IA′(4))loc.

The proposition is proved. �

Consider the ideals JA′ and JA′⊗A′ , cf. Subsection 1.3.

Corollary 3.15. There is Z̃ ∈ IA′ such that

a) Z̃ ≡ (η̃′IA′(4))loc;

b) η̃′(Z̃2/2) ≡ Z̃ + l1 mod η̃′JA′;

c) δ+(Z̃), δ+(Z̃2/2) ∈ JA′⊗A′.
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Proof. Let Z̃ = η̃′(Z2/2)− l1.
Part a) follows directly from Proposition 3.14.
Because (η̃′IA′(4))loc ⊂ IA′(2) this implies that

(3.9) Z̃2/2 ≡ Z2/2 mod JA′

and we obtained part b).
By Proposition 3.14b), δ+Z ∈ IA′⊗A′(4). This implies that δ+(Z2/2) ∈

JA′⊗A′ , use Proposition 3.14a). So, δ+Z̃ ∈ JA′⊗A′ and by (3.9) we ob-

tain δ+(Z̃2/2) ∈ JA′⊗A′ . �

By above Corollary the correspondences m′ 7→ Z̃2/2 mod JA′ and

m′1 7→ Z̃ mod JA′ give a map of filtered modules M′ −→ ι(A′). This
gives a morphism of O′-algebras Π′ : A(GO′(M′)) −→ A′. By Propo-
sition 1.12 we can assume that Π′ is also a morphism of coalgebras.
Both these coalgebras contain B′ = B ⊗O O′ and Π′|B′ is isomor-
phism. Similarly, both the coalgebras have as their quotient the coal-
gebra A(µη)⊗O′ and Π′ induces on it a coalgebra isomorphism as well.
This implies that Π′ is isomorphism of coalgebras and Theorem 3.1 is
completely proved.
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