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Abstract

We investigate the effectiveness of the partition-of-unity finite element method for transient
conduction-radiation problems in diffusive grey media. The governing equations consist of a semi-
linear transient heat equation for the temperature field and a stationary diffusion approximation
to the radiation in grey media. The coupled equations are integrated in time using a semi-implicit
method in the finite element framework. We show that for the considered problems, a combination
of hyperbolic and exponential enrichment functions based on an approximation of the boundary
layer leads to improved accuracy compared to the conventional finite element method. It is illus-
trated that this approach can be more efficient than using h adaptivity to increase the accuracy of
the finite element method near the boundary walls. The performance of the proposed partition-
of-unity method is analyzed on several test examples for transient conduction-radiation problems
in two space dimensions.

Keywords. Finite-element method; Partition-of-unity method; Transient conduction-radiation
problems; Simplified P1 approximation; Radiative heat transfer

1 Introduction

Transient conduction-radiation problems are encountered in many physical and engineering areas such
as nuclear reactors [16, 19], gas turbine combustion chambers [36, 40], glass manufacturing [44, 41],
and radiation hydrodynamics [33, 22]. The physical phenomena in these areas results in thermal
energy transfer by conduction inside solids and/or convection from gas flow on the one hand and by
radiation on the other. General details on physical and mathematical descriptions of these models
have been addressed in a number of books and papers by, see for instance [23, 22, 19, 44].

It is common for studies on heat transfer to neglect other modes of heat transport such as thermal
radiation. This mainly because the modelling of radiative transfer involves complex mathematics, high
computational cost and significant uncertainty concerning the optical properties of the participating
media and surfaces. However, radiation can interact strongly with conduction in many situations of
engineering interest; see for example [18, 20] and further discussions can be found therein. Ignoring
radiative transfer may introduce significant errors in the overall predictions.

In a geometrical closed Lipschitz domain D with boundary ∂D containing an absorbing and
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emitting grey material, the radiative heat transfer (RHT) equations in dimensionless form are

ε2
∂T

∂t
− ε2∇ ·

(
λ∇T

)
= −κ

(
4πB(T )−

∫
S2

IdΩ
)
, (x, t) ∈ D × [0, T ), (1a)

εΩ · ∇I + (σ + κ) I =
σ

4π

∫
S2

IdΩ+ κB(T ), (x,Ω) ∈ D × S2, (1b)

ελn(x̂) · ∇T + ℏT = ℏTb, (x̂, t) ∈ ∂D × [0, T ), (1c)

I(x̂,Ω) = B(Tb), (x̂,Ω) ∈ ∂D− × S2, (1d)

T (x, 0) = T0(x), x ∈ D, (1e)

where x is the space coordinate, t the time variable, λ the thermal conductivity, ℏ the convective
heat transfer coefficient, κ the absorption coefficient, σ the scattering coefficient, S2 the unit sphere,
T is the medium temperature, T0 is a given initial temperature, Tb is a given temperature of the
surrounding, and n(x̂) denotes the outward normal at x̂ with respect to ∂D . In (1), ε ∈ (0, 1] is a
diffusion scale, [0, T ] is the time interval, B(T ) = aRT

4 is the Planck function in the grey medium
(with aR is the Boltzmann constant), I = I(x,Ω) is the spectral intensity at the space point x and
along the direction Ω, and φ is the mean radiative intensity defined as

φ(x) =

∫
S2

I(x,Ω)dΩ.

In (1d), ∂D− =
{
x̂ ∈ ∂D : n(x̂) · Ω < 0

}
. Here the radiative intensity I(x,Ω) is known only

for the outgoing angle directions and it is part of the unknown solution for the remaining angle
directions. In the full simulation of radiative heat systems (1), the radiative transfer equation (1b),
which is an integro-differential equation, must be solved along with the partial differential equations
of material, momentum, energy transport and chemical reactions as a fully coupled system [22]. The
most accurate procedures available in the literature for computing radiative transfer are the zonal
and Monte Carlo methods [23]. However, these methods are not widely applied in comprehensive
heat transfer calculations due to their large computational time and storage requirements. Also, the
equations of radiative transfer are in non-differential form, a significant inconvenience when solved
in conjunction with the differential equations of heat conduction, flow and combustion. Most of
the current work on modeling energy transport in high-temperature media or chemically reacting
flows uses computational fluid dynamics (CFD) codes, see for instance [33, 22, 40]. Therefore, the
models for solving the radiative transfer must be compatible with the numerical methods employed
to solve the reacting flow equations. The zonal and Monte Carlo methods for solving the radiative
transfer problems are incompatible with the mathematical formulations used in CFD codes, and
require prohibitive computational times for the spatial resolution desired. The Sn discrete-ordinate
methods [8] appear to be reasonable compromises for solving the radiative transfer equations, but
still one has to deal with large systems of algebraic equations, resulting from discretizing angle and
space coordinates, that may be detrimental to the efficiency of the CFD code; see [37, 36] and further
references are therein.

Approximate models for radiative heat transfer problems (1) have also been derived and widely
used in the literature. As examples for such approximations we cite the diffusion (Rosseland) ap-
proach and the simplified PN equations, see [34, 9, 17, 40] among others. These simplified models
are derived by asymptotic analysis and perform very well when the medium under consideration is
isotropic and optically thick (opaque). In fact, in an opaque medium the system is close to a ra-
diative equilibrium for which assumptions of diffusion and simplified PN equations are satisfied. In
this paper, we consider the simplified P1 approximation to the conduction-radiation problem. The
simplified PN approximations were first proposed in [10] and theoretically studied in [16]. In [17, 41]
the simplified PN approximations have been extensively studied for radiative transfer in glass manu-
facturing, while in [9] they have been implemented for radiation in gas turbines. The simplified PN
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approximations have also been studied in [2] for internal radiation in crystal growth. The main advan-
tage in considering simplified PN approximations is the fact that the conduction-radiation equations
are transformed to a mixed set of parabolic-elliptic equations independent of the angular directions,
facilitating their numerical solution. Furthermore, comparisons presented in the previous references
proved that in optically thick media (large absorption) the simplified PN models approach the full
radiative heat transfer problem with a lower computational cost and give results which are more
accurate than those obtained by the classical Rosseland approach traditionally used by physicists.
Thus, in the present study we consider the simplified P1 approximation of the RHT equations (1).
Based on an asymptotic analysis with respect to ε reported in [16, 17, 36], the conduction-radiation
model considered in this study refers to the following equations

∂T

∂t
−∇ ·

(
λ∇T

)
= ∇ ·

( 1

3 (σ + κ)
∇φ
)
, (x, t) ∈ D × (0, T ],

−∇ ·
( ε2

3 (σ + κ)
∇φ
)
+ κφ = 4πκB(T ), x ∈ D,

ελn(x̂) · ∇T + ℏT = ℏTb, (x̂, t) ∈ ∂D × (0, T ], (2)

φ+
2ε

3 (σ + κ)
n(x̂) · ∇φ = 4πB(Tb), x̂ ∈ ∂D,

T (x, 0) = T0(x), x ∈ D.

The partition of unity method was introduced by Melenk and Babuška [21], who showed that the
use of interpolation functions with the classical partition of unity property allows the approximation
space in a numerical approximation, such as the finite element method (FEM), to be enriched by the
inclusion of other functions suitable for the problem at hand. The approach may be seen as a variety
of the Trefftz methods. This development has spawned a large volume of literature on enriched finite
element approximations (we abbreviate this PUFEM) and boundary element approximations. To
date, most researchers have sought to apply the method to high frequency wave problems and fracture
mechanics. Formulations are emerging in which the enrichment functions themselves are determined
adaptively [45, 42]. The PUFEM for waves appears in different forms; there is the nodal plane wave
basis [30, 14, 25, 6], the discontinuous enrichment method [7], the ultraweak variational formulation
[11] and the variational theory of complex rays [13]. Almost all authors enrich the approximations
with sets of plane waves (scalar waves for Helmholtz problems or with directional components for
elastodynamic waves), since solutions to the governing differential equations can be written as linear
combination of plane waves. Enriched boundary integral/boundary element solutions have been seen
in the early microlocal discretization method [4], which predated [21], and were further investigated
in a series of papers by Perrey-Debain et al. [31, 32] in addition to [3, 15, 5, 1, 42]. The PUFEM
has also been applied to enrich approximations locally around some feature; a notable example of
this is the eXtended Finite Element Method (XFEM) [24]. Here the enrichment functions are taken
from the leading order term in the asymptotic expansions for displacement components immediately
surrounding a crack tip. This idea has permeated into enriched meshless methods [28] and boundary
element methods [39, 38] with some considerable benefits found. The PUFEM has also been applied in
[27] to solve convection-diffusion problems in one space dimension. Further enrichment functions have
since been applied to problems involving transient thermal effects. Van der Meer et al. [43] developed
a set of algorithms to study time-dependent geothermal problems using enrichment functions that
approximate the solution at each time step. The evolution of thermal gradients with time is considered
by updating the shape functions so that they remain optimal at each time. O’Hara et al. [29] presented
a global-local enriched formulation for transient heat transfer, in which a linear interpolative basis
is augmented by an exponential function of space or space and time as well. Time dependent shape
functions are used to handle the transient nature of the problem, and these are supplemented by local
analysis using various techniques in regions of high thermal gradient.
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To summarize the foregoing literature review, we have discussed the following developments: (i)
the use of simplified PN models to approximate the radiative heat transfer equations, and (ii) the
Partition of Unity enrichment of discrete numerical models for the solution of partial differential
equations. This article is the first to combine these, i.e. to use Partition of Unity enrichment to offer
greater accuracy and computational efficiency in the finite element solution of transient conduction-
radiation problems. We consider multiple enrichment functions in the finite element solution using
Gaussian and hyperbolic functions. This combination of functions is useful to approximate the solu-
tion behaviour which develops in phases over the simulation time. At the earliest phase the solution
is characterized by steep boundary layers [41, 35]. This phase is approximated using a class of steep
hyperbolic functions. As the simulation time evolves the boundary layer becomes smooth as the
temperature difference between the central part of the domain and its boundary becomes gradual
rather than sudden. To capture this effect in the solution a family of Gaussian functions is used for
the enrichment.

The objective of the present work is first to introduce the PUFEM for solving the transient
conduction-radiation problems (2) that are defined using two boundary-value problems coupled over
the solution domain. The second advancement in this paper is to exploit a very powerful feature of
the PUFEM where two types of enrichment, one for the radiation and the other for conduction, are
used over the same mesh. Another key advance over the earlier PUFEM approaches [43, 29] is the
use of multiple enrichment functions, and this enables considerable efficiency gains to be made since
the matrix expression of the problem may be reused throughout the time stepping procedure, and
does not have to be (expensively) recalculated and reduced at each time step. One other objective
is also to investigate how the PUFEM performs against the conventional FEM to predict thermal
radiation using unstructured grids. Towards this goal, transient conduction-radiation heat transfer
problems in several enclosures are considered. For various parameters like the optical thickness, the
conduction-radiation parameter and the boundary temperature, results of the PUFEM are compared
with those computed using the standard FEM and compared against each other. Effects of the spatial
and temporal resolutions on the results are also made. The number of time steps and CPU times for
the converged solutions are also reported. The PUFEM results obtained for the simplified P1 model
are compared to the solution of the radiative heat transfer using the diffusion synthetic acceleration
and to the widely used Rosseland approach. To the best of our knowledge, there are no such research
studies on the numerical simulation of transient conduction-radiation problems using the PUFEM.

The organization of this paper is as follows. In Section 2, we formulate the partition-of-unity
finite element method for the numerical solution of coupled conduction-radiation equations. This
section includes a semi-implicit scheme for the time integration and the finite element method for
space discretization. Numerical results are presented in Section 3. Section 4 contains concluding
remarks.

2 Partition-of-unity finite element method

In this section we formulate the proposed enriched partition-of-unity finite element method for the
numerical solution of coupled conduction-radiation equations (2). As in many finite element methods
for partial differential equations of parabolic type the spatial and temporal discretizations are treated
by the method of lines. In the current work we first discretize the time using a semi-implicit time
stepping method then the obtained semi-discrete problem is discretized in space using the enriched
partition-of-unity finite element method.

2.1 Time integration procedure

To integrate the equations (2) we divide the time interval [0, T ] into equi-distributed subintervals
[tn, tn+1] with length ∆t = tn+1 − tn for n = 0, 1, . . . . We use the notation wn to denote the value
of a generic function w at time tn. Hence, applied to the system (2) a semi-implicit time stepping
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scheme results in

Tn+1 − Tn

∆t
−∇ ·

(
λ∇Tn+1

)
= ∇ ·

( 1

3 (σ + κ)
∇φ
)
, (3a)

−∇ ·
( ε2

3 (σ + κ)
∇φ
)
+ κφ = 4πκB(Tn), (3b)

ελn(x̂) · ∇Tn+1 + ℏTn+1 = ℏTb, (3c)

φ+
2ε

3 (σ + κ)
n(x̂) · ∇φ = 4πB(Tb), (3d)

T 0(x) = T0(x). (3e)

Notice that the mean radiative intensity φ does not depend explicitly on the time variable, however
its dynamics depends on the time evolution of the medium temperature. Thus, one could replace
the mean radiative intensity φ in (3) by φn+1 to emphasis its implicit dependence on the time. The
procedure to advance the solution from the time tn to the next time tn+1 can be carried out in the
following two steps:

Step 1. Radiation stage: Solve the equations (3b) and (3d) for φn+1.

Step 2. Conduction stage: Solve the equations (3a), (3c) and (3e) for Tn+1.

For simplicity in presentation we rewrite the equations for Tn+1 and φn+1 in a compact form as

U −∇ ·
(
A∇U

)
= F, (4a)

αU + n(x̂) · ∇U = f, (4b)

where, for the mean radiative intensity U = φn+1

A =
ε2

3 (σ + κ)
, F = 4πB(Tn), α =

3 (σ + κ)

2ε
, f =

6 (σ + κ)

ε
πB(Tb).

For the temperature field U = Tn+1

A = λ∆t, F = Tn +∇ ·
( ∆t

3 (σ + κ)
∇φn+1

)
, α =

ℏ
ελ

, f =
ℏ
ελ

Tb.

Note that the above time integration scheme is only first-order accurate and conditionally stable.
Other high-order semi-implicit methods can also be applied. In the solution procedure, only linear
systems have to be solved at each time step to update the temperature and the mean radiative
intensity. We should also point out that the source term in the radiation step contains the explicit
temperature variable Tn. It is possible to treat this term implicitly by solving first the conduction
stage followed by the radiation stage. In the considered test examples, both treatments produce
the same results. Another way to solve the above equations is to involve all the stages implicitly
in time and solve one single equation of the form (4) for U = (Tn+1, φn+1)T . This will result in a
single linear system, compared to two systems from before. However, the solution of this system is
much more computationally demanding not only because it is twice as large as when T or φ are solved
separately, but also because it is much denser and it loses its symmetry. This approach would increase
the accuracy of the model somewhat, but since the focus of this paper is the PUFEM enrichment we
present our algorithm using the simpler and less expensive scheme.
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2.2 Spatial discretization procedure

The starting point for the use of the finite element method is the weak formulation of the correspond-
ing semi-discrete equations (4). We proceed as in the conventional finite element formulations by
multiplying equation (4a) by a weighting function W and then integrating over D. This yields∫

D

(
A∇W · ∇U +WU

)
dx−

∮
∂D

AW∇A · ndx =

∫
D
WFdx. (5)

Substituting the boundary condition (4b) in the equation (5) gives us the statement of the problem
to be solved in weak form, i.e. find U ∈ H1(D) such that:∫

D

(
A∇W · ∇U +WU

)
dx+

∮
∂D

AW
(
αU − f

)
dx =

∫
D
WFdx , ∀ W ∈ H1(D), (6)

where H1(D) denotes the set of square integrable functions whose first derivatives are also square
integrable. To solve the weak form (6) with the finite element method, first the domainD is discretized.
To perform this step, we generate a quasi uniform partition Dh ⊂ D of Ne elements Kj that satisfy
the following conditions:

(i) Dh =

Ne∪
j=1

Kj .

(ii) If Ki and Kj are two different elements of Dh, then

Ki ∩ Kj =


Pij , a mesh point, or

Γij , a common side, or

∅, empty set.

(iii) There exists a positive constant k such that for all j ∈ {1, · · · , Ne}, rj
hj

> k (hj ≤ h), where rj
is the radius of the circle inscribed in Kj and hj is the largest side of Kj .

The classical conforming finite element space for the solution is defined as

Vh =
{
uh ∈ C0(D) : uh

∣∣
Kj

∈ P (Kj), ∀ Kj ∈ Dh

}
, (7)

with

P (Kj) =
{
p(x) : p(x) = p̂ ◦ Y −1

j (x), p̂ ∈ Pm(K̂)
}
,

where p̂(x) is a polynomial of degree ≤ m defined on the element K̂j and Pm(K̂) is the set of
polynomials of degree ≤ m defined on the element of reference K̂. Here Yj : K̂ −→ Kj is an invertible
one-to-one mapping.

Next, we formulate the finite element solution to U as

U ≃ unh(x) =

Nd∑
j=1

unjNj(x), (8)

where Nd is the number of solution mesh points in the partition Dh. The functions unj are the

corresponding nodal values of unh(x). They are defined as unj = unh(xj) where {xj}Nd
j=1 are the set of

solution mesh points in the partition Dh. In (8), {Nj}Nd
j=1 are the set of global nodal basis functions of

Vh characterized by the property Ni(xj) = δij with δij denoting the Kronecker symbol. We introduce
{x1, . . . ,xM} as the set of M nodal points in the element Kj . Hereafter, unless otherwise stated, the
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subscripts h and j are used to refer to coefficients associated with the whole mesh Dh and a mesh
element Kj , respectively. The standard approximation space is then defined as

Ṽ 0
h = span

Nh, uh =

Nd∑
j=0

ujNj

 .

Note that Ṽ 0
h is a discrete form of the generalized space Vh. Using the partition of unity method [21] it

is possible to enrich the solution space with basis functions that have better approximation properties
than the conventional polynomial basis functions. To enrich the solution space here we propose two
types of enrichment functions. The form of the enrichment functions is not derived analytically;
instead, the nature of these functions is suggested by the typical temperature distributions found in
the literature for the class of problems we study. We use one family of functions (Gaussian functions)
in order to capture typical distributions around sources, and a second family of functions (hyperbolic
tangents) in order to capture the high thermal gradients that are typical across boundary layers. The
first type of enrichment is a Gaussian function defined in [26] as

Ggauss
q (x, y) =

exp

(
−
(
R

C

)mq
)
− exp

(
−
(
Rc

C

)mq
)

1− exp

(
−
(
Rc

C

)mq
) , q = 1, 2, . . . , Q, (9)

where R := ∥x− xc∥ is the distance from the function control point xc = (xc, yc)
T to the point

x = (x, y)T . The constants Rc and C control the shape of the Gaussian function Ggauss
q . The global

derivatives of this function are given by

∂Ggauss
q

∂x
= −mq

exp

(
−
(
R

C

)mq
)

1− exp

(
−
(
Rc

C

)mq
)R(mq−2)

Cmq
(x− xc),

∂Ggauss
q

∂y
= −mq

exp

(
−
(
R

C

)mq
)

1− exp

(
−
(
Rc

C

)mq
)R(mq−2)

Cmq
(y − yc).

The second type of enrichment is a hyperbolic tangent function, which is selected because of its ability
to model a locally high gradient in an otherwise uniform field. This enrichment may be applied to an
edge, e, forming part of ∂D. For example, if an edge lies at the position x = xe such that the domain
D lies in x > xe, we define a family of enrichment functions

Ḡtanh
le =

V1 + V2

2
+

V1 − V2

2
tanh

(
x− xe
hl

)
, l = 1, 2, . . . , L, (10)

where V1, V2 and hl are the control parameters of the functions Ḡtanh
le . Such families of functions may

be written for all appropriate edges comprising ∂D. The global derivatives are then given by

∂Ḡtanh
le

∂x
=

(V1 − V2)

2hl

(
1− tanh2

(
x− xe
hl

))
,

∂Ḡtanh
le

∂y
= 0.
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Another variation of this function considered here is for a circular edge r = re where polar coordinates
are used

Ḡtanh
le =

V1 + V2

2
+

V1 − V2

2
tanh

(
r − re
hl

)
, l = 1, 2, . . . , L, (11)

with r being the radial coordinate. Then the global derivatives are given by

∂Ḡtanh
le

∂x
=

x(V1 − V2)

2rhl

(
1− tanh2

(
r − re
hl

))
,

∂Ḡtanh
le

∂y
=

y(V1 − V2)

2rhl

(
1− tanh2

(
r − re
hl

))
.

In the present work, we consider hyperbolic tangent enrichment as the summation of functions Ḡ over
all edges at which boundary layers may develop, i.e. the family of these enrichment functions to be
injected into the analysis is

Gtanh
l =

NE∑
e=1

Ḡtanh
le , l = 1, 2, . . . , L (12)

where NE is the number of edges over which this enrichment is applied. Note that the Gaussian
enrichment is used to approximate the diffusion effect inside the physical domain whereas, the hyper-
bolic tangent enrichment is used to approximate a sharp gradient across the boundary layer at the
edges. To illustrate the different types of enrichment we display them in Figure 1. The two variations
of Gtanh

l are shown with the first variation being taken as the sum over the four edges of a square
domain.

If a combination of the two types of enrichment is to be used, the nodal values as in (8) can be
rewritten at any time t = tn as

unj =

Q∑
q=1

Aq,n
j Ggauss

q +
L∑
l=1

Bl,n
j Gtanh

l . (13)

The finite element method is now used to find the values of the new set of unknowns Aq,n
j and Bq,n

j

instead of the nodal values unj as before. Using the nodal values (13) to rewrite (8) we obtain

unh =
M∑
j=1

Q∑
q=1

Aq,n
j NjG

gauss
q +

M∑
j=1

L∑
l=1

Bl,n
j NjG

tanh
l . (14)

Thus, the new approximation space becomes

Ṽ 1
h = span

{
NjG

gauss
q ,NjG

tanh
l , j = 1, 2, . . . , Nd, q = 1, 2, . . . , Q, l = 1, 2, . . . , L

}
.

It is worth remarking that the proposed enrichment functions are written in terms of the global
coordinates x, but they are multiplied by the nodal shape functions Nj . In this sense the additional
enrichment takes on a local character. While different authors have used time-dependent enrichment
in solving diffusion problems (see for example [29, 43]), it is evident that the enrichment proposed
here for transient conduction-radiation problems is time independent. This is possible because the use
of families of enrichment functions permits the temporal nature of the solution to be approximated
as well as the spatial behavior. Typically, the enrichment functions having high gradients are most
useful in the immediate aftermath of a thermal shock, while those varying more slowly are useful at
later time steps when the temperature field becomes more uniform. At each time step, the solution
procedure automatically provides the amplitudes of the different enrichment functions used. A major
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mq = 1 mq = 2 mq = 3 mq = 4

hl = 0.01 hl = 0.05 hl = 0.1 hl = 0.5

hl = 0.01 hl = 0.05 hl = 0.1 hl = 0.5

Figure 1: Illustration for different orders of enrichment functions of the Gaussian (first row) and the
hyperbolic tangent on four edges of a square (second row) and on a circle (third row).

advantage of this time independence is the ability to retain the system matrix assembled at the first
time step to be reused at later time steps without alteration. Since only the right-hand side of the
linear system of equations changes at subsequent time steps, one may factorize the matrix using
an LU decomposition at the first time step; thus, the solution is reduced into backward/forward
substitutions. This can significantly increase the efficiency when a large number of time steps is
needed, compared to updating the matrix and fully solving the system at every time step. We note
that conventional finite element schemes also offer time independence, but the considerably greater
system size may preclude us from computing, storing and re-using an LU decomposition.

3 Numerical results and applications

We present numerical results for three enclosures to solve conduction-radiation problems and also to
compare the efficiency of the PUFEM proposed in the present study to the standard finite element
method. The main goals of this section are to illustrate the numerical performance of the PUFEM
algorithm described above and numerically to verify its capability to solve transient conduction-
radiation problems. In all the computations reported herein, we take values of the Boltzmann constant
aR = 5.67× 10−8, the thermal conductivity λ = 1, the convective heat transfer ℏ = 1, the scattering
coefficient σ = 0, the absorption coefficient κ = 1. In all selected examples, the enclosures of the
initial temperature T0 = 1000 are suddenly placed in a lower temperature Tb = 300 and left to cool
down. The instantaneous change in the ambient temperature causes a sharp drop in temperature
across a boundary layer which can be very thin depending on the physical properties of the enclosure.
As a thinner layer is considered the problem becomes more challenging to solve with the conventional
finite element method. To take this effect into consideration two values ε = 1 and ε = 0.1 are
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FEM1F (997 nodes, 1840 elements) PUFEM1 (17 nodes, 24 elements) FEM1C (118 nodes, 198 elements)

FEM2F (3507 nodes, 6796 elements) PUFEM2 (53 nodes, 68 elements) FEM2C (419 nodes, 764 elements)

Figure 2: Coarse meshes (first row) and fine meshes (second row) used for the comparison between
the FEM and the PUFEM for the conduction-radiation in a square enclosure.

considered, which correspond to two different optical regimes. Except where otherwise stated, we
fix the timestep size ∆t to 10−5 and temperature distributions are displayed for different times.
In addition, to evaluate elementary matrix entries all the integrals are evaluated numerically using
standard Gaussian quadrature. The number of integration points is chosen to be enough so that
the results are not affected by the integration errors. It should be stressed that for most of the test
examples considered in this paper, the total number of integration points used in the PUFEM is
smaller than in the corresponding FEM model. The resulting linear systems of algebraic equations
are solved using a direct solver. All the computations are performed on an Intel R⃝ Xeon R⃝ PC with
24 GB of RAM and 2.93 GHz. The codes only take the default optimization of the machine, i.e. they
are not parallel codes.

3.1 Conduction-radiation in a square enclosure

As a first test example we consider conduction-radiation in the unit square D = [0, 1] × [0, 1]. Our
objective from this example is to verify the performance of the PUFEM compared to the conventional
FEM in terms of accuracy and efficiency. Two sets of meshes (marked with 1 and 2) are considered,
each containing two FEM meshes and one PUFEM mesh, as shown in Figure 2. The FEM meshes are
chosen such that in each set, one mesh (marked with C) has a similar number of degrees of freedom to
the enriched PUFEM and the second set (marked with F) has about 9 times more degrees of freedom.
The meshes of the second set are finer compared to the corresponding meshes in the first set. The
results in this example are referred to as PUFEM1, PUFEM2, FEM1C, FEM2C, FEM1F and FEM2F.
To this end we solve this test example using the PUFEM and FEM and compare the results of each
set together. Note that for this example only linear finite elements are considered in our simulations.
Seven enrichment functions are used for the PUFEM results, comprising four Gaussian functions, i.e.
Q = 4, and three hyperbolic tangent functions, i.e. L = 3. The hyperbolic enrichments Gtanh

l are
selected to be the sum of four hyperbolic tangent functions at all four edges of the square domain,
i.e. NE = 4. It should be stressed that in industrial applications it is common to use adaptive mesh
refinement when solving this type of problems with the FEM. However, to present a clear and direct
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Table 1: L∞-errors in the temperature obtained using the PUFEM and the FEM on the considered
meshes at ε = 1 and ε = 0.1 for the conduction-radiation in a square enclosure.

Coarse mesh Fine mesh

# time steps PUFEM1 FEM1F FEM1C PUFEM2 FEM2F FEM2C

10 1.84 3.75 9.47 0.98 1.46 7.64

ε = 1 50 0.53 1.07 7.19 0.18 0.35 3.15

100 0.31 0.59 4.78 0.11 0.20 1.77

10 2.80 2.79 15.05 1.33 1.28 6.49

ε = 0.1 50 0.91 1.84 3.88 0.33 0.48 1.37

100 0.24 1.33 1.79 0.24 0.29 1.35

comparison of the new PUFEM formulation and the FEM, we keep the mesh unchanged throughout
the time domain in this work.

Since the analytical solution for this problem is not available a reference solution is computed using
a very fine mesh with 16685 nodes. To quantify the results obtained using the PUFEM we summarize
in Table 1 the L∞-error in the temperature obtained using the PUFEM and the reference solution
at three time steps, n = 10, 50 and 100. The L∞-norm is used to quantify the errors rather than the
L2-norm as it is crucial to recover the temperature field accurately everywhere in the computational
domain, especially in regions of high thermal gradient, in order to have an accurate prediction of the
physical properties. We note that the L∞-norm and L2-norm follow similar trends. The L∞-error
in the temperature field obtained using the FEM and the reference solution are also included in this
table where the results of each set are compared. As can be seen, for all considered values of the
optical scale ε, in the first set PUFEM1 is more accurate than FEM1C and FEM1F. In the second
set, the PUFEM2 produces smaller errors than those appearing in FEM2C and in general than those
obtained with FEM2F. Note that as the number of time steps increases the errors decrease in all the
methods but still the PUFEM is more accurate than the FEM. This can be attributed to the fact that
larger errors in the temperature are localized at the enclosure walls where the temperature gradient
is very large. Due to the diffusion nature of the problem, smooth solutions are expected as the time
evolves and small errors are obtained in the temperature. As the steady-state regime develops, all the
methods are expected to produce similar errors in the temperature field. To demonstrate this behavior
further, we display in Figure 3 the time evolution of the differences, ∆T , between the temperature
field obtained using the PUFEM1 and the reference solution at the square corner corresponding to
(x = 0, y = 0) for the first set. The differences in the temperature field obtained using FEM1C and
FEM1F and the reference solution are also included in this figure. The results for the simulations
in the second set are presented in Figure 4. As expected, larger values of differences in temperature
are obtained on the coarse meshes than on their fine counterpart. As can be seen in the displayed
results, at the earlier cooling stage the temperature differences exhibit a faster decay at ε = 0.1 than
at ε = 1 for all the methods. It is clear that the PUFEM produces the lowest errors in the computed
temperature fields.

Next we examine the efficiency of the proposed PUFEM compared to the conventional FEM for
this test example. Table 2 presents the computational times (CPU) required for each method to build
and solve the linear system in the two considered sets using ε = 0.1. For comparison reasons, we
present the results for the solution of the linear system in the radiation stage to obtain the radiative
mean intensity φ and in the conduction stage to compute the temperature T . As expected, building
and solving linear systems for φ and T require similar CPU times. The PUFEM1 and PUFEM2
require more time to build the linear systems for φ and T when compared to the FEM1C and
FEM2C, but less than those with FEM1F and FEM2F, respectively. This is due to the time used for
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ε = 1 ε = 0.1

Figure 3: Time evolution of the temperature differences at the corner (x = 0, y = 0) on the coarse
meshes for ε = 1 (left plot) and ε = 0.1 (right plot) for the conduction-radiation in a square enclosure.

ε = 1 ε = 0.1

Figure 4: The same as Figure 3 but using the fine meshes.

evaluating the enrichment. However, due to the large reduction in the number of elements compared
to the finite element meshes, the building time remains comparable with both methods. We remark
that the linear systems resulting from the PUFEM1 and PUFEM2 are of similar sizes to those of
FEM1C and FEM2C, however the linear systems in PUFEM are somewhat less sparse due to the
enrichment. This is reflected in the solution time from which it is evident that PUFEM2 requires more
CPU time compared to FEM2C, while with the PUFEM1 and FEM1C the linear systems are too
small to observe any differences in the CPU time. On the other hand, when FEM1F and FEM2F are
considered, the solution time rises significantly compared to the other cases. It should be noted that
the system matrix in all cases is evaluated only at the first time step, at which it can be decomposed
and reused at later time steps when only the right-hand side is updated. Because of the reduction in
the number of degrees of freedom with the PUFEM, a significant reduction is achieved in the CPU
time required to obtain the same or better accuracy compared to the FEM. Similar trends have been
detected in the results, not reported here, for the case with ε = 1.

To offer a better insight into the linear systems resulting from the PUFEM, Table 3 presents
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Table 2: CPU time in seconds for building and solving the linear systems in the PUFEM and FEM
on the considered meshes for the conduction-radiation in a square enclosure compared at the first
time step when ε = 0.1.

Coarse mesh Fine mesh

PUFEM1 FEM1F FEM1C PUFEM2 FEM2F FEM2C

Building Aφx = bφ 0.372 0.432 0.299 0.547 0.842 0.437

Solving Aφx = bφ 0.002 0.022 0.002 0.008 0.612 0.004

Building ATx = bT 0.366 0.421 0.283 0.534 0.764 0.437

Solving ATx = bT 0.002 0.022 0.002 0.009 0.612 0.005

Table 3: Condition number log(κ) for ε = 1 and ε = 0.1 in the PUFEM and FEM on the considered
meshes for the conduction-radiation in a square enclosure.

Coarse mesh Fine mesh

PUFEM1 FEM1F FEM1C PUFEM2 FEM2F FEM2C

ε = 1
log(κφ) 12.42 3.079 2.147 14.73 3.644 2.708

log(κT ) 14.08 3.834 2.332 16.48 5.273 3.089

ε = 0.1
log(κφ) 13.00 1.484 0.714 15.04 2.061 1.117

log(κT ) 14.08 3.833 2.328 16.48 5.271 3.087

a comparison between the condition numbers of these systems against the FEM systems. For a
better presentation of these results we illustrate the logarithmic values of the condition number κ. It
should be pointed out that the conditioning issue usually attributed to the PUFEM can clearly be
seen in the table. However, a direct solver using double precision was found to produce results of
suitable accuracy in the linear system computations presented in this paper. Moreover, the use of a
direct solver to decompose the linear system is inevitable in the first time step if backward/forward
substitutions are to be used at later time steps. For larger systems than those considered here an
iterative solver might become preferable; this would require a full system solution even though the
system matrix remains the same throughout the time domain.

Our final concern with this example is to compare the results obtained using the PUFEM for
the simplified P1 model (2) to those from a direct solver for the full RHT equations (1). To this
end we solve the radiative heat transfer equations (1) using the well-established Diffusion Synthetic
Acceleration (DSA) method. The DSA method uses the diffusion approach to accelerate the source
iteration which has been widely used in computational radiative transfer. We refer to [37, 36] for the
implementation of the method and further discussions on other direct methods can be found therein.
The S8 discrete-ordinate algorithm is selected for the discretization of the angle variable and a mesh
of 100× 100 gridpoints is used in our computations, yielding a linear system with 8× 105 unknowns
which has to be solved for each time step. Figure 5 contains the cross sections of the temperature at
the main diagonal for ε = 1 and ε = 0.1 after 100 time steps. In this figure we also show temperature
profiles obtained using the Rosseland approach widely used in computational radiative transfer. This
approach consists of replacing the radiative heat transfer equations (1) by the following diffusion
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ε = 1 ε = 0.1

Figure 5: Cross section of the temperature at main diagonal in the enclosure obtained using the full
RHT, Rosseland and PUFEM models for ε = 1 (left plot) and ε = 0.1 (right plot) after 100 time
steps for the conduction-radiation in a square enclosure.

problem

∂T

∂t
−∇ ·

(
(λ+ λR)∇T

)
= 0, (x, t) ∈ D × (0, T ],

ελn(x̂) · ∇T + ℏT = ℏTb, (x̂, t) ∈ ∂D × (0, T ], (15)

T (x, 0) = T0(x), x ∈ D,

where

λR =
16π

3 (σ + κ)
aRT

3.

An analysis of the plots in Figure 5 reveals that the PUFEM used to solve the simplified P1 model
produces accurate solutions which are very close to the direct solution of radiative heat transfer
equations. For ε = 1 there is a reasonable agreement with the results obtained using the simplified
P1 model and those obtained using the direct solver. Unfortunately, the relatively simple diffusion
approximation (15) gives unsatisfactory results for boundary layers which are already present in many
practical conduction-radiation applications such as glass cooling processes due to large temperature
gradients at the boundary, compare for example [41, 35, 12]. At low optical thickness (ε = 0.1) the
discrepancies between the direct solver and the simplified P1 model are very small since the radiative
regime is diffusive and the simplified P1 model can be a good candidate for such situations.

3.2 Conduction-radiation in a ring enclosure

The second example is the problem of the conduction-radiation in a circular ring formed by two
concentric circles of radius r1 = 0.7 and r2 = 1. At the boundary, the surrounding temperature on
inner and outer circles is kept at Tb = 300. To cope with the curved geometry of the analysis domain,
quadratic finite elements (i.e. 6 nodes) are considered for this test example. The unstructured meshes
considered for the FEM and PUFEM are depicted in Figure 6 along with a zoom for better insight.
Note that the mesh statistics for FEM on the coarse mesh (FEMc), FEM on the fine mesh (FEMf)
and PUFEM are also included on this figure. For the PUFEM solution five hyperbolic tangent
enrichment functions Gtanh

l are used, thus we proceed with L = 5 and Q = 0. The resulting total
number of degrees of freedom for the PUFEM is then 420 compared to 3240 with FEMc and 12532
with FEMf. Note that, unlike the previous example where a relatively uniform element size is used for
each mesh, here finite element meshes with refinement on the domain boundaries are considered which
is a common approach when dealing with sharp variations of the solution across boundary layers. The
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FEM f (12532 nodes, 5600 elements) FEM c (3240 nodes, 1464 elements)

Figure 6: Unstructured meshes used for the conduction-radiation in a ring enclosure.

Table 4: Wall temperature on the inner circle at different time steps for the conduction-radiation in
a ring enclosure using FEMf, FEMc and PUFEM for ε = 1 and ε = 0.1.

ε = 1 ε = 0.1

# time steps FEMref PUFEM FEMf FEMc FEMref PUFEM FEMf FEMc

5 969.9 969.87 970.53 971.48 625.62 625.32 626.04 628.61

10 944.77 944.72 945.91 947.06 537.82 537.8 538.81 541.12

20 902.24 902.19 903.95 905.31 455.38 455.49 456.69 458.6

50 810.36 810.32 812.7 814.24 368.99 369.14 370.21 371.36

100 715.54 715.49 718.17 719.67 327.27 327.4 328.03 328.59

150 654.35 654.31 657.05 658.47 312.76 312.85 313.22 313.51

200 610.37 610.32 613.06 614.41 306.39 306.46 306.67 306.82

idea in this example is to compare this approach to the proposed idea of using hyperbolic tangent
enrichment to deal with such variations. Again, a quantitative comparison between the PUFEM and
the standard FEM, but using quadratic finite elements this time, is presented. The influence of the
time step ∆t on the performance of PUFEM for this transient conduction-radiation problem is also
tested.

Figure 7 presents the temperature distributions obtained using FEMf, FEMc and PUFEM, for
the case with ε = 1, after 10 and 50 time steps. The temperature distributions obtained using ε = 0.1
are shown in Figure 8 for the same time steps. As can be seen from the results presented in these
figures, the features of temperature distribution at low optical scale differ from those at high optical
scale. We observe that the rate of heat transfer from the wall to the medium, and vice versa, inversely
increases with the optical scale. At high optical scale ε = 1, the results obtained using the PUFEM
are more accurate than those obtained using the FEMc. For instance, the standard finite element
method on the coarse mesh FEMc fails to resolve accurately the boundary layers and it produces
oscillations on the temperature fields near the ring walls. These oscillations are damped out as the
time evolves but the performance of the PUFEM is still superior. At low optical scale ε = 0.1, the
differences in the temperature distributions between FEMf and PUFEM are not significant, which
confirms the asymptotic expansion reported in [17] among others. Indeed, the radiative energy is
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Figure 7: Temperature distribution obtained using FEMf (first column), FEMc (second column) and
PUFEM (third column) after 10 time steps (first row) and after 50 time steps (second row) for the
conduction-radiation in a ring enclosure using ε = 1. A zooming is also shown in these results.

proportional to the fourth power of absolute temperature; with the increase of temperature difference
the radiative heat transfer between the hot medium and the surrounding regions becomes stronger
than that between the other cold regions in the medium. On the other hand, the temperature gradients
are weakened near the hot zone but strengthened near the far cold regions.

In order to have a clear comparison between the results obtained using FEMf, FEMc and PUFEM,
we display in Figure 9 radial cross-sections of the computed temperatures at ε = 1. The differences
between the FEMc and PUFEM results and those obtained using FEMf are also illustrated in this
figure. At ε = 1, the radial cross-section of the FEMc temperature in Figure 9 exhibits an oscillatory
behavior near the ring walls at one of the earlier time steps. As the time progresses these oscillations
are smeared out due to the physical diffusion present in the governing simplified P1 equations. Using
a finer mesh near the walls in the standard finite element FEMf leads to more accurate results than
those computed using FEMc, which is suggested by disappearance of the oscillations. However, when
both FEMc and FEMf results are compared to the PUFEM results a clear discrepancy is noticed on
the boundaries during the early stages of the simulation time. At later time steps this discrepancy
evolves further and extends closer to the regions more distant from the boundaries. Note that in
order to capture these boundary layers accurately, the use of local refinement is essential in the
conventional finite element methods. Regarding the results at ε = 1 the three methods seem to have
smaller differences. As asymptotic analysis predicts, the simplified P1 solutions become better for
smaller ε. However, a discrepancy between the results obtained using the PUFEM and the FEM
is still noticeable on the walls. To better emphasize these discrepancies we further consider a finite
element solution on an even more refined mesh with 21771 nodes. The new solution is referred to as
FEMref for comparison purposes.

Table 4 lists the wall temperature on the inner circle at different time steps for FEMref, PUFEM,
FEMf and FEMc with both ε = 1 and ε = 0.1. Compared to FEMf the wall temperature predicted by
the PUFEM seems to be the closest to that of the FEMref. As expected the results obtained using the
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Figure 8: The same as Figure 7 but using ε = 0.1.

Table 5: CPU times in seconds for ε = 0.1 in the PUFEM and FEM on the considered meshes for
the conduction-radiation in a ring enclosure compared at the first time step .

FEMref FEMf FEMc PUFEM

Building Aφx = bφ 3.75 0.91 0.51 0.52

Solving Aφx = bφ 435.43 177.84 3.38 0.012

Building ATx = bT 3.15 0.77 0.46 0.49

Solving ATx = bT 437.79 178.46 3.48 0.012

FEMf are more accurate than those obtained using the FEMc. Regarding ε = 1 the PUFEM seems in
all the time steps, to predict a slightly lower temperature than FEMref whereas the FEMf temperature
is consistently higher than FEMref and lower than FEMc. This is an interesting observation as it may
suggest that the PUFEM enriched with hyperbolic tangent functions is even more suitable to recover
such high gradients than FEMref although the number of degrees of freedom with the PUFEM is less
than 2% of that of the FEMref. With respect to ε = 0.1 where a relatively small gradient is expected
on the boundaries compared to the simulations with ε = 1, the PUFEM seems to predict higher
temperatures compared to FEMref after the 10th time step while it still consistently predicts lower
temperatures compared to the FEMf and FEMc. Again the PUFEM produces the most accurate
results compared to the FEMref solution.

To offer a better insight into the results, Table 5 compares the CPU times to build and solve the
linear system Aφx = bφ resulting in the radiation stage and the linear system ATx = bT resulting in
the conduction stage for FEMref, FEMf, FEMc and PUFEM. When considering the time needed to
build Aφx = bφ and ATx = bT the PUFEM and FEMc have similar CPU times, with the FEMf and
FEMref requiring around two and seven times as long, respectively. The relatively large time to build
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Figure 9: Radial cross-section of the temperature distribution (left column) and its associated dif-
ferences (right column) after 10 time steps (first row) and after 50 time steps (second row) for the
conduction-radiation in a ring enclosure using ε = 1.

the systems with the PUFEM despite the small number of elements is attributed to the complicated
functions, namely the hyperbolic tangent functions, that are evaluated at a relatively higher number
of integration points. Here we should stress that the matrices Aφ and AT are evaluated only once.
On the other hand when solving the linear systems Aφx = bφ and ATx = bT , the CPU time in the
PUFEM is a small fraction of that in FEMc, not to mention FEMf and FEMref. This is due to the
low number of degrees of freedom needed when the PUFEM is used.

Our next concern is to test the influence of the time step ∆t on the performance of the PUFEM.
In Figure 10 we present radial cross-sections of the computed temperatures using two different time
steps at ε = 1. We compare numerical results obtained for the PUFEM using ∆t = 5 × 10−6 and
∆t = 10−5 for a final time of 10−4 and 5 × 10−4. It is clear that for the considered heat transfer
conditions, small differences are obtained in the PUFEM temperature at ε = 1 using the selected time
steps of ∆t = 5 × 10−6 and ∆t = 10−5. However, at ε = 0.1, these differences become more visible.
In terms of the CPU times, due to the number of time steps required to reach the targeted time,
small time steps ∆t in the considered methods require high computational effort. In the same figure
10 plotted to the right are the differences between the PUFEM results and the FEMref results when
the same time steps are considered. The results show for ε = 1 the differences between the PUFEM
and FEMref do not change for either of the two time steps. This suggests that the PUFEM does not
introduce an extra error due to a coarser time resolution compared to the FEM. Furthermore, the high
condition number associated with PUFEM systems does not appear to cause errors to accumulate
over a large number of time steps (this is demonstrated in Figure 3 and Figure 4, but we have studied
cases involving up to 104 time steps and not observed any instability).
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PUFEM abs(FEMref-PUFEM)

PUFEM abs(FEMref-PUFEM)

Figure 10: Radial cross-section of the temperature distribution (left column) and its associated dif-
ferences (right column) using two different time steps for the conduction-radiation in a ring enclosure
using ε = 1. The final time is 10−4 (first row) and 5× 10−4 (second row).

Figure 11: The unstructured meshes used for the problem of conduction-radiation in a disc enclosure.
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Figure 12: Temperature distribution obtained using FEM (first column), PUFEM1 (second column)
and PUFEM2 (third column) after 10 time steps (first row) and after 200 time steps (second row) for
the conduction-radiation in a disc enclosure using ε = 1.

3.3 Conduction-radiation in a disc enclosure

Our final example is a conduction-radiation problem in a disc of unit radius. The aim of this test
example is to perform a comparison between results obtained using the PUFEM when different
enrichments on the same mesh are used for the temperature field T and the radiation mean intensity
φ. In contrast to the previously considered test examples in which the same enrichments were used
for T and φ, in this example we solve the conduction stage and the radiation stage using different
enrichments. Here the acronyms PUFEM1 and PUFEM2 are used to refer to PUFEM using the same
enrichments and different enrichments for φ and T , respectively. As in the previous test case we use
coarse and fine meshes to evaluate the performance of the PUFEM against the standard FEM. Figure
11 depicts these meshes along with their associated statistics.

Note that in general, the solution φ of the radiation problem does not exhibit the same sharp
gradients on the boundary as in the solution T of the conduction problem. Hence, the FEM solution
of the radiation step should not require the same level of mesh refinement on the boundary as when
solving the conduction step. However, to avoid the complications of mapping between two different
meshes, which can be more computationally expensive than the saving made with a second mesh,
usually the same refined mesh is retained for both solutions φ and T . On the contrary, switching
between two different enrichments with the PUFEM is a simple process which does not require an extra
implementation effort. This can become an important factor in enhancing computational efficiency
when multiple frequencies are considered in the radiative heat transfer on non-grey media, as occurs
in many practical applications in glass industry [41, 35, 12].

In this example we vary the enrichment to fit the problem. For the optical regime with ε = 0.1 the
boundary layer of the temperature field is less steep compared to the regime with ε = 1. Thus Q = 0
and L = 4 are chosen for the enrichment when ε = 0.1 while Q = 0 and L = 6 are chosen when ε = 1.
This enrichment is used for solving radiation and conduction stages with PUFEM1, and conduction
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Figure 13: The same as Figure 12 but using ε = 0.1 after 5 time steps (first row) and 50 time steps
(second row).

Figure 14: Radial cross-section of the temperature distribution (left column) and its associated dif-
ferences (right column) after 10 time steps (first row) and after 200 time steps (second row) for the
conduction-radiation in a disc enclosure using ε = 1.
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Figure 15: The same as Figure 14 but ε = 0.1 after 5 (first row) and 50 time steps (second row).

Table 6: Condition number log(κ) for ε = 0.1 and ε = 1 in the PUFEM and FEM on the considered
meshes for the conduction-radiation in a disc enclosure.

ε = 0.1 ε = 1

FEM PUFEM1 PUFEM2 FEM PUFEM1 PUFEM2

log(κφ) 2.668 12.37 11.10 4.040 13.47 11.54

log(κT ) 2.524 13.12 13.12 2.529 15.22 15.22
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Table 7: CPU times in seconds for ε = 1 and ε = 0.1 in the PUFEM and FEM on the considered
meshes for the conduction-radiation in a disc enclosure compared at the first time step.

ε = 0.1 ε = 1

FEM PUFEM1 PUFEM2 FEM PUFEM1 PUFEM2

Building Aφx = bφ 1.00 0.40 0.36 0.88 0.43 0.39

Solving Aφx = bφ 43.20 0.001 0.001 44.25 0.003 0.001

Building ATx = bT 0.79 0.38 0.34 0.70 0.43 0.42

Solving ATx = bT 42.55 0.001 0.001 44.15 0.003 0.003

stage with PUFEM2. Alternatively when solving the radiation step with PUFEM2, Q = 3 and L = 1
are used for ε = 0.1 while Q = 4 and L = 0 are used for ε = 1. Three different aspects are considered
in the comparison: the accuracy, the conditioning and the CPU time. To test the accuracy of the
PUFEM1 and PUFEM2, the results of both methods are compared visually to the reference solution
at different time steps in Figure 12 and Figure 13 for ε = 1 and ε = 0.1, respectively. Both methods
recover a similar thermal pattern to that obtained with the reference FEM solution on a very fine
mesh. The accuracy is further examined by plotting radial cross-sections of the temperature and
the temperature differences between each method and the reference solution in Figure 14 for ε = 1
and in Figure 15 for ε = 0.1. It is evident that both enrichment procedures in the PUFEM produce
numerical results as accurate as the reference solution. The results suggest that the PUFEM1 has
better accuracy compared to PUFEM2 at the early simulation times for ε = 0.1 while, apart from this,
both PUFEM1 and PUFEM2 exhibit similar accuracy. This is more apparent for ε = 1, especially in
that 30% fewer degrees of freedom are used with PUFEM2 to solve the radiation stage compared to
the PUFEM1.

Next the effect of different enrichment on the conditioning of the linear systems resulting from the
considered methods is studied. The condition numbers related to the FEM, PUFEM1 and PUFEM2
are listed in Table 6 for ε = 0.1 and ε = 1. Notice that κφ and κT refer to the condition number
associated with the linear system in the radiation step and the conduction step, respectively. As
expected the condition number increases significantly with the PUFEM compared to the FEM. For
the condition number κT , both PUFEM1 and PUFEM2 have the same conditioning which is expected
owing to using the same enrichment for both methods. For the condition number κφ, the conditioning
seems to be improved by more than one order of magnitude for ε = 0.1 and about two orders of
magnitude for ε = 1. The performance of the two methods is further tested by comparing the
efficiency in term of the CPU time needed for each method. The time to build the linear systems
in the radiation step and in the conduction step and to solve them, referred to as Aφx = bφ and
ATx = bT respectively, are listed in Table 7. The PUFEM2 requires less CPU time to build both
linear systems Aφx = bφ and ATx = bT . This can be attributed to several factors, but principally
because the Gaussian functions are simpler to evaluate numerically than the hyperbolic tangent
functions. In the case with ε = 1 fewer enrichment functions are used for the system Aφx = bφ.
Although the same enrichment is used with PUFEM1 and PUFEM2 to build the system ATx = bT ,
the evaluation of the entries in AT and bT involves repeatedly computing φ at every integration
point, and this results in a saving being made when building the system ATx = bT with PUFEM2.
The linear system solution time with both methods is in the order of a millisecond which is hard
to compare, however solving the linear system Aφx = bφ was faster with PUFEM2 in which less
enrichment is used. Again the CPU times show a clear advantage for the PUFEM over the FEM, the
PUFEM solution time being measured in milliseconds whereas the FEM time is more than 40 seconds.
Although many more integration points are needed per element with the PUFEM than the FEM,
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Figure 16: The radiative energy ratio τ obtained using the FEM, PUFEM1 and PUFEM2 with ε = 1
(blue lines) and ε = 0.1 (red lines) for the conduction-radiation in a disc enclosure after 5 time steps
(top left), 10 time steps (top right), 50 time steps (bottom left) and 200 time steps (bottom right).

because of the relatively large elements and complicated enrichment, building the linear systems in
general is twice faster with the PUFEM compared to the FEM. This is mainly because of the great
reduction in the number of elements from 5940 with the FEM to 12 elements in the PUFEM.

To further show the effects of using different enrichment functions for T and φ we compute the
radiative energy ratio

τ =
φ

4πB(T )
,

which provides a useful metric for the errors in both the temperature field and the radiative mean
intensity. In Figure 16 we plot the values of the ratio τ obtained using the considered methods over
a radial cross-section at four different times. As expected, at the radiative regime ε = 1, no visible
differences are detected in the calculated ratio τ for all considered methods. This confirms that for
the same accuracy in the reference FEM solution, the PUFEM1 (using the same enrichments for φ
and T ) and the PUFEM2 (using different enrichments for φ and T ) give the same results. Note
that for ε = 1, the ratio τ ≤ 0.7 emphasizing the fact that for this case the radiation mode for heat
transfer is as relevant as the conduction mode. At the diffusive regime ε = 0.1, the plots of the
ratio τ in Figure 16 exhibit different features than those obtained for the simulations with ε = 1.
Since the temperature gradients are weakened near the hot media but strengthened near the far cold
surrounding regions, the differences in the ratio τ computed using the PUFEM1 and PUFEM2 are
more pronounced than in the case with ε = 1. Compared to the reference solution, it seems that
the results obtained using the PUFEM1 are slightly more accurate than those predicted using the
PUFEM2. It should also be observed that for ε = 0.1, the ratio τ ≈ 1 emphasizing the fact that
for the considered thermal conditions, the heat transfer is controlled by the conduction mode rather
than the radiation mode. Observe that when τ = 1 the right-hand side in the energy equation (1a)
vanishes and the RHT model reduces to a pure heat equation for which the radiation has no effects.
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4 Concluding remarks

We have presented a comprehensive methodology for solving transient conduction-radiation in diffu-
sive grey materials. The thermal radiation is approximated by the simplified P1 equations resulting in
a set of equations independent of directional coordinates and easy to be integrated in existing software
packages. An enriched partition-of-unity finite element method has been implemented to solve the
governing equations and the obtained results for conduction-radiation in several enclosures showed
that it is possible to estimate the temperature field with a computational cost very significantly
lower than solving the equations using the conventional finite element method. The simplified P1

approximation gives results which are more accurate than those obtained by the canonical Rosseland
approach and are close to those computed by the full radiative transfer problem. In the current study
we have restricted ourselves to the performance and effectiveness of the developed partition-of-unity
algorithm.

There are some key conclusions: (i) the introduction of the partition of unity offers a large
reduction by up to 95% in the required number of degrees of freedom to achieve a prescribed accuracy,
(ii) the use of families of enrichment functions produces a time-independent matrix representation of
the problem that gives very important gains in computational efficiency since it is only at the first
time step that the matrix needs to be reduced, (iii) the new hybrid enrichment is very efficient in
modeling conduction-radiation problems since Gaussian and hyperbolic functions are simultaneously
used to approximate the diffusion effect and the sharp gradient on the boundary layer, respectively,
and (iv) the dual problem of solving for the temperature and the radiative mean intensity is solved
efficiently on the same, coarse mesh by using different enrichments that are suited to the different
solution fields.

At present, we are trying to adapt this method to more difficult problems, such as those used in
glass manufacturing. The equations in this model are strongly nonlinear and involve hydrodynamics
and chemistry effects. We believe that these problems may benefit from the partition-of-unity finite
element method by reducing the number of degrees of freedom needed for convergence. However,
this will require further study and an adaptive enrichment may be required which is a topic of a
forthcoming paper. It is worthwhile to remark that the presented partition-of-unity finite element
algorithm is designed in such a way that it can easily be integrated into an existing CFD code for
hydrodynamical flow and heat mass transfer. Furthermore, the discretization of time and space can
be easily changed according to the radiative heat transfer problem under consideration. Finally, we
point out that the parallel implementation of the partition-of-unity methods presented in this paper
is straightforward and only requires interprocessor communication to complete the matrix-vector and
vector-vector products required at each time step.
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[41] G. Thömmes, R. Pinnau, M. Seäıd, T. Götz, and A. Klar. Numerical methods and optimal
control for glass cooling processes. Transp. Theory Stat. Phys., 31:513–529, 2002.

27



[42] J. Trevelyan and G. Coates. On adaptive definition of the plane wave basis for wave boundary
elements in acoustic scattering: the 2D case. Comput. Model. Eng. Sci., 55:147–170, 2010.

[43] F.P. van der Meer, R. Al-Khoury, , and L.J. Sluys. Time-dependent shape functions for modeling
highly transient geothermal systems. Int. J. Numer. Meth. Engng., 77:240–260, 2009.

[44] R. Viskanta and E.E. Anderson. Heat transfer in semitransparent solids. Advances in Heat
Transfer, 11:317–441, 1975.

[45] H. Waisman and T. Belytschko. Parametric enrichment adaptivity by the extended finite element
method. Int. J. Numer. Meth. Engng., 73:1671–1692, 2008.

28


