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Abstract. We develop the energy norm a-posteriori error estimation for hp-version discontinu-
ous Galerkin (DG) discretizations of elliptic boundary-value problems on 1-irregularly, isotropically
refined affine hexahedral meshes in three dimensions. We derive a reliable and efficient indicator for
the errors measured in terms of the natural energy norm. The ratio of the efficiency and reliability
constants is independent of the local mesh sizes and weakly depending on the polynomial degrees. In
our analysis we make use of an hp-version averaging operator in three dimensions, which we explic-
itly construct and analyze. We use our error indicator in an hp-adaptive refinement algorithm and
illustrate its practical performance in a series of numerical examples. Our numerical results indicate
that exponential rates of convergence are achieved for problems with smooth solutions, as well as for
problems with isotropic corner singularities.

1. Introduction. In this paper we develop the energy norm a-posteriori error
estimation for hp-adaptive discontinuous Galerkin (DG) discretizations of the follow-
ing model diffusion equation in three dimensions:

−∆u = f(x) in Ω ⊂ R3,

u = 0 on Γ.
(1.1)

Here, Ω is a bounded Lipschitz polyhedron in R3 with boundary Γ = ∂Ω. The right-
hand side f(x) is a given function in L2(Ω). The standard weak formulation of (1.1)
is to find u ∈ H1

0 (Ω) such that

A(u, v) ≡
∫

Ω

∇u · ∇v dx =
∫

Ω

fv dx ∀ v ∈ H1
0 (Ω). (1.2)

DG methods are ideally suited for realizing hp-adaptivity for second-order bound-
ary-value problems, an advantage that has been noted early on in the recent devel-
opment of these methods; see, for example, [6, 11, 17, 25, 26, 30] and the references
therein. Indeed, working with discontinuous finite element spaces easily facilitates the
use of variable polynomial degrees and local mesh refinement techniques on possibly
irregularly refined meshes – the two key ingredients for hp-adaptive algorithms.

The development of energy-norm error estimation for hp-adaptive DG methods
for elliptic boundary-value problems was initiated in [16] where a residual-based hp-
version error estimator was derived for regular meshes of triangular and quadrilateral
elements on two-dimensional domains. It was verified numerically that the resulting
hp-adaptive algorithm achieves exponential rates of convergence for problems with
piecewise smooth data. In [21], a similar approach was presented for quasi-linear
second-order problems in two dimensions. By using an underlying auxiliary mesh,
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it was possible to also analyze the case of irregular meshes. Another technique to
deal with irregular meshes was proposed in [32] where hp-version a-posteriori error
estimates for two-dimensional convection-diffusion equations were derived that are
robust in the Péclet number of the problem.

In this paper, we extend the two-dimensional analysis presented in [16] to 1-
irregularly, isotropically refined affine hexahedral meshes in three space dimensions.
We propose an energy norm error estimator which gives rise to global upper and local
lower bounds of the error measured in the natural DG energy norm. As in [16], the
ratio of these error bounds is independent of the local mesh sizes and weakly depends
on the local polynomial degrees. Crucial in our analysis is the use of an averaging
operator which allows us to approximate a discontinuous finite element function by
a continuous one. Operators of this type were originally introduced in [22] for the
energy norm a-posteriori error analysis of DG methods for elliptic problems. The
same operators have been employed in the papers [9, 15, 16, 21, 28, 32], both for h-
and hp-version DG methods.

Here, we follow the approach of [32] and extend the analysis there to three space
dimensions. By doing so, we also obtain an optimal L2-norm error bound for the
averaging operator on irregular meshes which is of interest on its own. We use our
estimators as error indicators in hp-adaptive computations and present a set of nu-
merical experiments. We first test the resulting algorithms for problems with smooth
solutions. Then we also show the performance of our method for a problem in the
classical Fichera polyhedron, with a solution that has an isotropic singularity at the
reentrant corner. In both cases, our numerical results indicate that exponential rates
of convergence are achieved with respect to the number of degrees of freedom.

We emphasize that our analysis and techniques of proof are valid only for isotrop-
ically refined elements. In light of the hp-version a-priori error analysis for elliptic
boundary-value problems presented in [27], anisotropic refinement is essential for re-
solving edge and edge-corner singularities with exponential rates of convergence. The
extension of our results to anisotropic elements (and anisotropic polynomial spaces)
remains an open question and is the subject of current research.

The outline of the rest of this article is as follows. In Section 2, we introduce
the hp-adaptive DG discretization of the model problem stated in (1.1). In Section 3,
we present our energy norm a-posteriori error estimate and discuss its reliability and
local efficiency. The reliability proof shall be presented in Section 4. As an analysis
tool, we use a new hp-version averaging operator that is analyzed in Section 5. In
Section 6, we present a series of numerical tests that verify the theoretical results.
Finally, in Section 7, we end with some concluding remarks.

2. Discontinuous Galerkin discretization of a diffusion problem. In this
section, we introduce an hp-version interior penalty DG finite element method for the
discretization of (1.1).

2.1. Meshes and traces. Throughout, we assume that the computational do-
main Ω can be partitioned into shape-regular and affine sequences of meshes T = {K}
of hexahedra K. Each element K ∈ T is the image of the cube K̂ = (−1, 1)3 under
an affine elemental mapping TK : K̂ → K. As usual, we denote by hK the diameter
of K. We store the elemental diameters in the mesh size vector h = {hK : K ∈ T }.

For an element K ∈ T , we make use of the following sets of elemental faces: the
set F(K) consists of the six elemental faces of K. We further denote by FB(K) the
elemental faces of K that lie on Γ, and by FI(K) the set of interior faces; thereby, we
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have that F(K) = FB(K) ∪ FI(K).
In order to be able to deal with irregular meshes, we also need to define the faces

of a mesh T . We refer to F as an interior mesh face of T if F = ∂K ∩ ∂K ′ for two
neighboring elements K, K ′ ∈ T whose intersection has a positive surface measure.
The set of all interior mesh faces is denoted by FI(T ). Analogously, if the intersection
F = ∂K∩Γ of the boundary of an element K ∈ T and Γ is of positive surface measure,
we refer to F as a boundary mesh face of T . The set of all boundary mesh faces of T
is denoted by FB(T ) and we set F(T ) = FI(T ) ∪ FB(T ). The diameter of a face F
is denoted by hF .

We allow for 1-irregularly refined meshes T defined as follows. Let K be an
element of T and F an elemental face in F(K). Then F may contain at most one
hanging node located in the center of F and at most one hanging node in the middle
of each elemental edge of F . That is, we have that F is either a mesh face belonging
to F(T ) or F can be written as F = ∪4

i=1Fi, with four mesh faces Fi ∈ F(T ),
i = 1, . . . , 4, of diameter hFi = hF /2, respectively.

Next, let us define the jumps and averages of piecewise smooth functions across
faces of the mesh T . To that end, let the interior face F ∈ FI(T ) be shared by two
neighboring elements K and Ke where the superscript e stands for “exterior”. For a
piecewise smooth function v, we denote by v|F the trace on F taken from inside K,
and by ve|F the one taken from inside Ke. The average and jump of v across the
face F are then defined as

{{v}} =
1
2
(v|F + ve|F ), [[v]] = v|F nK + ve|F nKe .

Here, nK and nKe denote the unit outward normal vectors on the boundary of el-
ements K and Ke, respectively. Similarly, if q is piecewise smooth vector field, its
average and (normal) jump across F are given by

{{q}} =
1
2
(
q|F + qe|F

)
, [[q]] = q|F · nK + qe|F · nKe .

On a boundary face F ∈ FB(T ), we accordingly set {{q}} = q and [[v]] = vn, with n
denoting the unit outward normal vector on Γ. The other trace operators will not be
used on boundary faces and are thereby left undefined.

2.2. Finite element spaces. We begin by introducing polynomial spaces on
elements and faces. To that end, let K ∈ T be an element. We set

Qp(K) = { v : K → R : v ◦ TK ∈ Qp(K̂) }, (2.1)

with Qp(K̂) denoting the set of tensor product polynomials on the reference element
K̂ of degree less than or equal to p in each coordinate direction on K̂. In addition, if
F ∈ F(K) is a face of K and F̂ the corresponding one on the reference element K̂,
we define

Qp(F ) = { v : F → R : v ◦ TK |F ∈ Qp(F̂ ) }, (2.2)

where Qp(F̂ ) denotes the set of tensor product polynomials on F̂ of degree less than
or equal to p in each coordinate direction on F̂ .

To define hp-version finite element spaces, we assign a polynomial degree pK ≥ 1
with each element K of the mesh T . We then introduce the degree vector p = { pK :
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K ∈ T }. We assume that p is of bounded local variation, that is, there is a constant
% ≥ 1, independent of the mesh T sequence under consideration, such that

%−1 ≤ pK/pK′ ≤ % (2.3)

for any pair of neighboring elements K, K ′ ∈ T . For a mesh face F ∈ F(T ), we
introduce the face polynomial degree pF by

pF =

{
max{pK , pK′}, if F = ∂K ∩ ∂K ′ ∈ FI(T ),

pK , if F = ∂K ∩ Γ ∈ FB(T ).
(2.4)

For a partition T of Ω and a polynomial degree vector p on T , we define the
hp-version DG finite element space by

Sp(T ) = { v ∈ L2(Ω) : v|K ∈ QpK
(K), K ∈ T }. (2.5)

2.3. Interior penalty discretization. We now consider the following interior
penalty DG discretization for the numerical approximation of the diffusion prob-
lem (1.1): find uhp ∈ Sp(T ) such that

Ahp(uhp, v) =
∫

Ω

fv dx ∀ v ∈ Sp(T ). (2.6)

The bilinear form Ahp(u, v) is given by

Ahp(u, v) =
∑
K∈T

∫
K

∇u · ∇v dx−
∑

F∈F(T )

∫
F

(
{{∇u}} · [[v]] + {{∇v}} · [[u]]

)
ds

+
∑

F∈F(T )

γp2
F

hF

∫
F

[[u]] · [[v]] ds,

where the gradient operator ∇ is defined elementwise. The parameter γ > 0 is the
interior penalty parameter. The method in (2.6) is a straightforward extension of the
classical (symmetric) interior penalty method introduced in [4, 24] to the context of
the hp-version finite element method; see also [5, 17, 30] and the references therein.

Remark 2.1. The stability and well-posedness of the DG method (2.6) follow
from the same arguments as those employed in [30, Proposition 3.8] used to analyze
the scheme in two-dimensions: there is a threshold parameter γ0 > 0, independent
of h and p, such that for γ ≥ γ0 the formulation (2.6) possesses a unique solution
uhp ∈ Sp(T ).

3. Energy norm a-posteriori error estimates. In this section, we present
and discuss our main results.

3.1. Energy norm and residuals. We measure the error in the following en-
ergy norm associated with the DG formulation (2.6):

‖u ‖2E,T =
∑
K∈T

‖∇u‖2L2(K) +
∑

F∈F(T )

γp2
F

hF
‖[[u]]‖2L2(F ). (3.1)

To introduce our energy norm indicator, let uhp ∈ Sp(T ) be the DG approxima-
tion obtained by (2.6). Moreover, we denote by fhp a piecewise polynomial approxi-
mation in Sp(T ) of the right-hand side f . For each element K ∈ T , we introduce the
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following local error indicator ηK which is given by the sum of the three terms

η2
K = η2

RK
+ η2

FK
+ η2

JK
. (3.2)

The first term ηRK
is the interior residual defined by

η2
RK

= p−2
K h2

K‖fhp + ∆uhp‖2L2(K).

The second term ηFK
is the face residual given by

η2
FK

=
1
2

∑
F∈FI(K)

p−1
F hF ‖[[∇uhp]]‖2L2(F ).

The last residual ηJK
measures the jumps of the approximate solution uhp and is

defined as

η2
JK

=
1
2

∑
F∈FI(K)

γ2p3
F

hF
‖[[uhp]]‖2L2(F ) +

∑
F∈FB(K)

γ2p3
F

hF
‖[[uhp]]‖2L2(F ).

We also introduce the local data approximation term

Θ2
K = p−2

K h2
K‖f − fhp‖2L2(K). (3.3)

Summing up the local error indicators, we introduce the global a-posteriori error
estimator

η =

(∑
K∈T

η2
K

) 1
2

. (3.4)

Similarly, we define the global data approximation term

Θ =

(∑
K∈T

Θ2
K

) 1
2

. (3.5)

3.2. Reliability. Our first theorem states that, up to a constant and to data
approximation, the estimator η in (3.4) gives rise to a reliable a-posteriori error bound.
In this result and in the sequel, we shall use the symbols . and & to denote bounds
that are valid up to positive constants independent of h and p.

Theorem 3.1. Let u be the solution of (1.1) and uhp ∈ Sp(T ) its DG approxi-
mation obtained by (2.6) with γ ≥ γ0. Let the error estimator η be defined by (3.4)
and the data approximation error Θ by (3.5). Then we have the a-posteriori error
bound

‖u− uhp ‖E,T . η + Θ.

The detailed proof of Theorem 3.1 will be given in Section 4. It is similar to the
one given in [32] for two-dimensional convection-diffusion equations. Crucial in our
proof, however, is the use of a three-dimensional averaging operator, whose hp-version
approximation properties will be introduced in Theorem 4.1 and proven in Section 5.
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Remark 3.2. As for the two-dimensional cases analyzed in [21, 32], the penaliza-
tion of the jump terms in the interior penalty form Ahp(u, v) is of the order p2

F h−1
F on

each face, while the corresponding weight in the jump residual ηJK
is of the different

order p3
F h−1

F . This suboptimality with respect to the powers of pF is due to the possi-
ble presence of hanging nodes in the underlying mesh T . Indeed, on meshes without
irregular nodes, Theorem 3.1 holds true with the following (optimal) jump residual:

η̂2
JK

=
1
2

∑
F∈FI(K)

γ2p2
F

hF
‖[[uhp]]‖2L2(F ) +

∑
F∈FB(K)

γ2p2
F

hF
‖[[uhp]]‖2L2(F );

see also Remark 4.3 below. The associated estimator η̂ is then given by

η̂2 =
∑
K∈T

η̂2
K with η̂2

K = η2
RK

+ η2
FK

+ η̂2
JK

. (3.6)

Our numerical experiments in Section 6 indicate that the indicators η and η̂ yield
almost identical results on 1-irregular meshes.

3.3. Efficiency. In our next result, we present a local lower bound for the error
measured in the energy norm. As for many residual-based hp-version a-posteriori
error estimates, reliability and efficiency bounds, which are uniform in p, are not
readily available; cf. [16, 23] and the references therein. We thus restrict ourselves to
stating a weakly p-dependent local lower bound for ηK defined in (3.2). We note that
our numerical results indicate that exponential rates of convergence are obtained for
both smooth and non-smooth solutions; in this context, the p-suboptimality is less
relevant.

For an element K ∈ T , we introduce the patch of neighboring elements as

wK = {K ′ ∈ T : ∂K ′ ∩ ∂K ∈ F(T )}. (3.7)

The local energy norm over wK is defined by

‖u ‖2E,wK
=

∑
K′∈wK

‖∇u‖2L2(K′) +
∑

F∈F(K)

γp2
F

hF
‖[[u]]‖2L2(F ). (3.8)

Similarly, we set

ΘwK
=

( ∑
K′∈wK

Θ2
K′

)1/2

. (3.9)

With this notation the following result holds.
Theorem 3.3. Let u be the solution of (1.1) and uhp ∈ Sp(T ) its DG approx-

imation obtained by (2.6) with γ ≥ γ0. Let the local error estimators ηK be defined
by (3.2) and the local data approximation error ΘK by (3.3). Then, for any δ ∈ (0, 1

2 ),
we have the local upper bound

ηK . pδ+1
K ‖u− uhp ‖E,wK

+ p
2δ+ 1

2
K ΘwK

.

The proof of Theorem 3.3 follows in an analogous manner to the proofs of efficiency
derived in [16, 21, 23, 32] for two-dimensional problems. Thereby, for the sake of
brevity, we omit the proof of Theorem 3.3 and refer the reader to [31] for details.
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Remark 3.4. As in the two-dimensional case considered in [16], our error es-
timator can be extended to the Poisson problem with the inhomogeneous boundary
condition u = g on Γ for g ∈ H1/2(Γ). In this case, the local error indicators ηK have
to be modified by redefining the jump estimators ηJK

as

η2
JK

=
1
2

∑
F∈FI(K)

γ2p3
F

hF
‖[[uhp]]‖2L2(F ) +

∑
F∈FB(K)

γ2p3
F

hF
‖uhp − ghp‖2L2(F ),

where ghp is a polynomial approximation of the boundary datum g. In this setting,
Theorem 3.1 and Theorem 3.3 still hold with the inclusion of an additional data-
oscillation term on the boundary; see [16] for details.

4. Proof of Theorem 3.1. In this section, we present the proof of Theorem 3.1.
To this end, we proceed in the following steps.

4.1. Edges and nodes. We begin by introducing the following sets associated
with nodes. We denote by N (K) the set of eight vertices of an element K ∈ T , and
by N (F ) the set of the four vertices of a face F in F(T ). We then introduce the set
of all mesh nodes by

N (T ) =
⋃

K∈T
N (K).

We write N (T ) = NI(T ) ∪ NB(T ), where NI(T ) and NB(T ) are the sets of interior
and boundary mesh nodes, respectively.

Next, we introduce the following sets of edges. We denote E(K) the set of the
twelve elemental edges of an element K ∈ T , and by E(F ) the set of the four edges
of a mesh face F ∈ F(T ). We call E an edge of the mesh T if E = ∂F ∩ ∂F ′ is a line
segment given by the intersection of two faces F, F ′ in F(T ) in such a way that its
midpoint is not a mesh node of N (T ). We denote by E(T ) the set of all mesh edges
of T . The length of an edge E is denoted by hE .

4.2. Auxiliary meshes. As in [32], we shall make use of an auxiliary 1-irregular
mesh T̃ of affine hexahedra. We construct the auxiliary mesh T̃ from the mesh T as
follows. Let K ∈ T . If all twelve elemental edges are edges of the mesh T , that is,
if E(K) ⊆ E(T ) (in this case, we have also F(K) ⊆ F(T )), we leave K untouched.
Otherwise, at least one of the elemental edges of K contains a hanging node. In
this case, we replace K by the eight hexahedral elements obtained from bisecting the
elemental edges of K; see [32] for an illustration of the analogous construction in
two dimensions. Clearly, the mesh T̃ is a refinement of T ; it is also shape-regular
and 1-irregular. More importantly, the hanging nodes of T are not hanging nodes
of T̃ anymore. In the following, we shall write R(K) for the elements in T̃ that are
inside K. That is, if K is unrefined, we have R(K) = {K}. Otherwise R(K) consists
of eight newly created elements.

We denote by FR(T ) the set of mesh faces in F(T ) that have been refined in
the construction of T̃ . Furthermore, we denote by FH(T ) the set of faces in FR(T )
that have at least one hanging node of T on their edges, and by FN (T ) the ones that
have no hanging nodes of T on their edges. The sets of nodes, edges and faces of the
auxiliary mesh T̃ are denoted by N (T̃ ), E(T̃ ) and F(T̃ ), respectively; these sets are
defined in an analogous manner to the corresponding sets introduced for the mesh T .
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We then define the following subsets of N (T̃ ), E(T̃ ) and F(T̃ ):

NA(T̃ ) = { ν̃ ∈ N (T̃ ) : ∃K ∈ T such that ν̃ is inside K },

EA(T̃ ) = { Ẽ ∈ E(T̃ ) : ∃K ∈ T such that Ẽ is inside K },

FA(T̃ ) = { F̃ ∈ F(T̃ ) : ∃K ∈ T such that F̃ is inside K }.

We then introduce the following auxiliary DG finite element space on the mesh T̃ :

Sep(T̃ ) = { v ∈ L2(Ω) : v| eK ◦ T eK ∈ QpfK (K̂), K̃ ∈ T̃ },

where the auxiliary polynomial degree vector p̃ is defined by p eK = pK for K̃ ∈ R(K)
and T eK is the affine mapping from K̂ onto K̃. We clearly have the following inclusion:

Sp(T ) ⊆ Sep(T̃ ). (4.1)

In analogy with (3.1), the energy norm associated with T̃ is defined by

‖u ‖2
E, eT =

∑
eK∈eT

‖∇u‖2
L2( eK)

+
∑

eF∈F( eT )

γp2eF
h eF ‖[[u]]‖2

L2( eF )
, (4.2)

where the auxiliary face polynomial degrees p eF for the jump terms over T̃ are defined
as in (2.4), but using the auxiliary degrees p eK .

4.3. Averaging operator. Our analysis is based on an hp-version averaging
operator that allows us to approximate discontinuous functions by continuous ones.
Analogous operators are used in the hp-version approaches presented in [9, 16, 21, 32].
For the h-version of the DG method, we also refer the reader to [13, 22] and the
references therein. To state our result, let Scep(T̃ ) be the conforming subspace of Sep(T̃ )
given by

Scep(T̃ ) = Sep(T̃ ) ∩H1
0 (Ω). (4.3)

Theorem 4.1. There exists an averaging operator Ihp : Sp(T ) → Scep(T̃ ) that
satisfies ∑

eK∈eT
‖∇(v − Ihpv)‖2

L2( eK)
.

∑
F∈F(T )

p2
F h−1

F ‖[[v]]‖2L2(F ), (4.4)

∑
eK∈eT

‖v − Ihpv‖2L2( eK)
.

∑
F∈F(T )

p−2
F hF ‖[[v]]‖2L2(F ). (4.5)

The explicit construction of Ihp and the detailed proof of properties (4.4)–(4.5) are
presented in Section 5.

Remark 4.2. The result in Theorem 4.1 generalizes several hp-version approxi-
mation results of the same type to three dimensions. The analyses in [16, 21] showed
the H1-norm estimate (4.4) on two-dimensional regular and irregular meshes, respec-
tively. In [9, Lemma 3.2], both estimates in (4.4) and (4.5) were proven for regular
two-dimensional meshes and a fixed polynomial degree. In [32], these results have been
extended to two-dimensional 1-irregular meshes and variable polynomial degrees.

Remark 4.3. We emphasize that for partitions with no irregular nodes, the
auxiliary mesh T̃ coincides with T . In this case, Theorem 4.1 holds true directly on
the original mesh T .

8



4.4. Proof of Theorem 3.1. To prove Theorem 3.1, we follow [16, 28] and
decompose the DG solution uhp into a conforming part and a remainder:

uhp = uc
hp + ur

hp,

where uc
hp = Ihpuhp ∈ Scep(T̃ ) ⊂ H1

0 (Ω) is defined using the averaging operator Ihp in

Theorem 4.1. The remainder ur
hp is given by ur

hp = uhp − uc
hp ∈ Sep(T̃ ). Analogously

to [32, Lemma 4.4], one can show that

‖u− uhp ‖E,T . ‖u− uhp ‖E, eT .

Therefore, by the triangle inequality,

‖u− uhp ‖E,T . ‖u− uc
hp ‖E, eT + ‖ur

hp ‖E, eT .

Finally, since u − uc
hp ∈ H1

0 (Ω), we have ‖u− uc
hp ‖E,T = ‖u− uc

hp ‖E, eT . As the
starting point of our proof, we thus obtain the following inequality:

‖u− uhp ‖E,T . ‖u− uc
hp ‖E,T + ‖ur

hp ‖E, eT . (4.6)

We first show that ‖ur
hp ‖E, eT in (4.6) can be bounded by the error estimator η.

Lemma 4.4. Under the foregoing assumptions, the following upper bound holds

‖ur
hp ‖E, eT . η.

Proof. Recall from (4.2) that

‖ur
hp ‖2E, eT =

∑
eK∈eT

‖∇ur
hp‖2L2( eK)

+
∑

eF∈F( eT )

γp2eF
h eF ‖[[ur

hp]]‖2L2( eF )
.

Since uhp ∈ Sp(T ) and [[ur
hp]]|F = [[uhp]]|F for all F ∈ F(T̃ ), an argument similar

to [32, Lemma 4.3] allows us to bound the jump terms by∑
eF∈F( eT )

γp2eF
h eF ‖[[ur

hp]]‖2L2( eF )
. γ−1

∑
F∈F(T )

γ2p2
F

hF
‖[[uhp]]‖2L2(F ) . γ−1

∑
K∈T

η2
JK

,

where we have also used the fact that pF ≥ 1. To bound the volume terms, we
apply Theorem 4.1 and the last bound in the previous argument. This results in the
estimate ∑

eK∈eT
‖∇ur

hp‖2L2( eK)
. γ−2

∑
F∈F(T )

γ2p2
F

hF
‖[[uhp]]‖2L2(F ) . γ−2

∑
K∈T

η2
JK

.

This completes the proof.
To bound ‖u− uc

hp ‖E,T in (4.6), we shall make use of the following two auxiliary
forms:

Dhp(u, v) =
∑
K∈T

∫
K

∇u · ∇v dx +
∑

F∈F(T )

γp2
F

hF

∫
F

[[u]] · [[v]] ds,

Khp(u, v) = −
∑

F∈F(T )

∫
F

{{∇u}} · [[v]] ds−
∑

F∈F(T )

∫
F

{{∇v}} · [[u]] ds.

9



The form Dhp(u, v) is well-defined for u, v ∈ Sp(T ) + H1
0 (Ω), whereas Khp(u, v) is

only well-defined for discrete functions u, v ∈ Sp(T ). Furthermore, we have

A(u, v) = Dhp(u, v) ∀u, v ∈ H1
0 (Ω), (4.7)

as well as

Ahp(u, v) = Dhp(u, v) + Khp(u, v) ∀u, v ∈ Sp(T ). (4.8)

We also recall the standard hp-version approximation result from [21, Lemma 3.7]:
For any v ∈ H1

0 (Ω), there exists a function vhp ∈ Sp(T ) such that

p2
Kh−2

K ‖v − vhp‖2L2(K) . ‖∇v‖2L2(K),

‖∇(v − vhp)‖2L2(K) . ‖∇v‖2L2(K),

pKh−1
K ‖v − vhp‖2L2(∂K) . ‖∇v‖2L2(K),

(4.9)

for any element K ∈ T .
Next, we prove the following auxiliary estimate.
Lemma 4.5. For any v ∈ H1

0 (Ω), we have∫
Ω

f(v − vhp) dx−Dhp(uhp, v − vhp) + Khp(uhp, vhp) . (η + Θ) ‖ v ‖E,T .

Here, vhp ∈ Sp(T ) is the hp-version approximation of v defined in (4.9).
Proof. For notational convenience, let us set

T =
∫

Ω

f(v − vhp) dx−Dhp(uhp, v − vhp) + Khp(uhp, vhp).

By writing out the forms Dhp and Khp, integrating by parts the volume terms and
manipulating the resulting expressions, we readily obtain

T =
∑
K∈T

∫
K

(f + ∆uhp)(v − vhp) dx−
∑

F∈F(T )

γp2
F

hF

∫
F

[[uhp]] · [[v − vhp]] ds

−
∑

F∈FI(T )

∫
F

[[∇uhp]]{{v − vhp}} ds−
∑

F∈F(T )

∫
F

{{∇vhp}} · [[uhp]] ds

≡ T1 + T2 + T3 + T4.

To bound term T1, we first add and subtract the approximation fhp to f :

T1 =
∑
K∈T

∫
K

(fhp + ∆uhp)(v − vhp) dx +
∑
K∈T

∫
K

(f − fhp)(v − vhp) dx.

Using the Cauchy-Schwarz inequality and the approximation properties (4.9) shows
that

T1 .
( ∑

K∈T

(
η2

RK
+ Θ2

K

) ) 1
2
( ∑

K∈T
p2

Kh−2
K ‖v − vhp‖2L2(K)

) 1
2

.
( ∑

K∈T

(
η2

RK
+ Θ2

K

) ) 1
2 ‖ v ‖E,T .
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For term T2, we again exploit the Cauchy-Schwarz inequality to conclude that

T2 ≤
( ∑

F∈F(T )

γ2p3
F h−1

F ‖[[uhp]]‖2L2(F )

) 1
2
( ∑

F∈F(T )

pF h−1
F ‖[[v − vhp]]‖2L2(F )

) 1
2
.

Thus, by the shape-regularity of the meshes, the bounded variation property (2.3) of
the polynomial degrees and the approximation properties (4.9), we get the bound

T2 .
( ∑

K∈T
η2

JK

) 1
2 ‖ v ‖E,T .

Similarly, term T3 can be bounded by

T3 ≤
( ∑

F∈FI(T )

p−1
F hF ‖[[∇uhp]]‖2L2(F )

) 1
2
( ∑

F∈FI(T )

pF h−1
F ‖{{v − vhp}}‖2L2(F )

) 1
2

.
( ∑

K∈T
η2

FK

) 1
2 ‖ v ‖E,T .

Finally, for term T4, we use the Cauchy-Schwarz inequality, the shape-regularity of
the meshes, and the bounded variation property (2.3) of the polynomial degrees, to
obtain

T4 . γ−1
( ∑

F∈F(T )

γ2p2
F h−1

F ‖[[uhp]]‖2L2(F )

) 1
2
( ∑

K∈T
p−2

K hK‖∇vhp‖2L2(∂K)

) 1
2
.

¿From the standard hp-version inverse trace inequality, see [29], we conclude that

T4 . γ−1
( ∑

K∈T
η2

JK

) 1
2
( ∑

K∈T
‖∇vhp‖2L2(K)

) 1
2
.

¿From the approximation properties in (4.9) it follows that∑
K∈T

‖∇vhp‖2L2(K) .
∑
K∈T

‖∇(v − vhp)‖2L2(K) +
∑
K∈T

‖∇v‖2L2(K) . ‖ v ‖2E,T .

Hence,

T4 . γ−1
( ∑

K∈T
η2

JK

) 1
2 ‖ v ‖E,T .

The above bounds for terms T1, T2, T3, and T4 now imply the assertion.
We are now ready to bound ‖u− uc

hp ‖E,T in (4.6).
Lemma 4.6. Under the foregoing assumptions, the following upper bound holds

‖u− uc
hp ‖E,T . η + Θ.

Proof. Since u− uc
hp ∈ H1

0 (Ω), we have that

‖u− uc
hp ‖E,T =

A(u− uc
hp, v)

‖ v ‖E,T
, (4.10)
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where v = u − uhp. To bound the right-hand side of (4.10), we note that, by (1.2)
and property (4.7),

A(u− uc
hp, v) =

∫
Ω

fv dx−A(uc
hp, v) =

∫
Ω

fv dx−Dhp(uc
hp, v).

One can now readily see that

Dhp(uc
hp, v) = Dhp(uhp, v) + R,

with

R = −
∑
eK∈eT

∫
eK ∇ur

hp · ∇v dx.

Here, we have also used that the jumps of v vanish. Furthermore, from the DG
method in (2.6) and property (4.8), we have∫

Ω

fvhp dx = Dhp(uhp, vhp) + Khp(uhp, vhp),

where vhp ∈ Sp(T ) is the hp-version approximation of v in (4.9). Combining these
results, we thus arrive at

A(u− uc
hp, v) =

∫
Ω

f(v − vhp) dx−Dhp(uhp, v − vhp) + Khp(uhp, vhp)−R,

The estimate in Lemma 4.5 now yields

|A(u− uc
hp, v)| . (η + Θ) ‖ v ‖E,T + |R|. (4.11)

It remains to bound |R|; from the Cauchy-Schwarz inequality and Lemma 4.4, we
readily obtain

|R| . ‖ur
hp ‖E, eT ‖ v ‖E,T . η‖ v ‖E,T . (4.12)

The desired result now follows from (4.10), (4.11) and (4.12).
The proof of Theorem 3.1 readily follows from (4.6), Lemma 4.4 and Lemma 4.6.

5. Proof of Theorem 4.1. In this section, we prove the result of Theorem 4.1.

5.1. Polynomial basis functions. As in the proof of [32, Theorem 4.5], we
begin by introducing polynomial basis functions. To that end, let Î = (−1, 1) be
the reference interval. We denote by Ẑp(Î) = { ẑp

0 , · · · , ẑp
p } the Gauss-Lobatto nodes

of order p ≥ 1 on Î. Recall that ẑp
0 = −1 and ẑp

p = 1. We denote by Ẑp
int(Î) =

{ ẑp
1 , · · · , ẑp

p−1 } the interior Gauss-Lobatto nodes of order p on Î.
Now let E ∈ E(K) be an elemental edge of K ∈ T . The nodes in Ẑp can be

affinely mapped onto E and we denote by Zp(E) = { zE,p
0 , · · · , zE,p

p } the Gauss-
Lobatto nodes of order p on E. The points zE,p

0 and zE,p
p coincide with the two end

points of E. The set Zp
int(E) = { zE,p

1 , · · · , zE,p
p−1 } denotes the interior Gauss-Lobatto

points of order p. We write Pp(E) for the space of all polynomials of degree less than
or equal to p on E and define

P int
p (E) = { q ∈ Pp(E) : q(zE,p

0 ) = q(zE,p
p ) = 0 },

Pnod
p (E) = { q ∈ Pp(E) : q(z) = 0, z ∈ Zp

int(E) }.
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By construction, we have Pp(E) = P int
p (E)⊕ Pnod

p (E).
On the reference square Î2 = (−1, 1)2, we define the tensor-product Gauss-

Lobatto nodes of order p by Ẑp(Î2) = { ẑp
i,j = (ẑp

i , ẑp
j ) }0≤i,j≤p. These nodes can

be affinely mapped onto an elemental face F ∈ F(K) of K ∈ T and we define
Zp(F ) = { zF,p

i,j }0≤i,j≤p to be the Gauss-Lobatto nodes of order p on F . Furthermore,
we write Zp

int(F ) = { zF,p
i,j }1≤i,j≤p−1 for the interior Gauss-Lobatto points on F . We

also define

Qint
pF

(F ) = { q ∈ QpF
(F ) : q = 0 on ∂F}.

Similarly, we define the interior Gauss-Lobatto nodes of order p on the reference
element K̂ by Ẑp

int(K̂) = {ẑp
i,j,k = (ẑp

i , ẑp
j , ẑp

k)}1≤i,j,k≤p−1. For an element K ∈ T and
a polynomial degree p ≥ 1, we denote its interior Gauss-Lobatto points by Zp

int(K) =
{ zK,p

i,j,k }1≤i,j,k≤p−1. Here, the points zK,p
i,j,k are the affine mappings of ẑp

i,j,k onto the
element K.

Suppose now that we are given edge and face polynomial degrees 1 ≤ pE ≤ p
and 1 ≤ pF ≤ p, associated with the elemental edges E ∈ E(K) and elemental faces
F ∈ F(K). We assume that pE ≤ pF for E ∈ E(F ). We shall define basis functions
for polynomials v ∈ Qp(K) with the restriction that

v|E ∈ PpE
(E), E ∈ E(K), v|F ∈ QpF

(F ), F ∈ F(K). (5.1)

ν̂4

ν̂7

ν̂3

ν̂6

ν̂8

ν̂5

ν̂1 ν̂2

(a) Numbering of nodes

Ê5

Ê1

Ê2Ê4

Ê6

Ê8

Ê9 Ê7

Ê10

Ê11

Ê3

Ê12

(b) Numbering of edges

F̂6

x̂1

x̂2
x̂3

F̂1

F̂5

F̂3

F̂2
F̂4

(c) Numbering of faces

Fig. 5.1. Reference element bK with the numbering of faces, edges and vertices.

As usual, we shall divide the basis functions into interior, face, edge and vertex
basis functions. We first consider the reference element K = K̂ = (−1, 1)3. We
denote its faces by F̂1, . . . F̂6, its edges by Ê1, . . . , Ê12 and its vertices by ν̂1, . . . , ν̂8,
numbered as in Figure 5.1. Let {ϕ̂p

i }0≤i≤p be the Lagrange basis functions associated
with the Gauss-Lobatto nodes Ẑp(Î) on Î. The interior basis functions are then

Φ̂int,p
i,j,k (x̂1, x̂2, x̂3) = ϕ̂p

i (x̂1) ϕ̂p
j (x̂2) ϕ̂p

k(x̂3), 1 ≤ i, j, k ≤ p− 1.

Next, we define the face basis functions exemplary for the face F̂1 in Figure 5.1 with
face polynomial degree p bF1

. They are given by

Φ̂
bF1,p bF1
i,j (x̂1, x̂2, x̂3) = ϕ̂

p bF1
i (x̂1) ϕ̂p

0(x̂2) ϕ̂
p bF1
j (x̂3), 1 ≤ i, j ≤ p bF1

− 1.
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Note that Φ̂
bF1,p bF1
i,j vanishes on F̂2 through F̂6. The other face basis functions are then

defined analogously. To define the edge basis functions, we consider exemplary the
edge Ê1 in Figure 5.1 with edge degree p bE1

. The edge basis functions for Ê1 are

Φ̂
bE1,p bE1
i (x̂1, x̂2, x̂3) = ϕ̂

p bE1
i (x̂1) ϕ̂

p bF5
0 (x̂2) ϕ̂

p bF1
0 (x̂3), i = 1, . . . , p bE1

− 1.

Note that Φ̂
bE1,p bE1
i vanishes on all the other edges and on the faces F̂2, F̂3, F̂4 and F̂6.

Moreover, it vanishes on the interior nodes {ẑ
bF1,p bF1
i,j }

p bF1
−1

i,j=1 and {ẑ
bF5,p bF5
i,j }

p bF5
−1

i,j=1 of the
faces F̂1 and F̂5, respectively. The other edge basis functions are then defined analo-
gously. Finally, we consider the vertex ν̂1, which is shared by the edges Ê1, Ê4 and Ê5;
see Figure 5.1. The associated vertex basis function is then defined by

Φ̂bν1bK (x̂1, x̂2, x̂3) = ϕ̂
p bE1
0 (x̂1) ϕ̂

p bE4
0 (x̂2) ϕ̂

p bE5
0 (x̂3).

The vertex basis functions associated with the other vertices of K̂ can be defined
analogously. This completes the definition of the shape functions on the reference
element K̂.

For an arbitrary element K, the basis functions Φ on K can be defined from the
analogous ones on K̂ by the pull-back map TK : Φ(x1, x2, x3) = Φ̂ ◦ T−1

K (x1, x2, x3),
giving rise to shape functions Φν

K , ΦE,pE

i , ΦF,pF

i,j and Φint,p
i,j,k on K. Therefore, a poly-

nomial v ∈ Qp(K) satisfying (5.1) can be expanded in the following form:

v(x) =
∑

ν∈N (K)

v(ν) Φν
K(x) +

∑
E∈E(K)

pE−1∑
i=1

v(zE,pE

i ) ΦE,pE

i (x)

+
∑

F∈F(K)

pF−1∑
i,j=1

cF
i,jΦ

F,pF

i,j (x) +
∑

1≤i,j,k≤p−1

ci,j,k Φint,p
i,j,k (x),

with coefficients cF
i,j and ci,j,k.

In the sequel, we will make use of the following two estimates for polynomials,
which are proven in Lemma 3.1 of [9]; see also [32].

Lemma 5.1. For an element K, we have the following estimates:
(i) If v ∈ QpK

(K) vanishes at the interior tensor-product Gauss-Lobatto nodes
of K, then there holds

‖v‖2L2(K) . hKp−2
K ‖v‖2L2(∂K).

(ii) If the vertex ν of K is shared by the elemental edges Ei, Ej and Ek, then the
vertex basis function Φν

K can be bounded by

‖Φν
K‖L2(K) . h

3/2
K p−1

Ei
p−1

Ej
p−1

Ek
.

(iii) Let the elemental face F be spanned by the two elemental edges Ei and Ej.
Suppose that the vertex ν is given by the intersection of Ei and Ej. Then the
vertex basis Φν

K can be bounded by

‖Φν
K‖L2(F ) . hKp−1

Ei
p−1

Ej
.
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5.2. Edge extension operators. In this section, we define extension operators
over an edge E. To that end, fix an element K ∈ T . We discuss three cases where we
shall employ edge extensions. First, if E ∈ E(K) is an elemental edge of K without a
hanging node, we define the edge extension operator LE

p by

LE
p,K : P int

p (E) −→ Qp(K), q(x) 7−→
p−1∑
i=1

q(zE,p
i )ΦE,p

i (x). (5.2)

Second, if the edge E ∈ E(K) contains a hanging node located in the middle of E,
then E = E1∪E2 for two mesh edges E1 and E2 in E(T ). In this case, we partition K
into two parallelepipeds, K = K1 ∪ K2, by connecting the hanging node on E with
the midpoint of the edge parallel to E, as illustrated in Figure 5.2. For q1 ∈ P int

p (E1)
and q2 ∈ P int

p (E2), we then define the extension operator LE
p,K(q1, q2) by

LE
p,K(q1, q2) = LE1

p,K1
(q1) + LE2

p,K2
(q2), (5.3)

with LE1
p,K1

(·) and LE2
p,K2

(·) given in (5.2).
The third case arises if the edge E belongs to the space

EF (K) = {E ∈ E(T ) : E is inside F } (5.4)

for an elemental face F ∈ F(K). That is, E ∈ EF (K) is one of the four mesh edges
whose intersection is a hanging node located in the middle of F . This situation is
depicted in Figure 5.3. In this case, we partition K = ∪4

i=1Ki into four elements,
as illustrated in Figure 5.3. If E is shared by K1 and K2 and if q ∈ P int

p (E), the
extension LE

p,K(q) is then defined by

LE
p,K(q) = LE

p,K1
(q) + LE

p,K2
(q), (5.5)

with LE
p,K1

and LE
p,K2

given in (5.2) and extended by zero to the other two elements.
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Fig. 5.2. Case 2: The elemental
edge E ∈ E(K) has a hanging node located
in its midpoint.
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E1

E3

K1 K2

K3 K4

Fig. 5.3. Case 3: The mesh edges Ei be-
long to EF (K) for the elemental face F . The
element K is then divided into four elements.

By construction, the extension operators LE
p,K(q) in (5.2), (5.5) and LE

p,K(q1, q2)
in (5.3) are continuous on K and satisfy

LE
p,K(q)|E = q, LE

p,K(q1, q2)|E1 = q1, LE
p,K(q1, q2)|E2 = q2.
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Moreover, LE
p,K(q) and LE

p,K(q1, q2) both vanish at the interior Gauss-Lobatto nodes
in Zp

int(K), on the other edges of E(K) and the elemental faces in F(K) not contain-
ing E. From [9, Lemma 3.1], we have the following inequalities.

Lemma 5.2. The linear edge extension operators LE
p introduced above satisfy

‖LE
p,K(q)‖L2(K) . p−2hK‖q‖L2(E), E ∈ E(K),

‖LE
p,K(q)‖L2(K) . p−2hK‖q‖L2(E), E ∈ EF (K), F ∈ F(K),

‖LE
p,K(q1, q2)‖L2(K) . p−2hK

2∑
i=1

‖qi‖L2(Ei), E ∈ E1 ∪ E2, E1, E2 ∈ E(T ).

5.3. Face extension operators. Next, we define extension operators over faces.
To that end, fix an element K ∈ T and let F ∈ F(K) be an elemental face of K.
Again, we shall discuss three cases of face extensions. First, if there is no hanging
node of T located on F (i.e., F ∈ F(T ) ∩ F(T̃ ) or F ∈ FN (T )), we define LF

p,K by

LF
p,K : Qint

p (F ) −→ Qp(K), q(x) 7−→
p−1∑

i,j=1

q(zF,p
i,j )ΦF,p

i,j (x). (5.6)

Second, if F has a hanging node in its midpoint (i.e., F /∈ F(T )), we write F as
F = ∪4

i=1Fi, for four faces Fi ∈ F(T ). We then partition K into four parallelepipeds,
K = ∪4

i=1Ki, as illustrated in Figure 5.4. For polynomials qi ∈ Qint
p (Fi), i = 1, . . . , 4,

we define the operator LF
p,K(q1, q2, q3, q4) by

LF
p,K(q1, q2, q3, q4) =

4∑
i=1

LFi

p,Ki
(qi), (5.7)

with LEi

p,Ki
, i = 1, . . . , 4, given in (5.6).

Third, if F contains a hanging node located on one of its elemental edges (i.e.,
F ∈ FH(T )), we divide F into four faces F1, . . . , F4 ∈ F(T̃ ) and again partition K into
four parallelepipeds, K = ∪4

i=1Ki, as shown in Figure 5.5. We denote by νc the center
of F . If q ∈ Qp(F ) with q = 0 on ∂F , we define the extension operator LF

p,K(q) by

LF
p,K(q) =

4∑
i=1

LFi

p,Ki
(q|Fi), (5.8)

where, for 1 ≤ i ≤ 4,

LFi

p,Ki
(q|Fi

) =
p−1∑

k,l=1

q(zFi,p
k,l )ΦFi,p

k,l +
∑

E∈E(Fi)

p−1∑
k=1

q(zE,p
k )ΦE,p

k + q(νc)Φνc

Ki
.

By definition, the face extensions LF
p,K(q) in (5.7), (5.8) and LF

p,K(q1, q2, q3, q4)
in (5.7) are continuous on K and satisfy

LF
p,K(q)|F = q, LF

p,K(q1, q2, q3, q4)|Ei = qi, i = 1, . . . , 4.

Moreover, LF
p,K(q) and LF

p,K(q1, q2, q3, q4) both vanish in the interior Gauss-Lobatto
nodes in Zp

int(K) and on the elemental faces of K not equal to F . From [9, Lemma
3.1], we have the following inequalities.
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Fig. 5.4. Case 2: Partition of K asso-
ciated with the partition of face F .
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Fig. 5.5. Case 3: Partition of K asso-
ciated with the partition of face F .

Lemma 5.3. The linear face extension operators LF
p,K introduced above satisfy

‖LF
p,K(q)‖L2(K) . p−1h

1/2
K ‖q‖L2(F ), F ∈ F(T ) ∩ F(T̃ ) or F ∈ FN (T ),

‖LF
p,K(q)‖L2(K) . p−1h

1/2
K ‖q‖L2(F ), F ∈ FH(T ),

‖LF
p,K(q1, . . . , q4)‖L2(K) . p−1h

1/2
K

4∑
i=1

‖qi‖L2(Fi), F = ∪4
i=1Fi, F1, . . . , F4 ∈ F(T ).

5.4. Decomposition of functions in Sp(T ). We shall now decompose func-
tions in Sp(T ), in a similar manner to the construction in [32, Section 5.3]. To this

end, we first define the minimal edge and face degrees. For an edge E ∈ E(T )∪ E(T̃ )
and a face F ∈ F(T ) ∪ F(T̃ ), we set

pE = min{ p eK : K̃ ∈ T ∪ T̃ , E ∈ E(K̃) },

pF = min{ p eK : K̃ ∈ T ∪ T̃ , F ∈ F(K̃) }.
(5.9)

Let v ∈ Sp(T ). We denote by vK the restriction of v to an element K ∈ T ∪ T̃ . We
decompose v into a nodal, edge, face and interior part, respectively:

v = vnod + vedge + vface + vint, (5.10)

with vnod, vedge, vface and vint in Sep(T̃ ) introduced below.

5.4.1. Nodal part. First, we construct the nodal part vnod ∈ Sep(T̃ ) in (5.10).

For each element K ∈ T and K̃ ∈ R(K), we will construct the restriction vnodeK of

vnod to K̃ such that vnodeK ∈ QpfK (K̃) (note that pK = p eK) and

vnodeK |E ∈ PpE
(E), E ∈ E(K̃), vnodeK |F ∈ PpF

(F ), F ∈ F(K̃),

with pE and pF given in (5.9). To define vnodeK , we distinguish the following two cases.
Case 1: If R(K) = {K} (i.e., if K is unrefined), the interpolant vnodeK = vnod

K is
simply defined by

vnod
K (x) =

∑
ν∈N (K)

vK(ν) Φν
K(x). (5.11)
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Case 2: If R(K) consists of eight newly created elements, we define vnodeK on each

element K̃ ∈ R(K) separately. To do so, fix K̃ ∈ R(K). Without loss of generality,
we may consider the situation shown in Figure 5.6, where we denote by ν̃i, Ẽj and F̃k

the vertices, edges and faces of K̃, respectively, numbered as in Figure 5.1. Similarly,
we denote by νi, Ej and Fk the vertices, edges and faces of K, respectively.

In this configuration, notice that we have ν̃8 ∈ NA(T̃ ), F̃3, F̃4, F̃6 ∈ FA(T̃ ), as
well as Ẽ8, Ẽ11, Ẽ12 ∈ EA(T̃ ). Hence, the polynomial degrees are given by

p eFi
= p eEj

= p eK = pK , i ∈ {3, 4, 6}, j ∈ {8, 11, 12}.

Let us now define the value of vnodeK at the nodes located on ∂K̃. At the interior nodes

shared by F̃i and Ẽj for i ∈ {3, 4, 6} and j ∈ {8, 11, 12}, we set

vnodeK (z) = vK(z), z ∈ {Z
p eFi

int (F̃i)}i∈{3,4,6} ∪ {Z
p eEj

int (Ẽj)}j∈{8,11,12}. (5.12)

Similarly, we set vnodeK (ν) = vK(ν) for the vertices ν = ν̃2 and ν = ν̃8.

ν1 = ν2

ν5 ν6

E1

E5 E6

E9




























































































ν̃1 ν̃2Ẽ1

F̃1

ν̃5 ν̃6

Ẽ5
Ẽ6

Ẽ9



























Fig. 5.6. The element K is refined into 8 elements eK ∈ R(K).

It remains to define vnodeK on the nodes located on the faces F̃1, F̃2 and F̃5 (ex-

cluding the vertex ν̃2). We only consider F̃1 (the construction for F̃2 and F̃5 is
completely analogous); see Figure 5.6. If F̃1 ∈ F(T ), then we have ν̃1, ν̃5, ν̃6 ∈ N (T ).
The four edges Ẽi ∈ E(F̃1) for i ∈ {1, 5, 6, 9} belong to E(T ). For i ∈ {1, 5, 6, 9}
and j ∈ {1, 5, 6}, we define

vnodeK (z) = 0, z ∈ Z
p eF1
int (F̃1) ∪ {Z

p eEi

int (Ẽi)} eEi∈E( eF1)
, (5.13)

vnodeK (ν̃j) = vK(ν̃j). (5.14)

Otherwise, if F̃1 /∈ F(T ), then the large elemental face F1 belongs to FR(T ).
Moreover, we have that either F1 ∈ FN (T ) or F1 ∈ FH(T ). We distinguish these two
subcases. First, if F1 ∈ FN (T ), then there is no hanging node of T located on F1 or
any edge of F1, and we have p eF1

= pF1
. In this case, we interpolate the values of the

nodal interpolant over the face F1 at the Gauss-Lobatto nodes on F̃1. That is, we
18



define

vnodeK (z) =
∑

ν∈N (F1)

vK(ν) Φν
K(z), (5.15)

for all z ∈ {Zp eE
int (Ẽ)} eE∈E( eF1)

∪ Z
p eF1
int (F̃1) ∪ {ν̃i}i∈{1,5,6}.

Second, if F1 ∈ FH(T ), then ν̃5 /∈ N (T ), but ν̃1 and ν̃6 may or may not belong to
N (T ). We define the value of vnodeK at the nodes located on F̃1 for this case as follows.
First, noticing that p eE5

= p eE9
= p eF1

= pF1
and ν̃2 ∈ N (T ), we set

vnodeK (z) = 0, z ∈ ZpF1
int (F̃1) ∪ Z

pF1
int (Ẽ5) ∪ Z

pF1
int (Ẽ9) ∪ {ν̃5}, (5.16)

Next, we define the values of vnodeK on the nodes of the edges Ẽ1 and Ẽ6, as well as on

the nodes ν̃1 and ν̃6. We only consider ν̃1 and Ẽ1 (the construction for ν̃6 and Ẽ6 is
completely analogous). If ν̃1 ∈ N (T ) (i.e., ν̃1 is a hanging node in T ), then we define

vnodeK (z) = 0, z ∈ Z
p eE1
int (Ẽ1), vnodeK (ν̃1) = vK(ν̃1). (5.17)

If ν̃1 /∈ N (T ), then we have E1 ∈ E(T ) and ν1 ∈ N (T ). In this case, p eE1
= pE1

,
and we interpolate the values of the nodal interpolant over the long edge E1 at the
Gauss-Lobatto nodes on Ẽ1. That is, we set

vnodeK (z) = vK(ν1) Φν1
K (z) + vK(ν2) Φν2

K (z), z ∈ Z
p eE1
int (Ẽ1) ∪ {ν̃1}. (5.18)

With the nodal values of vnodeK constructed in (5.12)-(5.18), we have

vnodeK (x) =
∑

ν∈N ( eK)

vnodeK (ν) ΦνeK(x) +
∑

E∈E( eK)

pE−1∑
i=1

(
vnodeK (zE,pE

i )ΦE,pE
i (x)

)

+
∑

F∈F( eK)

pF−1∑
i,j=1

(
vnodeK (zF,pF

i,j )ΦF,pF
i,j (x)

)
.

This finishes the construction of the interpolant vnod. Notice that vnod ∈ Sep(T̃ ); it

is continuous over faces F ∈ FA(T̃ ) and over edges inside faces F ∈ F(T ). Moreover,
it satisfies

vK(ν)− vnod
K (ν) = 0, ν ∈ N (T ) located on ∂K,

and

vnodeK |E ∈ Pnod
pE

(E), E ∈ E(T ), K̃ ∈ w̃E ,

with w̃E defined by

w̃E = { K̃ ∈ T ∪ T̃ : E ∈ E(K̃) }, ∀E ∈ E(T ).
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5.4.2. Edge part. Second, we construct the edge function vedge ∈ Sep(T̃ ) in the
decomposition (5.10). To do so, fix an element K ∈ T . For an edge E on ∂K, we
define vE

K by

vE
K =


LE

pK ,K((vK − vnod
K )|E), E ∈ E(K) ∩ E(T ),

LE
pK ,K((vK − vnod

K )|E), E ∈ EF (K), F ∈ F(K),

LE
pK ,K((vK − vnod

K )|E1 , (vK − vnod
K )|E2), E = E1 ∪ E2, E1, E2 ∈ E(T ),

with LE
pK ,K(·) defined for Case 1 in (5.2) or for Case 3 in (5.5), and LE

pK ,K(·, ·) for
Case 2 in (5.3), respectively. We then define vedge on each element as:

vedge
K (x) =

∑
E∈E(K)

vE
K(x) +

∑
F∈F(K)

∑
E∈EF (K)

vE
K(x).

5.4.3. Face part. Third, we construct the face function vface ∈ Sep(T̃ ) in (5.10).
Fix an element K ∈ T and let F be an elemental face in F(K). If F ∈ F(T ), we
define vF

K by

vF
K =

{
LF

pK ,K((vK − vnod
K − vedge

K )|F ), F /∈ FH(T ),

LF
pK ,K((vK − vnod

K − vedge
K )|F ), F ∈ FH(T ),

with LF
pK ,K(·) defined for Case 1 in (5.6) and for Case 3 in (5.8). Otherwise, there

exists four faces Fi ∈ F(T ), i = 1, . . . , 4, such that F = ∪4
i=1{Fi}. We define vF

K by

vF
K = LF

pK ,K((vK − vnod
K − vedge

K )|F1 , . . . , (vK − vnod
K − vedge

K )|F4),

with LF
pK ,K(·, ·, ·, ·) defined for Case 2 in (5.7). We then define vface elementwise as

vface
K (x) =

∑
F∈F(K)

vF
K(x).

5.5. Interior part. Finally, the interior function vint ∈ Sep(T̃ ) in (5.10) is simply
obtained by setting on each element

vint
K = vK − vnod

K − vedge
K − vface

K , K ∈ T .

Notice that vint
K belongs to H1

0 (K). Hence, we have vint ∈ Scep(T̃ ).

5.6. Proof of Theorem 4.1. In this section, we outline the proof of Theo-
rem 4.1. Some of the auxiliary results are postponed to Sections 5.7.1, 5.7.2 and
5.7.3.

For v ∈ Sp(T ), we write v = vnod + vedge + vface + vint, according to (5.10). We
shall define the averaging operator Ihpv in four parts:

Ihpv = ϑnod + ϑedge + ϑface + ϑint, (5.19)

with ϑnod, ϑedge, ϑface, ϑint ∈ Scep(T̃ ). Since vint ∈ Scep(T̃ ), we simply take ϑint =

vint. Below we further construct ϑnod, ϑedge, and ϑface such that the following three
approximation results hold.

Proposition 5.4.
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(i) Nodal approximation: There is a conforming approximation ϑnod ∈ Scep(T̃ )
that satisfies:∑

eK∈eT
‖vnod − ϑnod‖2

L2( eK)
.

∑
F∈F(T )

p−2
F hF

∫
F

[[vnod]]2 ds,

∑
eK∈eT

‖∇(vnod − ϑnod)‖2
L2( eK)

.
∑

F∈F(T )

p2
F h−1

F

∫
F

[[vnod]]2 ds.

(5.20)

(ii) Edge approximation: There is a conforming approximation ϑedge ∈ Scep(T̃ )
that satisfies:∑

eK∈eT
‖vedge − ϑedge‖2

L2( eK)
.

∑
F∈F(T )

p−2
F hF

∫
F

([[v]]2 + [[vnod]]2) ds,

∑
eK∈eT

‖∇(vedge − ϑedge)‖2
L2( eK)

.
∑

F∈F(T )

p2
F h−1

F

∫
F

([[v]]2 + [[vnod]]2) ds.

(5.21)

(iii) Face approximation: There is a conforming approximation ϑface ∈ Scep(T̃ ) that
satisfies:∑

eK∈eT
‖vface − ϑface‖2

L2( eK)
.

∑
F∈F(T )

p−2
F hF

∫
F

([[v]]2 + [[vnod]]2) ds,

∑
eK∈eT

‖∇(vface − ϑface)‖2
L2( eK)

.
∑

F∈F(T )

p2
F h−1

F

∫
F

([[v]]2 + [[vnod]]2) ds.

(5.22)

By the triangle inequality and Proposition 5.4, we then obtain∑
eK∈eT

‖v − Ihpv‖2L2( eK)
.

∑
F∈F(T )

p−2
F hF (‖[[v]]‖2L2(F ) + ‖[[vnod]]‖2L2(F )),∑

eK∈eT
‖∇(v − Ihpv)‖2

L2( eK)
.

∑
F∈F(T )

p2
F h−1

F (‖[[v]]‖2L2(F ) + ‖[[vnod]]‖2L2(F )).

Hence, Theorem 4.1 follows if we show that

‖[[vnod]]‖2L2(F ) . ‖[[v]]‖2L2(F ), F ∈ F(T ). (5.23)

To prove (5.23), we define the set

NT (F ) = { ν ∈ N (T ) : ν is located on ∂F }, F ∈ F(T ).

By the construction of vnod, the jump over F satisfies

[[vnod]](ν) = [[v]](ν), ν ∈ NT (F ).

If F ∈ F(T )∩F(T̃ ) or F ∈ FN (T ), then we haveN (F ) = NT (F ). Lemma 5.1(iii)
and the bounded local variation of p in (2.3) yield

‖[[vnod]]‖L2(F ) .
∑

ν∈N (F )

|[[vnod(ν)]]|‖Φν
K‖L2(F ) . p−2

F hF max
ν∈NT (F )

|[[vnod]](ν)|,
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with K one of the elements of which F is an elemental face.
Otherwise, we have F ∈ FH(T ). In this case, F is divided into four faces

F̃i ∈ F(T̃ ), i = 1, . . . , 4, and the middle points of the elemental edges of F may
or may not belong to N (T ). This situation is the same as the one discussed for the
two-dimensional case in [32, Section 5.5 (Case 2)]. Thus, proceeding as in the corre-
sponding proof of Lemma 5.4 of [32], we obtain from (2.3) and the construction of
vnod that

‖[[vnod]]‖L2(F ) =
4∑

i=1

‖[[vnod]]‖L2( eFi)
. p−2

F hF max
ν∈NT (F )

|[[vnod]](ν)|.

Thus, for any face F ∈ F(T ), we have

‖[[vnod]]‖L2(F ) . p−2
F hF max

ν∈NT (F )
|[[vnod]](ν)| = p−2

F hF max
ν∈NT (F )

|[[v]](ν)|.

Without loss of generality, we suppose that |[[vnod]](ν)| reaches its maximum at
the vertex ν1, an end point of an edge E ∈ E(T ) which lies on ∂F . From [29, Theorem
3.92], [9, Lemma 3.1] and (2.3), we further have the inverse estimate

max
ν∈NT (F )

‖[[v]](ν)‖ = ‖[[v]](ν1)‖ . pEh
−1/2
E ‖[[v]]‖L2(E) . p2

F h−1
F ‖[[v]]‖L2(F ).

This, together with the bounded local variation of p in (2.3), implies (5.23). To
complete the proof of Theorem 4.1, it remains to prove Proposition 5.4, which will
now be undertaken in the next section.

5.7. Proof of Proposition 5.4. In this section, we present the proofs of the
three approximation results in Proposition 5.4.

5.7.1. Nodal approximation. Let vnod ∈ Sep(T̃ ) be the nodal part of v ∈
Sp(T ) in the decomposition (5.10). We shall now construct the conforming approxi-

mation ϑnod in Scep(T̃ ). For simplicity, we shall omit the superscript “nod” and, in the

sequel, write v for vnod and ϑ for ϑnod. We introduce the sets:

w̃(ν) = { K̃ ∈ T̃ : ν ∈ N (K̃) }, wF (ν) = {F ∈ F(T ) : ν ∈ F }.

Fix K ∈ T and K̃ ∈ R(K). We proceed by distinguishing the same two cases as
in Subsection 5.4.

Case 1: If R(K) = {K}, we have K = K̃. Then, any elemental face F̃ ∈ F(K̃)
belongs to F(T ) and we have v eK | eF ∈ Qp eF (F̃ ). Moreover, any elemental edge Ẽ ∈
E(K̃) belongs to E(T ) and v eK | eE ∈ Pnod

p eE (Ẽ). For any Gauss-Lobatto node ν located

on ∂K̃, we define the value of ϑ(ν) by

ϑ(ν) =


|w̃(ν)|−1

∑
eK∈ ew(ν)

v eK(ν), ν ∈ NI(T ),

0, otherwise.
(5.24)

Here, |w̃(ν)| denotes the cardinality of the set w̃(ν). Note that we have |w̃(ν)| = 8 for
ν ∈ NI(T ). Then we define ϑ on K̃ by:

ϑ(x) =
∑

ν∈N ( eK)

ϑ(ν) ΦνeK(x). (5.25)
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¿From (5.11) and (5.25), we have

‖v eK − ϑ‖L2( eK) .
∑

ν∈N ( eK)

|v eK(ν)− ϑ(ν)| ‖ΦνeK‖L2( eK). (5.26)

Analogously to [9, Pages 1125-1126], we conclude that

|v eK(ν)− ϑ(ν)| .
∑

F∈wF (ν)

p2
F h−1

F ‖[[v]]‖L2(F ). (5.27)

Hence, by combining (5.26), (5.27), Lemma 5.1(ii) and the bounded variation property
of p in (2.3), we obtain

‖v eK − ϑ‖L2( eK) .
∑

F∈{wF (ν)}
ν∈N(fK)

p−1
F h

1/2
F ‖[[v]]‖L2(F ). (5.28)

Case 2: IfR(K) consists of eight elements, we define ϑ on each element K̃ ∈ R(K)
separately, analogously to the construction of the nodal interpolant in Subsection 5.4.
Without loss of generality, we may again consider the case illustrated in Figure 5.6.
Since the faces F̃3, F̃4, F̃6 belong to FA(T̃ ), the function v is continuous over them.
The values of ϑ on the face nodes z ∈ {ZpfK

int (F̃i)}i∈{3,4,6} ∪ {Z
pfK
int (Ẽj)}j∈{8,11,12} and

the vertex ν̃8 are defined by ϑ(ν̃8) = v eK(ν̃8) and

ϑ(z) = v eK(z), z ∈ {ZpfK
int (F̃i)}i∈{3,4,6} ∪ {Z

pfK
int (Ẽj)}j∈{8,11,12}. (5.29)

We further define the value of ϑ on the vertex ν̃2 by (5.24).
It remains to define the values of v eK on the nodes located on the faces F̃1, F̃2

and F̃5, excluding the vertex ν̃2. We only consider F̃1 (the construction for F̃2 and F̃5

is completely analogous); see Figure 5.6. If F̃1 ∈ F(T ), then for any Gauss-Lobatto

node on F̃1, z ∈ Z
p eF1
int (F̃1) ∪ {ZpE

int (E)}E∈E( eF1)
∪ {ν1} ∪ {ν5} ∪ {ν6}, the value of ϑ(z)

is taken as in (5.24).
Otherwise, if F̃1 /∈ F(T ), then F1 ∈ FR(T ) and F1 belongs to FN (T ) or FH(T ).

We distinguish these two subcases. First, if F1 ∈ FN (T ), we define ϑ(ν), ν ∈ N (F1),
by (5.24). Then we interpolate the values of the nodal interpolant over the face F1 at
the Gauss-Lobatto nodes on F̃1. That is, we set

ϑ(z) =
∑

ν∈N (F1)

ϑ(ν) Φν
K(z), z ∈ {Zp eE

int (Ẽ)} eE∈E( eF1)
∪ Z

p eF1
int (F̃1) ∪ {ν̃i}i∈{1,5,6}. (5.30)

Second, if F1 ∈ FH(T ), then ν̃5 /∈ N (T ), but ν̃1 and ν̃6 may or may not belong
to N (T ). We first define

ϑ(z) = 0, z ∈ ZpF1
int (F̃1) ∪ Z

pF1
int (Ẽ5) ∪ Z

pF1
int (Ẽ9) ∪ {ν̃5}, (5.31)

Next, we define the values of ϑ on the nodes of the edges Ẽ1 and Ẽ6, as well as
on ν̃1 and ν̃6. We only consider ν̃1 and Ẽ1 (the definition for ν̃6 and Ẽ6 is completely
analogous). If ν̃1 ∈ N (T ) (i.e., ν̃1 is a hanging node of T ), then we define ϑ(z) for

z ∈ Z
p eE1
int (Ẽ1) ∪ {ν̃1} by (5.24). If ν̃1 /∈ N (T ), then E1 ∈ E(T ) and ν1 ∈ N (T ). We
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define ϑ(ν1) again by (5.24). Recall that ϑ(ν2) = ϑ(ν̃2) has already been defined.
Then, for the nodes on Ẽ1, we set

ϑ(z) = ϑ(ν1)Φν1
K (z) + ϑ(ν2)Φν2

K (z), z ∈ Z
p eE1
int (Ẽ1) ∪ {ν̃1}. (5.32)

Now we construct ϑ on K̃ by setting

ϑ(x) =
∑

ν∈N ( eK)

ϑ(ν) ΦνeK(x) +
∑

E∈E( eK)

pE−1∑
i=1

(
ϑ(zE,pE

i )ΦE,pE
i (x)

)

+
∑

F∈F( eK)

pF−1∑
i,j=1

(
ϑ(zF,pF

i,j )ΦF,pF
i,j (x)

)
.

(5.33)

This completes the construction of ϑ. It can be readily seen that ϑ ∈ Scep(T̃ ).
We shall now derive an estimate analogous to (5.28) for Case 2. To do so, we

estimate the difference between v eK and ϑ on K̃ as follows:

‖v eK − ϑ‖L2( eK) .
∑

eν∈N ( eK)

‖ςeν‖L2( eK) +
∑

eE∈E( eK)

‖ς eE‖L2( eK) +
∑

eF∈F( eK)

‖ς eF ‖L2( eK), (5.34)

with

ςeν(x) =
(
v eK(ν̃)− ϑ(ν̃)

)
ΦeνeK(x),

ς eE(x) =
p eE−1∑
i=1

((
v eK(z

eE,p eE
i )− ϑ(z

eE,p eE
i )

)
Φ

eE,p eE
i (x)

)
,

ς eF (x) =
p eF−1∑
i,j=1

((
v eK(z

eF,p eF
i,j )− ϑ(z

eF,p eF
i,j )

)
Φ

eF,p eF
i,j (x)

)
.

Proceeding as in the two-dimensional proof in [32, Lemma 5.4], we obtain the following
estimates. First, we have that ‖ςeν‖L2( eK) = 0 for ν̃ ∈ NA(T̃ ) and

‖ςeν‖L2( eK) .
∑

F∈wF (eν)

p−1
F h

1/2
F ‖[[v]]‖L2(F ), ν̃ ∈ N (T ).

Second, for ν̃ /∈ N (T ), we have

‖ςeν‖L2( eK) .


∑

F∈{wF (ν)}ν∈∂E

p−1
F h

1/2
F ‖[[v]]‖L2(F ), ∃E ∈ E(K), ν̃ is inside E,∑

F∈{wF (ν)}ν∈N(F ?)

p−1
F h

1/2
F ‖[[v]]‖L2(F ), ∃F ? ∈ F(K), ν̃ inside F ?.

Similarly, for ς eE in (5.34), we have that ς eE = 0 if Ẽ ∈ EA(T̃ ) or if Ẽ ∈ EF ?(K) for a
face F ? ∈ FH(T ) ∩ F(K). Moreover, if Ẽ ∈ EF ?(K) for a face F ? ∈ FN (T ) ∩ F(K),
we have

‖ς eE‖L2( eK) .
∑

F∈{wF (ν)}ν∈N(F ?)

p−1
F h

1/2
F ‖[[v]]‖L2(F ).
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For the situation when there exists an edge E ∈ E(T ) such that Ẽ ⊆ E, we have

‖ς eE‖L2( eK) .
∑

F∈{wF (ν)}ν∈∂E

p−1
F h

1/2
F ‖[[v]]‖L2(F ).

Now we only need to bound ‖ς eF ‖L2( eK) in (5.34) for any face F̃ ∈ F(K̃). If F̃ ∈ F(T )

or F̃ ∈ FA(T̃ ), by the construction of v and ϑ, we have ‖ς eF ‖L2( eK) = 0. Otherwise,

there exist a face F ∈ F(K) such that F ∈ FR(T ) and F̃ is obtained by refining F .
Without loss of generality, we may again consider the case illustrated in Figure 5.6,
with the faces F and F̃ discussed being F1 and F̃1, respectively. If F1 ∈ FH(T ), then
‖ς eF1

‖L2( eK) = 0. Otherwise, F1 ∈ FN (T ). Since ς eF1
vanishes at all the interior tensor-

product Gauss-Lobatto nodes in K̃ and on the faces of ZpfK
int (K̃) that are different

from F̃1, we obtain from Lemma 5.1(i) and the construction of v and ϑ that

‖ς eF1
‖L2( eK) . p−1eK h

1/2eK ‖ς eF1
‖L2( eF1)

. p−1eK h
1/2eK
(
‖v eK − ϑ‖L2( eF1)

+
∑

i∈{1,5,6,9}

‖ς eEi
‖L2( eF1)

+
∑

j∈{1,2,5,6}

‖ςeνj
‖L2( eF1)

)
. p−1

K h
1/2
K ‖v eK − ϑ‖L2(F1) + p−1

K h
1/2
K

( ∑
i∈{1,5,6,9}

‖ς eEi
‖L2( eF1)

+
∑

j∈{1,2,5,6}

‖ςeνj
‖L2( eF1)

)
≡ T1 + T2.

Using (5.27), Lemma 5.1(iii) and (2.3), we get

T1 . p−1
K h

1/2
K

∑
ν∈N (F1)

‖ςν‖L2(F1) . p−1
K h

1/2
K

∑
ν∈N (F1)

(|vK(ν)− ϑ(ν)| ‖Φν
K‖L2(F1))

.
∑

F∈{wF (ν)}ν∈N(F1)

p−1
F h

1/2
F ‖[[v]]‖L2(F ).

In an analogous manner to the two-dimensional proof in [32, Lemma 5.4], term T2 is
bounded by

T2 .
∑

F∈{wF (ν)}ν∈N(F1)

p−1
F h

1/2
F ‖[[v]]‖L2(F ).

Hence, ς eF in (5.34) can be bounded by

‖ς eF ‖L2( eK) .
∑

F∈{wF (ν)}ν∈N(F1)

p−1
F h

1/2
F ‖[[v]]‖L2(F ).

To combine the bounds for ςeν , ς eE and ς eF , we define the set N ?(K̃) as follows.
We start from N (K̃) and first remove all the vertices belonging to NA(T̃ ). Then, any
vertex ν̃ ∈ N (K̃) with ν̃ /∈ N (T )∪NA(T̃ ) is replaced by the vertex ν ∈ N (K) which
lies on the same elemental edge of K as ν̃; see [32, Section 5.5]. We also set

F?(K̃) = {F ∈ wF (ν) : ν ∈ N ?(K̃) }.

Thus, we have

‖v eK − ϑ‖L2( eK) .
∑

F∈F?( eK)

p−1
F h

1/2
F ‖[[v]]‖L2(F ). (5.35)
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This completes the discussion of Case 2.
By the key estimates in (5.28) and (5.35), we have in both cases above

‖v eK − ϑ‖L2( eK) .
∑

F∈F?( eK)

p−1
F h

1/2
F ‖[[v]]‖L2(F ), K̃ ∈ T̃ . (5.36)

This proves the first inequality in (5.20). Moreover, by the inverse inequality,

‖∇v‖L2( eK) . p2eKh−1eK ‖v‖L2( eK), v ∈ Sep(T̃ ), K̃ ∈ T̃ , (5.37)

see [10], we obtain from (5.36) and (2.3)

‖∇(v eK − ϑ)‖L2( eK) .
∑

F∈F?( eK)

pF h
−1/2
F ‖[[v]]‖L2(F ), K̃ ∈ T̃ , (5.38)

which shows the second assertion in the nodal approximation result (5.20).

5.7.2. Edge approximation. For any edge E ∈ E(T ), we define the set

wE = {K ∈ T : E ⊂ ∂K }. (5.39)

Fix an element K ∈ T . First, we consider an elemental edge E ∈ E(K) and define
the function WE

K as follows: if E ∈ EB(T ), we set

WE
K = LE

pK ,K

(
(vK − vnod

K )|E
)
,

with the extension operator LE
pK ,K(·) defined in (5.2).

If E ∈ EI(T ), let K ′ ∈ wE be the element which has the lowest polynomial degree
in the set wE defined in (5.39); see [32, Section 5.6]. We define WE

K by

WE
K = LE

pK ,K

(
(vK′ − vnod

K′ )|E
)
,

with LE
pK ,K(·) defined in (5.2).

In the case where E contains a hanging node, E is partitioned into E = E1 ∪E2

with E1, E2 ∈ EI(T ), cf. Figure 5.2. Denote by K ′ ∈ wE1 and K ′′ ∈ wE2 the elements
in T which have the lowest polynomial degree in the set wE1 and wE2 , respectively;
see [32, Section 5.6]. We now define WE

K by

WE
K = LE

pK ,K

(
(vK′ − vnod

K′ )|E1 , (vK′′ − vnod
K′′ )|E2

)
,

with LE
pK ,K(·, ·) in (5.3).

Next, for an edge E ∈ EF (K), F ∈ F(K), the function WE
K is given analogously.

Let K ′ ∈ wE be the element which has the lowest polynomial degree in the set wE .
We define WE

K by

WE
K = LE

pK ,K

(
(vK′ − vnod

K′ )|E
)
,

with LE
pK ,K(·) given in (5.5).

Then we define ϑedge elementwise by setting

ϑedge|K =
∑

E∈E(K)

WE
K +

∑
F∈F(K)

∑
E∈EF (K)

WE
K ,

with WE
K defined above. Clearly, the function ϑedgebelongs to Scep(T̃ ). By employing

Lemma 5.2 and proceeding as in [32, Section 5.6], the approximation property (5.21)
can be readily derived.
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5.7.3. Face approximation. Fix an element K ∈ T and let F be an element
face in F(K). We define the function WF

K as follows: if F ∈ FB(T ), we set

WF
K = LF

pK ,K

(
(vK − vnod

K − vedge
K )|F

)
,

with LF
pK ,K(·) defined in (5.6). If F ∈ FI(T ), let K ′ in T be the neighboring ele-

ment such that F ∈ F(K) ∩ F(K ′). Denote by K ′ the element which has the lower
polynomial degree of the elements K and K ′. We define WF

K by

WF
K = LF

pK ,K

(
(vK′ − vnod

K′ − vedge
K′ )|F

)
,

with LF
pK ,K(·) defined in (5.8) if F ∈ FH(T ) (see Figure 5.5) and in (5.6) otherwise.

If F contains a hanging node in the center, F is partitioned into F = ∪4
i=1Fi with

Fi ∈ F(T ), i = 1, . . . , 4, cf. Figure 5.4. There exist four elements Ki ∈ T such that
Fi ∈ F(Ki). Denote by Ki the element that has the lower polynomial degree of K
and Ki, i = 1, . . . , 4. We now define WF

K by

WF
K = LF

pK ,K

(
(vK1

− vnod
K1

− vedge
K1

)|F1 , . . . , (vK4
− vnod

K4
− vedge

K4
)|F4

)
,

with LF
pK ,K(·, ·, ·, ·) defined in (5.7).

Next, we prove the face approximation property (5.22). By (2.3), Lemma 5.3 and
the polynomial trace inequality (see [29]), we have∑

eK∈eT
‖vface − ϑface‖2

L2( eK)
=
∑
K∈T

∑
eK∈R(K)

‖vface − ϑface‖2
L2( eK)

.
∑
K∈T

∑
F∈F(K)

‖LF
pK ,K

(
(vK − vnod

K − vedge
K )|F

)
−WF

K‖2L2(K)

.
∑
K∈T

∑
F∈F(K)

p−2
K hK‖(vK − vnod

K − vedge
K )|F −WF

K |F ‖2L2(F )

.
∑
K∈T

∑
F∈F(K)

p−2
F hF (‖[[v]]‖2L2(F ) + ‖[[vnod]]‖2L2(F ) + ‖[[vedge]]‖2L2(F ))

.
∑
K∈T

∑
F∈F(K)

p−2
F hF (‖[[v]]‖2L2(F ) + ‖[[vnod]]‖2L2(F )) +

∑
eK∈eT

‖[[vedge]]‖2
L2( eK)

.

This, together with the edge approximation result (5.21) completes the proof of the
first assertion of (5.22); the second one follows again from the first one by using the
inverse inequality in (5.37).

6. Numerical experiments. In this section, we present a series of numerical
examples to demonstrate the practical performance of the proposed a-posteriori er-
ror estimator η derived in Theorem 3.1 within an automatic hp-adaptive refinement
procedure which is based on 1-irregular hexahedral elements. In each of the exam-
ples shown in this section the DG solution uhp defined by (2.6) is computed with
the interior penalty parameter γ equal to 10. All computations have been performed
using the AptoFEM software package (see [14], for details). Additionally, the resulting
system of linear equations is solved by exploiting the MUltifrontal Massively Parallel
Solver (MUMPS), see [1, 2, 3], for example.

The hp-adaptive meshes are constructed by first marking the elements for re-
finement according to the size of the local error indicators ηK ; this is achieved by
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Fig. 6.1. Example 1. (a) Comparison of the actual and estimated energy norm of the error with
respect to the (third root of the) number of degrees of freedom with hp-adaptive mesh refinement; (b)
Effectivity indices; (c) Comparison of the actual error with h- and hp-adaptive mesh refinement.

employing the fixed fraction strategy, see [19], with refinement fraction 25%. Note
that in the present article, we do not employ any derefinement of the underlying hp-
meshes. Once an element K ∈ T has been flagged for refinement, a decision must
be made whether the local mesh size hK or the local degree pK of the approximat-
ing polynomial should be adjusted accordingly. The choice to perform either h- or
p-refinement is based on estimating the local smoothness of the (unknown) analytical
solution. To this end, we employ the hp-adaptive strategy developed in [20], where the
local regularity of the analytical solution is estimated from truncated local Legendre
expansions of the computed numerical solution; see, also, [12, 18].

Here, the emphasis will be on investigating the asymptotic sharpness of the pro-
posed a-posteriori error bound on a sequence of nonuniform hp-adaptively refined
1-irregular meshes. To this end, we shall compare the estimator η derived in The-
orem 3.1, which is slightly suboptimal (by a factor of p

1/2
F ) in the face polynomial

order pF , with the indicator η̂ discussed in Remark 3.2; we note that the derivation of
the latter precludes the use of hanging nodes, at least theoretically. Indeed, here we
shall show that despite the loss of optimality in the polynomial degree, both indicators
perform extremely well on hp-refined meshes, in the sense that the effectivity index,
which is defined as the ratio of the a-posteriori error bound and the energy norm
of the actual error, is roughly constant on all of the meshes employed. Moreover,
our numerical experiments indicate that both a-posteriori error indicators give rise
to very similar quantitative results. For simplicity, as in [7], we set the constant C
arising in Theorem 3.1 equal to one; in general, to ensure the reliability of the error
estimator, this constant must be determined numerically for the underlying problem
at hand. In all of our experiments, the data-approximation terms in the a-posteriori
bound stated in Theorem 3.1 will be neglected. For both the error estimators η and η̂,
inhomogeneous boundary conditions are incorporated as discussed in Remark 3.4.

6.1. Example 1. In this example, we let Ω be the unit cube (0, 1)3 in R3;
further, we select f and an appropriate inhomogeneous boundary condition, so that
the analytical solution to (1.1) is given by

u(x1, x2, x3) = sin(πx1) cos(πx2) cos(πx3).

In Figure 6.1(a) we present a comparison of the actual and estimated energy norm
of the error versus the third root of the number of degrees of freedom in the finite
element space Sp(T ) on a linear-log scale, for the sequence of meshes generated by our
hp-adaptive algorithm using the indicator η stated in Theorem 3.1 (denoted by p3 in
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(a) (b)

Fig. 6.2. Example 1. Finite element mesh after 8 adaptive refinements, with 440 elements and
100578 degrees of freedom: (a) hp-mesh; (b) Three-slice of the hp-mesh.

the figure) and η̂ outlined in Remark 3.2 (denoted by p2). Here, we observe that the
two error indicators perform in a very similar manner: in each case the error bound
over-estimates the true error by a (reasonably) consistent factor. From Figure 6.1(b),
we see that the computed effectivity indices lie in the range 5–9; in particular, we note
that although there is some initial growth in the effectivity indices as the hp-mesh is
refined, these numbers seem to settle at approximately 8 as the adaptive refinement
strategy proceeds. Additionally, from Figure 6.1(a) we observe that after an initial
transient, the convergence lines using hp-refinement are (roughly) straight on a linear-
log scale, which indicates that exponential convergence is attained for this smooth
problem, as we would expect. In Figure 6.1(c), we present a comparison between the
actual energy norm of the error employing both h- and hp-mesh refinement; here,
the hp-refinement is based on employing the error indicator stated in Theorem 3.1.
In the former case, the DG solution uhp is computed using triquadratic elements,
i.e., pK = 2; here, the adaptive algorithm is again based on employing the fixed
fraction strategy, with the refinement fraction set to 25%, without any derefinement.
From Figure 6.1(c), we clearly observe the superiority of employing a grid adaptation
strategy based on exploiting hp-adaptive refinement: on the final mesh, the energy
norm of the error using hp-refinement is around four orders of magnitude smaller than
the corresponding quantity computed when h-refinement is employed alone.

In Figure 6.2 we show the mesh generated using the proposed hp-version a-
posteriori error indicator stated in Theorem 3.1 after 8 hp-adaptive refinement steps.
For clarity, we also show the three-slice of the hp-mesh centered at the centroid of the
computational domain Ω. Here, we observe that some h-refinement of the mesh has
been performed in the vicinity of steep gradients present in the analytical solution
situated in the interior of Ω. Within this region, the polynomial degree is between
4–5. Away from this region, the hp-adaptive algorithm increases the degree of the
approximating polynomial where the analytical solution is extremely smooth.

6.2. Example 2. In this section, we let Ω be the Fichera corner (−1, 1)3\ [0, 1)3,
and select f and an appropriate inhomogeneous boundary condition for u so that

u(x1, x2, x3) = (x2
1 + x2

2 + x2
3)

q/2,

where q is a real number. We note that for q > −1/2, the analytical solution u to (1.1)
satisfies u ∈ H1(Ω); cf. [8], for example. In this section we set q = −1/4; in this case u
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Fig. 6.3. Example 2. (a) Comparison of the actual and estimated energy norm of the error with
respect to the (fourth root of the) number of degrees of freedom with hp-adaptive mesh refinement;
(b) Effectivity indices; (c) Comparison of the actual error with h- and hp-adaptive mesh refinement.

possesses typical (isotropic) singular behavior that solutions of elliptic boundary-value
problems exhibit in the vicinity of reentrant corners in the computational domain. The
most general type of singularity involving anisotropic edge singularities will be treated
elsewhere.

Figure 6.3(a) shows the history of the actual and estimated energy norm of the
error on each of the meshes generated by our hp-adaptive algorithm using both the
indicator η in Theorem 3.1 (denoted by p3 in the figure) and η̂ in Remark 3.2 (denoted
by p2). Here, we have plotted the errors versus the fourth root of the number of
degrees of freedom in the finite element space Sp(T ) on a linear-log scale; the fourth
root of the number of degrees of freedom is chosen empirically based on the fact that
the singularity is isotropic; we also refer to the two–dimensional hp-version a-priori
error analysis performed in [30]. We point out that for general (anisotropic) edge
singularities in 3D, the fifth root of the degrees of freedom should be considered;
cf. [27].

As in the previous example, we observe that the two error indicators perform in
a very similar manner, though for this non-smooth example the loss in optimality
in the jump indicator in the estimator stated in Theorem 3.1 does lead to a slight
increase in the effectivity indices in comparison with indicator η̂ in (3.6). Indeed, from
Figure 6.3(b) we observe that the effectivity indices for both a-posteriori bounds do
slowly grow as the hp-mesh is refined. Additionally, from Figure 6.3(a) we observe
exponential convergence of the energy norm of the error using both estimators with
hp-refinement; indeed, on a linear-log scale, the convergence lines are, on average,
straight. Figure 6.3(c) highlights the superiority of employing hp-adaptive refinement
in comparison with h-refinement. Indeed, although on the final mesh, the energy norm
of the error using the hp-refinement indicator stated in Theorem 3.1 is only around
a factor 2 smaller than the corresponding quantity when h-refinement is employed
alone, based on using triquadratic elements, we can clearly see that an excessively
large number of degrees of freedom will be required to simply ensure that ‖u−uhp‖E,T
is less than 10−1 when using the fixed-order h-refinement strategy.

In Figure 6.4 we show the mesh generated using the local error indicators ηK

stated in Theorem 3.1 after 7 hp-adaptive refinement steps. Here, we see that the
h-mesh has been refined in the vicinity of the re-entrant corner located at the origin.
Additionally, we see that the polynomial degrees have been increased away from the
re-entrant corner located at the origin, since the underlying analytical solution is
smooth in this region.
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(a)

(b)

Fig. 6.4. Example 2. Finite element mesh after 7 adaptive refinements, with 686 elements and
197670 degrees of freedom: (a) hp-mesh; (b) Three-slice of the hp-mesh.

7. Conclusions. In this paper, we derived an a-posteriori error estimator for
hp-adaptive DG methods for elliptic problems on 1-irregularly, isotropically refined
meshes in three dimensions. The estimator yields upper and lower bounds for the error
measured in terms of the natural energy norm. We applied our estimate as an error
indicator for energy norm error estimation in an hp-adaptive refinement algorithm.
Our numerical results show that the indicator is efficient in locating and resolving
isotropic corner singularities at exponential convergence rates.

In our analysis, we employed the approximation properties of the three-dimen-
sional hp-version averaging operator in Theorem 4.1. This theorem allows us to also
extend the analysis in [32] to three dimensions. Hence, a robust a-posteriori error esti-
mator for hp-adaptive DG discretizations of three-dimensional stationary convection-
diffusion equations can be immediately obtained. As in [32], such an estimator yields
global upper and lower bounds of the errors measured in terms of the natural energy
norm associated with the diffusion and a semi-norm associated with the convection.
In particular, the constants are independent of the Péclet number of the problem.
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