
PHYSICAL REVIEW A 89, 042701 (2014)

Effective-range approximations for resonant scattering of cold atoms
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Studies of cold atom collisions and few-body interactions often require the energy dependence of the scattering
phase shift, which is usually expressed in terms of an effective-range expansion. We use accurate coupled-channel
calculations on 6Li, 39K, and 133Cs to explore the behavior of the effective range in the vicinity of both broad
and narrow Feshbach resonances. We show that commonly used expressions for the effective range break
down dramatically for narrow resonances and near the zero crossings of broad resonances. We present an
alternative parametrization of the effective range that is accurate through both the pole and the zero crossing for
both broad and narrow resonances. However, the effective-range expansion can still fail at quite low collision
energies, particularly around narrow resonances. We demonstrate that an analytical form of an energy and
magnetic-field-dependent phase shift, based on multichannel quantum defect theory, gives accurate results for
the energy-dependent scattering length.
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I. INTRODUCTION

The study of trapped samples of ultracold atomic gases
is an extremely fruitful area of experimental and theoretical
research. It includes studies of Bose-Einstein condensation
(BEC) of bosonic species [1–4], the crossover between the
BEC and Bardeen-Cooper-Schrieffer regimes of fermionic
species [5–7], the production of ultracold polar molecules
[8–10], the manipulation of atoms in optical lattices [11,12],
and the study of Efimov physics in few-body systems [13–16].
The theory of such phenomena has been greatly simplified
by the ability to characterize the zero-energy interaction of
two atoms in terms of the s-wave scattering length a. For
many species, nearly any desirable value a(B) can be obtained
by tuning a magnetic field B near the pole position B0

of a threshold scattering resonance known as a Feshbach
resonance. The scattering length is approximately related to
the magnetic field by the formula [17]

a(B) = abg

(
1 − �

B − B0

)
, (1)

where � is the width of the resonance and abg is the background
scattering length far from resonance.

The parametrization of low-energy interactions in terms of
a(B) allows the detailed chemical interaction between two
ultracold atoms in the limit of zero collision kinetic energy
E → 0 to be replaced by a zero-range Fermi pseudopotential
whose strength is proportional to a(B). However, as experi-
mental probes of ultracold systems become more powerful and
sophisticated, the variation of atomic interactions as a function
of energy away from exactly E = 0 must be considered and
understood. The usual way to describe the variation with
energy of the near-threshold s-wave scattering phase shift
η(E) is to use an effective-range expansion at small collision
momentum �k, where E = �

2k2/(2μ) and μ is the reduced
mass of the two atoms [18,19],

k cot η(E) = − 1

a0
+ 1

2
reffk

2 + · · · , (2)

where the parameter reff is called the effective range and a0 is
the zero-energy scattering length. We prefer a modified way
of writing this expression and define the energy-dependent
scattering length a(E) by [20]

a(E) = − tan η(E)

k
= 1

ik

1 − S(E)

1 + S(E)
, (3)

where S = e2iη is the diagonal element of the unitary S matrix
for the threshold channel in question. With this formulation,
both η(E) and a(E) are real when only elastic scattering is
possible but become complex in the presence of inelasticity.
Equation (2) becomes

a(E)−1 = a−1
0 − 1

2 reffk
2 + · · · , (4a)

or

a(E) = a0 + 1
2 reffa

2
0k

2 + · · · . (4b)

Far from a pole or a zero crossing in a0(B), finite-difference
equations based on either of these relationships may be used to
evaluate reff . However, those based on Eq. (4a) are numerically
unstable near a zero crossing and those based on Eq. (4b) are
numerically unstable near a pole.

Effective-range expansions have been invoked to include
the role of collisions at finite energy in few-body phenomena
[21–25] and to correct for the zero-point energy in optical
lattice physics [26]. The energy-variation of the phase shift
is needed to obtain the contribution of two-body collisions to
low-energy partition functions and thermodynamic properties
of cold gases [27]. The effective range is known to vary
around Feshbach resonances [14,25,28–31], but there has
been no in-depth numerical study of the behavior of η(E),
a(E), and reff as B is tuned across Feshbach resonances
of different types. In the present work we use accurate
coupled-channel calculations to explore this numerically for
both broad and narrow Feshbach resonances. Our calculations
demonstrate that the effective-range expansion can fail in
some circumstances for low-energy atomic collisions and also
elucidate the range of applicability of simple approximations
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that have been developed to relate the effective range to the
scattering length, given the form of the long-range potential
[32]. We also present an approach based on multichannel
quantum defect theory (MQDT) [32], which gives an analytic
form for the energy dependence of the phase shift that applies
even when the effective-range expansion breaks down. We will
demonstrate that this analytic representation gives excellent
agreement with coupled-channel calculations for both broad
and narrow resonances.

We choose to study resonances in 6Li, 133Cs, and 39K, in
their lowest possible s-wave collision channels, all of which
are important in studies of Efimov physics [14–16,33–38]. The
interaction potentials used in the coupled-channel calculations
are those of Zürn et al. [39] for 6Li, Berninger et al. [16,40] for
133Cs, and Falke et al. [41] for 39K. The atomic Zeeman states
are labeled using Roman letters a, b, c, etc., in increasing order
of energy.

The structure of the paper is as follows: Sec. II describes
effective-range theory, including the magnetic-field depen-
dence of the effective range; Sec. III discusses the limits of
the effective-range expansion; Sec. IV describes the MQDT
approach to the energy-dependent scattering length; Sec. V
details the effectiveness of this new approach; and Sec. VI
concludes with a summary of the applicability and accuracy
of both effective-range theory and the MQDT-based approach.

II. BEHAVIOR OF THE EFFECTIVE RANGE
NEAR A FESHBACH RESONANCE

In this section we analyze the behavior of the effective range
in the vicinity of Feshbach resonances of different types. A
magnetically tunable resonance can be classified as broad or
narrow, based on the parameter sres [42],

sres = abg

ā

δμ�

Ē
, (5)

where abg is the “local” background scattering length, δμ is the
difference between the magnetic moment of the bare bound
state and the magnetic moment of the separated atoms, and �

is the width of the resonance. The length and energy scales ā

and Ē are as defined by Gribakin and Flambaum [43],

ā = 2π

�(1/4)2

(
2μC6

�2

)1/4

, (6)

Ē = �
2

2μā2
. (7)

Using these scalings allows us to define dimensionless length
and energy parameters a/ā and E/Ē, respectively. Resonances
with sres > 1 are referred to as broad resonances, while those
with sres < 1 are narrow resonances.

The effective-range expansion is the leading term in a
Taylor series and breaks down at “high” energies. However, in
the present work it is always valid up to at least E/kB = 50 nK.
We therefore obtain reff at each magnetic field by performing
coupled-channel calculations at 1 pK and 10 nK and fitting the
resulting values of a(E) from Eq. (3) to either Eqs. (4a) or (4b).
The coupled-channel calculations are performed using the
MOLSCAT package [44], adapted to handle collisions in external

fields [45]. Calculations are carried out with a fixed-step
log-derivative propagator [46] at short range and a variable-
step Airy propagator [47] at long range. The wave functions
are matched to their long-range solutions, the Ricatti-Bessel
functions, to find the S-matrix elements; these are related to the
energy-dependent scattering length and phase shift by Eq. (3).

Gao [29] and Flambaum et al. [30] have developed an
approximate formula relating reff to a, based on the case of
single-channel scattering with an R−6 potential,

reff ≈
(

�(1/4)4

6π2

)
ā

[
1 − 2

(
ā

a0

)
+ 2

(
ā

a0

)2]
. (8)

We show below that this formula works well near the pole of a
broad resonance, but may break down around a zero crossing.
In particular, Eq. (8) predicts that reff is always positive, which
is not in fact the case. For narrow resonances, we demonstrate
that the parabolic dependence on 1/a0 is retained, but quite
different coefficients are required.

To contrast the behavior of the effective range across broad
and narrow resonances, we consider 6Li in its lowest (ab)
s-wave scattering channel. Using an L = 0 (s-only) basis set,
the scattering length for this channel has only two resonances
at fields below 1000 G, one broad near 832 G (� = −262 G)
and the other narrow near 543.40 G (� = 0.10 G) [39]. The
system is somewhat unusual because the narrow resonance is
close to the zero crossing of the broad resonance. However,
as the spacing in the magnetic field between the two features
is several orders of magnitude greater than the width of the
narrow resonance, the overall behavior of the two features is
still distinct.

The scattering length a(B) and effective range reff(B) for
6Li are shown in Fig. 1(a) between 200 and 1000 G. For the
wide resonance, the effective range is a smooth function of
magnetic field except near the zero crossing in a0(B) close
to 527 G, where it diverges to negative values. This may
be contrasted with the behavior of Gao’s formula Eq. (8),
also shown in Fig. 1, which diverges to positive values. The
quantity reffa

2
0 , shown in Fig. 1(c) as a function of field, is

continuous through the zero crossing but naturally diverges
at the resonance pole, where reff itself does not. As shown in
Fig. 1(d), it is close to parabolic as a function of a0, except
close to the narrow resonance. However, the parabola dips
below zero between a0 = 183 and −96 bohr, accounting for
the fact that reff is negative in this region. The corresponding
parabola from Gao’s formula,

reffa
2
0 ≈

(
�(1/4)4

6π2

)
[ā3 + ā(a0 − ā)2], (9)

is also shown in Fig. 1(d). It is similar to the true parabola but
is offset from it and is positive everywhere, with a minimum
value of ā3�(1/4)4/6π2 = 77 840 bohr3 at a0 = ā.

The values of reffa
2
0 from coupled-channel calculations may

be fitted to a parabola

reffa
2
0 = v + r0(a0 − aext)

2, (10)

with parameters given in Table I. By construction, r0 is the
value of reff at the resonance pole. The quantity

f (reff) = reffa
2
0

v + r0(a0 − aext)2
(11)
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FIG. 1. (Color online) (a) The field-dependent effective range for the ab channel of 6Li from coupled-channel calculations (red solid or
light gray) and as calculated from Eq. (8) (blue solid or dark gray). The zero-energy s-wave scattering length is also shown (green dashed).
(b) An expanded view of (a) showing the narrow resonance at 543.40 G. (c) and (f) The quantity reffa

2
0 (black solid), which is a smoothly

varying function of magnetic field through the zero crossing of a0 (green dashed) for both the wide resonance (c) and the narrow resonance (f).
(d) The quantity reffa

2
0 (black), which is parabolic as a function of a0 across the width of the wide resonance, except around the narrow

resonance. The red dotted line shows the parabola v + r0(a0 − aext)2 fitted to the coupled-channel results, while the blue dotted (upper) line
shows the corresponding parabola from Eq. (9). (e) The function f (reff ) of Eq. (11), with parameters appropriate to the wide resonance (cyan).
This is constant across the width of the wide resonance in a0 (green dashed) except around the narrow resonance. (g) the quantity reffa

2
0 (black

solid), which is parabolic as a function of a0 across the width of the narrow resonance; the red dotted line shows the parabola v + r0(a0 − aext)2

fitted to the coupled-channel results. (h) f (reff ) of Eq. (11), with parameters appropriate to the narrow resonance (cyan). This is constant across
the width of the narrow resonance in a0 (green dashed).

is almost constant across the whole width of the broad
resonance, except close to the narrow resonance, as shown
in Fig. 1(e).

In the narrow-resonance region, the effective range varies
very quickly with magnetic field even very close to the pole, as

shown in Fig. 1(b). An expanded view of reffa
2
0 in this region

is shown in Fig. 1(g). It is clear that reffa
2
0 is actually double

valued as a function of a0: the narrow resonance contributes a
second near-parabolic feature, but it has completely different
parameters from the parabola for the broad resonance. We
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TABLE I. Parameters of Eq. (11) that characterize reff in the vicinity of resonances of different types.

System ā (bohr) B0 (G) � (G) abg (bohr) sres r0 (bohr) aext (bohr) v (bohr3) −2R∗ (bohr)

6Li 29.88 Eq. (8) − − 87.19 29.88 77 840 −
6Li 29.88 832 −262 −1593 27 87 43 −1.7 × 106 −1.1
6Li 29.88 543.40 0.10 59.0 8.1 × 10−4 −71 000 60 −4.9 × 106 −74 000
39K 61.77 744.93 −0.005 −33.4 6.2 × 10−4 −190 000 −34 2.2 × 106 −200 000
133Cs 96.62 226.73 0.076 2062 0.19 −810 2800 1.8 × 109 −1000

have fitted a parabola of the same form to points away from
the region around a0 = 59 bohr, where the narrow resonance
reaches its background scattering length and rejoins with the
wide resonance, and the resulting curve is shown in Fig. 1(g).
The parameters of the parabola for the narrow resonance, also
given in Table I, bear no resemblance to those from Gao’s
formula, Eq. (9).

Petrov [48] and Bruun et al. [49] introduced a parameter
R∗, defined as

R∗ = �
2

2μabg�δμ
= ā

sres
. (12)

For narrow resonances, this is large and positive and is related
to the effective range at the pole by R∗ ≈ −r0/2. The values
obtained from this expression are included in Table I; it may
be seen that R∗ is within about 4% of −r0/2 for the narrow
resonance in 6Li but (as expected) bears no resemblance to it
for the broad resonance.

To explore further the behavior of the effective range around
narrow resonances, we have carried out additional calculations
on the resonances at 744.93 G in the aa channel of 39K and
at 226.73 G in the aa channel of Cs. The 39K resonance is
caused by an L = 0 bound state, whereas the Cs resonance is
caused by an L = 2 bound state. The quantity reffa

2
0 was again

found to be close to parabolic in each case, with parameters
given in Table I. It may be seen that r0 and v may have the
same or different signs; when they are different, reff diverges
at the zero crossing with the opposite sign to its value at the
pole. For narrow resonances, the position of the extremum in
reffa

2
0 , aext, is typically close to abg. This is consistent with

the expression given by Zinner and Thogerson [28] for reff

in the vicinity of a narrow resonance, reff = r0(1 − abg/a0)2.
However, this expression gives reff = 0 far from resonance.
If we add a “background” effective range reff,bg, the resulting
parabola for reffa

2
0 is of the form of Eq. (10), with

aext = abg(1 − reff,bg/r0), (13a)

and

v = abgaextreff,bg. (13b)

For resonances that are not very narrow, this effect can
make aext significantly different from abg, as seen for the Cs
resonance at 226.73 G in Table I. For the isolated resonances
in 39K and Cs, Gao’s formula Eq. (8), evaluated for a0 = abg,
gives reff,bg and hence v and aext within 10% of the values in
Table I. Equation (10), together with parameters from Eqs. (8),
(12), and (13), thus provides a useful approximate expression
for reff in the vicinity of an isolated narrow resonance that does
not require coupled-channel calculations.

III. LIMITATIONS OF THE EFFECTIVE-RANGE
EXPANSION

In this section, we assess the range of energies over
which the effective-range expansion provides an accurate
representation of the energy-dependent scattering length. We
consider the same four resonances as in Sec. II, at collision
energies ranging from 1 nK to 1 mK. For each resonance,
we calculate the energy-dependent phase shift at multiple
magnetic fields around the zero-energy pole position. For
resonances at the lowest atomic threshold, the state responsible
for the resonance is always bound on the low-field side of the
zero-energy resonance pole. We therefore calculate η(E) at
one field just below the pole and several fields above it.

Figure 2 compares the energy-dependent phase shift di-
rectly from coupled-channel calculations with that from the
effective-range expansion, Eq. (2), using the accurate (field-
dependent) values of reff from the previous section. The values
of the effective range at the specific fields shown are given
in Table II. Significant deviations can be seen for energies on
the order of 1 μK. For Cs at B = 226.80 G, for example,
the effective-range expansion is inadequate at energies above
200 nK, corresponding to E/Ē = 2 × 10−3. On the high-field
side of the pole, there is a quasibound state at low collision
energy; as the energy passes through this, the phase shift η

increases by π , and there is a pole in the energy-dependent
phase shift a(B) when η(E) = π/2; the location of this feature
is not well captured by the effective-range expansion. This is
particularly true for the Cs resonance at 226.73 G, where the
non-resonant part of the phase shift has a general downwards
trend as a function of energy.

We have also analyzed the broad s-state resonance in 6Li at
832 G, which has sres � 1, and the results are shown in Fig. 3.
In this case the effective-range expansion is indistinguishable
from the results from coupled-channel calculations.

IV. MQDT APPROACH TO AN ENERGY-DEPENDENT
PHASE SHIFT

A more complete theory of the energy dependence of
the phase shift may be formulated in the framework of
multichannel quantum defect theory (MQDT). Julienne and
Gao [32] have described a two-channel MQDT approach to
resonant scattering of ultracold atoms, combining the MQDT
approach of Mies and Julienne [50,51] with the analytic van
der Waals theory of Gao [29,52–54]. A similar theory has been
described by Gao [55], but in quite different notation.

For an isolated resonance, the complex set of many coupled
channels can be approximated by a two-channel model where
the closed channel is represented by a “bare” bound state
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FIG. 2. (Color online) Energy dependence of the phase shift η(E) at magnetic fields around narrow resonances in 6Li, 39K, and 133Cs.
Coupled-channel calculations (solid lines) give the actual variation. The effective-range expansions (dotted lines) are given by Eq. (2), except
for those at 543.48 G for 6Li, 744.925 G for 39K, and 226.80 G for 133Cs, which are close to zeroes in a0(B) and are therefore calculated with
the phase-shift form of Eq. (4b). The effective-range expansions deviate substantially from the coupled-channel results at collision energies
on the order of μK. The MQDT approach of Sec. IV (dashed lines) gives an accurate representation of η(E) over the full range of collision
energies. Top: The resonance at B0 = 543.40 G in the ab channel of 6Li. Center: The resonance at B0 = 744.93 G in the aa channel of 39K.
Bottom: The resonance at B0 = 226.73 G in the aa channel of 133Cs.
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TABLE II. Parameters for effective-range calculations. At each
magnetic field, the zero-energy scattering length is given along with
the effective range as calculated using the effective-range expansion.

B (G) a0(B) (bohr) reff (bohr)

6Li 543.39 456.0 −5.4 × 104

543.42 −362.5 −9.7 × 104

543.45 −75.3 −2.3 × 105

543.48 −20.8 −1.1 × 106

133Cs 226.7 7680.6 −290
226.8 −103.4 −4.6 × 105

226.9 1152.2 −420
227.0 1485.6 86

39K 744.925 −4.6 −7.0 × 107

744.935 −82.0 −6.6 × 104

744.940 −54.1 −2.7 × 104

744.950 −43.1 −8000

with energy En and the open channel by a “bare” continuum
state characterized by the background scattering length of the
resonance. The key quantities are illustrated in Fig. 4 for the
133Cs resonance near 226.73 G. The energy of the bare bound
state with respect to threshold is En = δμ(B − Bn). The phase
shift at fixed magnetic field follows the Breit-Wigner form,
η(E) = ηbg + ηres(E), where ηbg is the background component
and ηres is the resonant component,

ηres(E) = − tan−1

( 1
2�n

E − E0

)
. (14)

Here �n is the resonance width and the resonance position E0

differs from En by a shift δEn, with E0 = En + δEn. Near
threshold, ηbg(E), �n(E), and δEn(E) are strongly energy
dependent and their functional forms may be obtained from
MQDT.

MQDT connects the energy-insensitive short-range poten-
tial to the energy-sensitive long-range part of the potential,
using the solutions for a reference potential that closely

FIG. 3. (Color online) Energy dependence of the phase shift,
η(E), at magnetic fields around the broad resonance in 6Li. The results
of coupled-channel calculations, the effective-range expansion, and
the MQDT approach are indistinguishable on this scale.

226.5 227.0
Field (G)

-0.1

0.0

0.1

E
/h

(M
H

z) B0 Bn

En = δμ(B − Bn)

E−1

FIG. 4. The resonance at 226.73 G in the aa channel of Cs. The
two-channel model (dashed lines) includes a bare bound state which
crosses the threshold at Bn and a reference potential whose first
bound level is at E−1. The bound states from the coupled-channel
calculations (solid lines) have an avoided crossing with the resonance
pole at B0.

resembles the true potential at long range. The solutions for the
reference potential are given at short range by wave functions
with Wentzel-Kramers-Brillouin (WKB) normalization and
at long range by asymptotic Bessel functions. However, at
energies near threshold the WKB description breaks down at
long range and the short-range solutions are connected to the
long-range solutions using the MQDT functions C(E) and
tan λ(E). C(E) describes the breakdown in the normalization
of the WKB wave function at long range and scales the
short-range solutions to match the long-range ones. In addition
the regular and irregular WKB solutions propagated out of
the short-range region lose their phase relationship, and this
loss is corrected by a phase shift given by tan λ(E) [56]. At
sufficiently high energies, the WKB wave functions are valid
everywhere and C(E) → 1 and tan λ(E) → 0.

The threshold behavior of the resonance width and shift
may be written in terms of the MQDT functions, Cbg(E) and
tan λbg(E) [50,51],

1
2�n(E) = 1

2 �̄nCbg(E)−2, (15a)

δEn(E) = − 1
2 �̄n tan λbg(E). (15b)

The full expression for the phase shift near a resonance is
then

η(E,B) = ηbg(E) + ηres(E,B), (16)

where

ηres(E,B)

= − tan−1

( 1
2 �̄nCbg(E)−2

E − δμ(B − Bn) + 1
2 �̄n tan λbg(E)

)
. (17)

In the present work we follow Gao’s work on analytical
van der Waals theory [29,52–54,57,58] and choose reference
functions that have the correct long-range C6 coefficient
and directly reproduce the background scattering length of
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FIG. 5. (Color online) The functions C−2(E) (solid) and tan λ(E)
(dashed) for Cs, with a variety of different background scattering
lengths. The behavior of these functions is determined by both the C6

coefficient and the background scattering length.

the resonance. The background phase shift ηbg(E) and the
MQDT functions C−2

bg (E) and tan λbg(E) are then determined
analytically by Gao’s theory once the background scattering
length abg is specified. The expression for ηbg(E) is given
by Eq. (2) of [52], and similar expressions for the other two
functions have been derived and implemented numerically by
Gao [59]. The energy dependences of C−2

bg (E) and tan λbg(E)
for 133Cs are shown in Fig. 5 for a variety of different abg.
The threshold behavior (accurate for kabg � 1) is C−2

bg (E) →
kā(1 + (a − r)2) and tan λbg → 1 − r as E → 0 [32], where
r = abg/ā. In this notation, 1

2 �̄n is related to the magnetic
resonance width � by

1

2
�̄n = r

1 + (1 − r)2
δμ�. (18)

To implement Eq. (17), we first carry out coupled-channel
calculations of a(B) and (if necessary) extrapolate to zero
energy. We then fit the zero-energy scattering length to Eq. (1)
to find the resonance position B0, magnetic-field width �, and
local abg. Along with the van der Waals coefficient C6 and the
reduced mass μ, this allows us to find the MQDT parameters
C−2

bg (E) and tan λbg(E) using Gao’s analytic van der Waals
routines [59]. The shift between Bn, the crossing of the bare
bound state, and the coupled-channel resonance pole B0 is

B0 − Bn = �r

(
1 − r

1 + (1 − r)2

)
. (19)

Lastly, we need δμ, the difference between the magnetic
moments of the bare bound state and the separated atoms.
To obtain this, we carry out coupled-channel calculations
on the near-threshold bound states of the system, using the
approach described in [60]. Such calculations give the energies
of real bound states rather than bare states, but it is usually
straightforward to find a region of magnetic field where the
energies are only weakly perturbed by avoided crossings, and
to obtain magnetic moments by finite differences in this region.
If necessary, pairs of crossing states could be deperturbed
to find the properties of the underlying bare states, but this
was not necessary in the present work. Typically two to
three significant figures were found to be sufficient in our
calculations.

V. EFFECTIVENESS OF THE MQDT FORMULA

The MQDT formula for the energy-dependent phase shift,
Eq. (17), was applied to the same set of narrow resonances
discussed in Sec. III. The parameters obtained for the MQDT
approach are given in Table III. Figure 2 compares the MQDT
results with those obtained directly from coupled-channel
calculations at a variety of fields around each resonance. There
is excellent agreement in all cases, and MQDT succeeds in
reproducing the complicated variation of the phase shift with
both energy and field (which the effective-range expansion
was unable to do). The MQDT approach also gives results
indistinguishable from coupled-channel calculations for the
broad resonance in 6Li, shown in Fig. 3, although in this
case the effective-range expansion is also successful, provided
the field dependence of reff is taken from coupled-channel
calculations and not from an approximate formula.

The MQDT approach can be used to generate a smooth and
accurate representation of the resonance with magnetic field
both near threshold and at higher energies. Figure 6 shows
contour plots of sin2 η as a function of both magnetic field
and energy over the width of the Cs resonance at 226.73 G,
as obtained from coupled-channel calculations, from the
effective-range expansion and from the MQDT approach. The
states that arise in the two-channel model for this resonance are
shown in Fig. 4. The shift from B0 and Bn between the dressed
and bare state pictures can be clearly seen. It may be seen that
the MQDT approach reproduces the coupled-channel results
very accurately over the whole range of energy and field,
while the effective-range expansion does not. In particular,
the peak of the resonance, where sin2 η = 1 and a(B) = ∞,
follows a quite incorrect path as a function of energy in the
effective-range expansion.

All the calculations described above were carried out with
MQDT functions that represent the “bare” open channel
derived from the local abg of the resonance, even if it is
not the overall abg of the system. This approach works well

TABLE III. The resonance parameters required for the two-channel formula.

System μ (mu) Ē (mK) ā (bohr) C6 (Ehbohr6) B0 (G) � (G) abg (bohr) Bn (G) δμ (μB) sres

6Li 3.0076 32.3 29.88 1393.39 543.40 0.10 59.0 543.50 1.97 8.1 ×10−4

39K 19.4819 1.17 61.77 3926.9 745.93 −0.005 −33.4 744.93 3.95 6.2 ×10−4

133Cs 66.4527 0.14 96.62 6890.48 226.73 0.076 2062.26 226.81 0.24 0.19
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FIG. 6. (Color online) Contour plot of sin2 η(E,B) for E > 0
around the resonance at B0 = 226.73 G in the aa channel of 133Cs,
where E = 0 is the energy of the two separated atoms. η(E,B) is
calculated using coupled-channel calculations (top); the effective-
range expansion, Eq. (2) (middle); and the MQDT approach, Eq. (16)
(bottom).

for the examples discussed, but it is limited to resonances
where abg remains reasonably constant over the width of the
resonance. This is true for most resonances with sres � 1,
unless they sit very close to the pole of a much wider resonance;
under such circumstances, however, there can be a substantial
variation in abg over the width of the resonance. As an example
of this we consider the resonance at B0 = 554 G in the
aa channel of 133Cs, which is close to the pole of a broad

FIG. 7. (Color online) Contour plot of sin2 η(E,B) for E > 0
around the resonance at B0 = 554 G in the aa channel of 133Cs, where
E = 0 is the energy of the two separated atoms. η(E,B) is calculated
using coupled-channel calculations (top) and the MQDT approach,
Eq. (16) (bottom). Around the pole of the resonance, where the abg

fitted by the pole formula is roughly accurate, the MQDT approach
works well; toward the edges of the resonance, where the abg is
shifted, the formula breaks down.

resonance at 548 G. In Fig. 7 the energy-dependent phase
shift from coupled-channel calculations is compared to the
results of the MQDT approach with fixed abg. While the
MQDT approximation is good at fields close to the pole of
the resonance, it quickly starts to fail at fields further away.
This is because the two resonances need to be treated together
as a pair of interfering, overlapping resonances [61] instead of
treating them as independent. In such a case, the assumption
of a constant background scattering length is valid only close
to a resonance pole.

VI. CONCLUSION

An accurate description of the energy dependence of
the scattering phase shift and hence the scattering length
is crucial to many experiments on few-body phenomena at
finite temperatures. We have explored the behavior of the
commonly used effective-range expansion and shown that
is reasonably good at describing the energy dependence
around broad resonances and away from zero crossings in
the scattering length. However, around narrow resonances

042701-8
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the effective-range expansion can fail badly, even when the
full field dependence of the effective range is taken from
coupled-channel calculations.

Gao [29] and Flambaum et al. [30] have developed
an approximate formula relating the effective range reff to
the scattering length. We have shown that this formula is
reasonably accurate near the pole of a broad resonance, but
even for broad resonances it breaks down badly near zero
crossings and may give an effective range of the wrong sign.
However, it is possible to write a modified form of the formula
(with a different parabolic denominator) that gives a good
representation of the effective range across the whole width of
the resonance. For narrow resonances, an analogous parabolic
form may still be used, but its parameters are completely
different from those of [29] and [30].

To remedy the deficiencies of the effective-range expansion
around narrow resonances, we advocate the use of an MQDT
approach that fully describes the effect of a resonance as
a function of both field and energy. This method entails
representing the resonance in a two-channel model in which a
bare bound state interacts with a bare continuum channel. The
parameters of the model are obtained from coupled-channel
calculations on the bound states and scattering length of
the system. This MQDT approach successfully characterizes
the behavior of the resonance for both broad and narrow
resonances. It can be used to include the role of collision
at finite energy, correct for zero-point energy in lattices,
and to evaluate thermodynamic properties of cold atoms and
molecules.

The MQDT approach described here is accurate only for
individual isolated resonances that have a reasonably constant
background scattering term across their entire width. It is not
uncommon to find cases of overlapping resonances where

treating individual resonances as isolated can break down to
a lesser or greater extent. A full treatment of overlapping
resonances would require a multichannel treatment such as
the generalized MQDT model presented by Jachymski and
Julienne [61]. The energy-dependent scattering length of
this model should be capable of describing the complicated
variation of the scattering phase shift with energy E and
magnetic field B even when there are several resonances that
overlap within their widths.

Our analytic expressions for the the near-threshold energy-
dependent scattering length could benefit a number of active
cold atom research areas mentioned in the Introduction,
since energies in the μK range are common with cold atom
phenomena. This could be especially important for studies of
optical lattice structures, where the finite zero-point or band
energy can lead to significant corrections to the energy of
confinement-induced resonances [26] and accounting for it
requires the scattering length at finite energy [62,63]. Accurate
finite-energy corrections to the phase shift could also be
significant for the equation of state of cold fermions [64] and
to understanding few-body phenomena [21,23].
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F. Ferlaino, R. Grimm, P. S. Julienne, and J. M. Hutson,
Phys. Rev. A 87, 032517 (2013).
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