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Number-conserving approaches to n-component Bose-Einstein condensates
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We develop the number-conserving approach, which has previously been used in a single-component
Bose-Einstein condensed dilute atomic gas, to describe consistent coupled condensate and noncondensate
number dynamics, to an n-component condensate. The resulting system of equations is comprised, for each
component, of a generalized Gross-Pitaevskii equation coupled to modified Bogoliubov–de Gennes equations.
Lower order approximations yield general formulations for multicomponent Gross-Pitaevskii equations, and
systems of multicomponent Gross-Pitaevskii equations coupled to multicomponent modified number-conserving
Bogoliubov–de Gennes equations. The analysis is left general, such that, in the n-component condensate, there
may or may not be mutually coherent components. An expansion in powers of the ratio of noncondensate-to-
condensate particle numbers for each coherent set is used to derive the self-consistent, second-order, dynamical
equations of motion. The advantage of the analysis developed in this article is in its applications to dynamical
instabilities that appear when two (or more) components are in conflict and where a significant noncondensed
fraction of atoms is expected to appear.
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I. INTRODUCTION

Modern experimental apparatuses allow a Bose-Einstein
condensate consisting of a single species of atom to be realized
at ultralow temperatures (typically of the order of nanokelvins
[1]). Thermal effects are then frequently considered negligible,
to the extent that a Hartree-Fock mean-field approach is often
utilized [2,3]. In this zero-temperature limit, the resultant
dynamical description of the condensate is provided by the
Gross-Pitaevskii (GP) equation (a cubic nonlinear Schrödinger
equation), which propagates a classical field with a form
reminiscent of a Schrödinger wave function [2]. One of the
basic assumptions in justifying this mean-field description is to
assume that effectively all particles have Bose-condensed. Yet
interatomic interactions between the individual atoms directly
implies the existence of a small noncondensate fraction,
for any finite total atom number, even at zero temperature.
Such a noncondensate fraction can become non-negligible,
particularly at a finite temperature [4,5], or when there is a
dynamical depletion of the condensate [6–17], such as occurs
when the condensate exhibits nonequilibrium dynamics [5,16].

There is increasing interest in multicomponent condensates,
where in general the noncondensate fraction is likely to be
a quantity of experimental significance. It is by now fair
to say that single-component Bose-Einstein condensates can
be created relatively readily. A large number of different
alkali atoms (and many of their isotopes), as well as some
nonalkali species, have been condensed [1], and we understand
well, both experimentally and theoretically, the effect of
an applied magnetic field on the s-wave scattering length
through Feshbach resonances [18–21]. When one considers
the experimental realization of a multicomponent condensate,
for instance, of two-component condensates [22–26], then
the situation becomes more involved. The scattering lengths
must be determined for each atomic species pair, as has
been accomplished, for example, for 85Rb-87Rb [25], 85Rb-
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133Cs [27], 87Rb-133Cs [28], and 41Rb-87K [29] mixtures.
Variation of these scattering lengths can lead to miscible or
immiscible (phase-separated) condensates, and a number of
theoretical works have looked to establish the equilibrium
density profiles [30–32] and criteria for phase separation
[33–35]. However, there may be a difference in the temperature
at which the condensed components are initially held (if
condensed separately), and there can easily be situations in
which nonequilibrium dynamics are prevalent. A number
of studies have reported the development of fundamental
instabilities in two-component condensates, such as collective
oscillations in colliding condensates [36,37], Rayleigh-Taylor-
type instabilities [38–40], Kelvin-Helmholtz-type instabilities
[41,42], counter-superflow instabilities [43,44], and crossovers
between Kelvin-Helmholtz-type instabilities and counter-
superflow instabilities [45]. A separate line of studies has
focused on “exotic” condensates, such as the spin-orbit con-
densate [46–48], the two- or three-component condensate with
a Rabi coupling [49,50], spin-orbit together with Rabi coupling
[51], and dipole-dipole interactions in two-component conden-
sates [52]. However, while these studies are often driven by an
applied external field such as a potential gradient or a rotation,
they are, in general, carried out in the mean-field limit; i.e.,
formally they assume that there is no noncondensate fraction
present in any of the components.

Our primary interest in this article is thus to develop a
consistent description of the dynamical interaction between
condensed and noncondensed fractions of multicomponent
Bose-condensed systems in order to facilitate an understanding
of the dynamics present in the leadup to instabilities. As such,
our description of the condensate-noncondensate dynamics
concentrates on situations where the origin of the nonconden-
sate fraction is mainly dynamical, rather than thermal. This
approach is particularly suited for a dynamical depletion of
the condensate parts [16], however, small thermal fractions can
also be incorporated [16]. As such, application of our results
to study the effect of spin squeezing in finite-temperature
condensates is entirely possible [53–55]. The approach we take
builds on the work of Gardiner and coworkers [15,16,56], who
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developed a self-consistent second-order number-conserving
formalism for single-component condensates, which itself
owes its origin to the works of Gardiner [57] and Castin and
Dum [58]. The starting point in any such number-conserving
description is through the Penrose-Onsager criterion, in which
a single-body density matrix is defined in terms of quantum
field operators. The subsequent analysis then proceeds by
splitting this quantum field operator into a condensate and a
noncondensate part, which allows one, through an expansion
in terms of powers of the (low) ratio of noncondensate-to-
condensate particle numbers, to develop a set of coupled
equations, describing the condensate with a generalized
Gross-Pitaevskii (GGP) equation and the noncondensate with
modified Bogoliubov–de Gennes (MBdG) equations. The
formulation that we develop in this article requires a nontrivial
generalization of this procedure. We must first define the
single-body density matrix, but since our system contains in
general n components, this definition needs to be adapted to
account for those components that are mutually coherent or
incoherent. To separate the components into mutually coherent
and incoherent sets is merely a formal bookkeeping; each
set contains the components which are all coupled through
the same one-body term, such as a Rabi coupling term (the
elements are mutually coherent), but there are no coherences
with respect to all the other sets. The resulting analysis collects
the quantum field operators into distinct coherent sets, which
is crucial for our partitioning of each operator into condensate
and noncondensate parts and for our definition of the expansion
parameter.

Through this expansion parameter we are able to derive a
set of self-consistent second-order equations which comprise,
for each component, a GGP equation coupled to MBdG
equations. In the process of doing so, we also provide general
derivations for multicomponent time-dependent GP equations
and multicomponent equivalents to the non-self-consistent,
but nonetheless useful, system of the GP equation coupled to
MBdG equations.

Despite our concentration on a number-conserving ap-
proach, it is pertinent to remark on other possible theories
that could be employed, particularly if one were to look
at a multicomponent condensate in which thermal effects
were expected to play a large part in the dynamics. The
number-conserving approach explicitly partitions the system
into orthogonal condensate and noncondensate parts. In
contrast, one could employ a symmetry-breaking approach
in which the U (1) global phase symmetry is broken by
describing the quantum field operator as a sum of a (c-number)
finite expectation value and a fluctuation term around this
expectation value. The expectation term is thus, in general, not
orthogonal to the fluctuation term. We note that symmetry-
breaking formulations can only conserve the mean particle
number, as the grand canonical ensemble is required to give
the field operator a finite expectation value. The Hartree-Fock-
Bogoliubov-Popov or Zaremba-Nikuni-Griffin descriptions of
the single-component condensate are specific examples of
symmetry-breaking approaches [5], the former of which have
recently been applied to two-component condensates [59,60].
They both rely on a perturbative expansion about a mean field,
which is philosophically similar to the number-conserving
approach taken in this paper.

Another line of description, for example, those that lead
to a stochastic GP equation, a projected GP equation, or a
stochastic projected GP equation, relies on a c-field method
whereby highly occupied modes of the system are described in
terms of a classical field. At present, however, these methods
are limited: particularly, the latter two “projected” descriptions
are only applicable in a high-temperature regime since they
do not consider a quantum treatment of the pair-excitation
process, a process that drives condensate depletion (see [5] for
an overview).

Development of these theories to describe the multicom-
ponent condensate is certainly warranted, however, we are
concerned with a self-consistent treatment of the number
dynamics within a multicomponent condensate. Our paper is
thus organized as follows. Section II begins by introducing
the effective Hamiltonian and the n quantum field operators
and fluctuation operators (expansion parameters). Section III
then presents an expansion of the effective Hamiltonian in
terms of the expansion parameters, while in Sec. IV we derive
the time-evolution equations of the particle operators and the
fluctuation operators. Sections V and VI then proceed to derive
the equations of motion that describe the condensate and
noncondensate dynamics of the multicomponent condensate.
This is followed (Sec. VII) by specific examples for two- and
three-component (mutually coherent or incoherent) conden-
sates. Section VIII comprises the conclusions and is followed
by five technical Appendices.

II. FORMULATION

A. Overview of the chosen formulation

In this section we introduce the effective Hamiltonian
that describes our n-component condensate. This Hamiltonian
will be written down, and developed, in its most general
form, i.e., to include the possibility of there being coherent
couplings between any of the components, such as a Rabi
coupling or a synthetic gauge coupling. A consequence of
including this generality into the Hamiltonian is the need
to carefully establish a suitable notation in the subsequent
formal development. This takes the form of a partitioning of
the sample space of components into coherent subsets and an
associated mapping that takes any given collection of mutually
coherent components into a specific subset.

Upon establishing this notation, we can write down the
single-body density matrix for the n-component condensate.
Our analysis relies on our establishing condensate and noncon-
densate representations for each component in order to track
their dynamical evolution, and so we proceed by partitioning
each of the field operators into a condensate and a nonconden-
sate part. We then need to introduce an expansion parameter
allowing us to develop a third-order effective Hamiltonian
(established in Sec. III). In Sec. II E we define the fluctuation
operators, equivalent to small expansion parameters, one for
each component, that are used throughout this paper in order
to develop the self-consistent set of dynamical equations
describing the n-component condensate. We conclude this
section by looking at two- and three-component condensate
examples in order to clarify the preceding development of the
general effective Hamiltonian.
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B. Effective Hamiltonian

Our system consists of an n-component Bose-Einstein
condensate described in terms of n particle-field operators
�̂k (k = 1, . . . ,n) that are subject to the usual bosonic
commutation relations

[�̂j (r),�̂†
k (r ′)] = δjkδ(r − r ′), (1a)

[�̂j (r),�̂k(r ′)] = [�̂†
j (r),�̂†

k (r ′)] = 0, (1b)

where the index of the particle-field operator may refer to
different internal states of the same atomic species or to
entirely different species of atom. Here δjk is the Kronecker
δ. We consider the system to contain N bosons that undergo
pairwise interactions with bosons in the same component and
with bosons in different components. As such, we replace
the true interaction potentials V bin with energy-independent
contact potentials (pseudopotentials), defined as

V bin
jk (r − r ′) = Ujkδ(r − r ′), (2)

where, for a three-dimensional cold dilute Bose gas,

Ujk = 2π�
2ajk

Mjk

, (3)

where � is Planck’s constant, the s-wave scattering lengths are
ajk , and Mjk is the reduced mass, given by M−1

jk = M−1
j +

M−1
k , with Mk the atomic mass of a boson in component k.

We call the Ukk the intracomponent coupling and the Ujk

(j �= k) the intercomponent coupling. In general ajk = akj and
so Ujk = Ukj . We note here that the local pseudopotential must
be regularized (renormalized according to various quantities
appearing in the subsequent development of the theory) in
order to avoid ultraviolent divergencies [56,61].

We restrict ourselves to considering only condensates
where there are no spin-changing collisions, i.e., the magnetic
sublevels must be resolved, for example, through the appli-
cation of a small-bias magnetic field [62]. As such, the only
interactions between different components that we consider
here are density-density interactions or coherent couplings
between internal atomic states. We can then write down the
binary interaction effective Hamiltonian for the n-component
condensate as

Ĥ (t) =
∫ n∑

k=1

[
�̂

†
k (r)Hk

sp(r,t)�̂k(r)

+ Ukk

2
�̂

†
k (r)�̂†

k (r)�̂k(r)�̂k(r)

]
d r

+
∫ n∑

j,k

j<k

Ujk�̂
†
j (r)�̂†

k (r)�̂j (r)�̂k(r) d r

+
∫ n∑

j,k

j �=k

�̂
†
j (r)Hjk

ob (r,t)�̂k(r) d r. (4)

The first term in (4) contains kinetic and external potential
energy terms, so that a typical single-particle Hamiltonian [64]

for component k is given by

Hk
sp(r,t) = − �

2

2Mk

∇2 + Vk(r,t) + �νk, (5)

where Vk(r,t) is an external potential (in general taken to be
time dependent) applied to component k, and νk accounts for
energy differences between different atomic internal states.
The terms involving Ujk in the above Hamiltonian [(4),
second and third terms] account for density-density (two-body)
interactions within and between components.

The final term in the Hamiltonian represents any coherent
(one-body) coupling of atomic internal states; the precise form
of H

jk

ob (r,t) is not of concern to us in our subsequent treatment
of this effective Hamiltonian, however, a simple example is

H
jk

ob (r,t) = �

2
ωjk exp[sgn(j − k)iθjk]. (6)

This describes Rabi couplings, where the ωjk denote the
respective Rabi frequencies between the different component
internal states and θjk accounts for any phase (both of which
may, in general, be time dependent), and the sign function is
defined by

sgn(j − k) =
{+1 if j > k,

−1 if j < k.
(7)

Note that ωjk = ωkj and θjk = θkj so that the matrices � =
(ωjk) and 	 = (θjk) are symmetric (hence Hermitian). We note
that, by definition, θkk = 0 always. Another possibility would
be to consider a synthetic gauge field, such as a spin-1/2
Rashba coupling [47], in which case one would also expect
extra terms, beyond those considered in (5), to appear in
Hk

sp(r,t).

C. Mutually coherent and incoherent components

The effective Hamiltonian has, for generality, included
a term determining the internal coupling between all
components—manifested by the one-body term H

jk

ob (r,t).
However, in the theory that we formulate, we do not impose
coherence between any specific components. We need to
include a mechanism by which the precise nature of the
condensate can be easily input into the system while leaving
this precise nature unspecified. To this extent, we denote the
sample space of component field operators = {�̂k}, where
k ∈ [1,n]. Now define a subset pi of as a set whose elements
are all coherent. We thus have l (l ∈ [1,n]) subsets of ˆ ,
labeled pi , such that

l⋃
i=1

pi = is the sample space,

l⋂
i=1

pi = ∅ is the empty set,

where
⋃

represents the union of all subsets and
⋂

represents
an intersection of all subsets, i.e., the pi are pairwise mutually
exclusive and exhaustive for , forming a partition of .
We define |pi | = mi so that

∑l
i=1 mi = | | = n. Note that

if we were to choose an n-component condensate in which
all components were mutually coherent, then l = 1 and
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m1 = n, or conversely, if we were to choose an n-component
condensate in which all components were mutually incoherent,
then l = n and mi = 1 for all i ∈ [1,n]. There are, in general,
C distinct ways to realize the subsets pi .

At this stage we introduce notation concerning the subset
that each component belongs to. We choose component k, with
field operator �̂k , to be in some subset pi , where we leave the
choice of the index i undetermined. Similarly, we say that
component k′ (k′ being different from k), with associated field
operator �̂k′ , is in some subset pj (j ∈ [1,n]). The case in
which i = j corresponds to component k and component k′
being in the same subset; i.e., component k and component
k′ are mutually coherent components (and are necessarily the
same isotope of an atomic species with different internal spin
states). Conversely the case in which i �= j corresponds to
component k and component k′ being in different subsets,
i.e., component k and component k′ are mutually incoherent
components (they are different atomic species, or different
isotopes of the same atomic species, or even a mixture of
different spin states which are not mutually coherent). To
account for the structure of we define p(k) to be a mapping
for component field �̂k to the subset pi containing component
k, i.e.,

p(k) : �̂k → pi. (8)

The above is a formal way of stating that we order our
component field operators into sets which have elements
(component field operators) that are all mutually coherent to
one another. In the following we often make the equivalence
pi ≡ i for convenience.

D. Density matrix and condensate or noncondensate parts

Our analysis proceeds as in [56] and [58] and we define
a single-body density matrix, of form ρkk′(r,r ′,t), for the
particles, given as ρkk′(r,r ′,t) = 〈�̂†

k′(r ′)�̂k(r)〉. For our mul-
ticomponent case, we choose to include a Kronecker δ-type
term to account for the fact that components can be mutually
coherent or incoherent. Thus we define the single-body density
matrix by

ρkk′(r,r ′,t) = 〈�̂†
k′(r ′)�̂k(r)〉δp

k,k′ , (9)

where δ
p

k,k′ is a Kronecker δ “mapping” term defined by [65]

δ
p

k,k′ =
{

1, mappings p(k) and p(k′) are identical;

0, mappings p(k) and p(k′) are different.

This single-body density matrix is Hermitian, and so it can be
decomposed into a complete set of eigenfunctions with related
real eigenvalues. Since we suppose that each of the individual
components is Bose-Einstein condensed, we are free to assume
that each component has a single distinct “large” eigenfunction
φk(r,t). Then each subset pi has a corresponding eigenvalue
significantly larger than all the other eigenvalues associated
with that subset. We define these eigenfunctions to have unit
norm and thus write

n∑
k′=1

∫
ρkk′(r,r ′,t)φk′(r ′,t) d r ′ = Ncp(k) (t)φk(r,t), (10)

where Ncp(k) (t) is the eigenvalue associated with the subset
containing component k. We call the φk(r,t) the condensate
parts, and similarly define noncondensate field operators
δ�̂k(r,t) for each component, such that the field operator �̂k(r)
is partitioned as [66]

�̂k(r) = âcp(k) (t)φk(r,t) + δ�̂k(r,t). (11)

Here, the âcp(k) (t) are annihilation operators for particles in
φk(r,t) with associated mapping p(k), and δ�̂k(r,t) is the part
of the field operator �̂k(r) that is orthogonal to φk(r,t). As
such, the â

†
cp(k) (t) are creation operators defined as

â†
cp(k)

(t) =
n∑

k′=1

δ
p

k,k′

∫
�̂

†
k′(r)φk′(r,t) d r, (12)

and the noncondensate field operators are defined as

δ�̂k(r,t) =
n∑

k′=1

∫
Qkk′(r,r ′,t)�̂k′(r ′) d r ′, (13)

where the projector Qkk′(r,r ′,t) is defined as

Qkk′(r,r ′,t) = [δkk′δ(r − r ′) − φk(r,t)φ∗
k′(r ′,t)]δp

k,k′ . (14)

This means that the only nonzero commutation relations that
involve âcp(k) (t) and δ�̂k(r,t), and their Hermitian conjugates,
are [67] [

âcp(k) (t),â
†
cp(k′) (t)

] = δ
p

k,k′ , (15a)

[δ�̂k(r,t),δ�̂†
k′(r ′,t)] = Qkk′(r,r ′,t). (15b)

Introducing the single-body density matrix, (9), and par-
titioning of the field operators into a condensate and a
noncondensate part [(10) and (11)] means that we can define
N̂cp(k) (t) ≡ â

†
cp(k) (t)âcp(k) (t), from which it follows that〈

â†
cp(k)

(t)âcp(k) (t)
〉 = 〈N̂cp(k) (t)

〉 = Ncp(k) (t). (16)

It is then clear that the eigenvalue Ncp(k) (t) is the mean number
of particles in the condensate part with associated mapping
p(k). We note that〈

â†
cp(k)

(t)δ�̂k′(r,t)
〉 = 0 ∀k,k′, (17)

stating that there are no simple coherences between the
condensate part with mapping p(k) and (any of) the non-
condensate parts. For our system of N bosonic atoms, we
suppose that the total number of condensed atoms is Nc(t), so
that

∑l
i=1 Ncp(i) (t) = Nc(t). It follows that the total number of

noncondensed atoms is Nt (t) = N − Nc(t). At this point one
can define the number of noncondensed atoms: Let Ncp(k) (t)
be the number of noncondensed atoms associated with the
subset containing component k. Then

∑l
i=1 Ntp(i) (t) = Nt (t).

By assumption we have, for all k and k′, Ncp(k) (t)  Ntp(k′ ) (t).

E. Fluctuation operators

We choose to perform a perturbation expansion on the
effective Hamilton, (4), using “fluctuation” operators [35,56]
defined as

�̃k(r,t) = 1√
Ncp(k) (t)

â†
cp(k)

(t)δ�̂k(r,t). (18)
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These operators scale as
√

Ntp(k) (t) [since âcp(k) (t) ∼ √Ncp(k) (t)
and δ�̂k(r,t) ∼ √Ntp(k) (t)], which, under our assumptions, are
all small. This choice of fluctuation operator allows us to make
an expansion of the Hamiltonian in terms of the number of
condensate atoms, rather than the total number of atoms, i.e.,
we are not restricted to the assumption Nc(t) ≈ N [however,
we must still satisfy Ncp(k) (t)  Ntp(k′ ) (t)]. In addition, while
the quasiparticle operators corresponding to �̃k(r,t) are only
approximately bosonic, from (17) we see that the expectation
value is exactly equal to 0 [56]. These properties mark �̃k(r,t)
as an appropriate (although not perfect) expansion parameter.
For a more in-depth discussion on appropriate choices for
fluctuation operators, we refer the reader to [56] and references
therein.

Through this choice of fluctuation operator, higher-order
self-consistent equations of motion can be developed. This was
precisely the case considered in [56] for a single-component
condensate, where the authors noted that the pair expectation
values 〈�̃†

k(r ′,t)�̃k′(r,t)〉 always have a finite (and in general)
nonzero value in an interacting gas. We call �̃(†) (without
a subscript) any member of the set of the (annihilation or
creation) fluctuation operators, where it is not important which
one it is. An implication is that all equations of motion should
be consistently taken to quadratic order in products of the
fluctuation operators �̃ and �̃†.

For future use we note that the normal �̃(r) pair is related
to the normal δ�̂(r) pair (similarly to above we define δ�̂(†) to
be any member of the set of all noncondensate field operators)
by

�̃
†
k(r ′,t)�̃k′(r,t)

=
(
â
†
cp(k′ ) (t)âcp(k) (t) + δ

p

k,k′
)√

Ncp(k) (t)Ncp(k′) (t)
δ�̂

†
k (r ′,t)δ�̂k′(r,t), (19)

and the exact commutation relation is given by

[�̃k(r,t),�̃†
k′(r ′,t)] = N̂cp(k) (t)

Ncp(k) (t)
Qkk′(r,r ′,t)

− δ
p

k,k′

Ncp(k) (t)
δ�̂

†
k′(r ′,t)δ�̂k(r,t), (20)

where we have been able to state that N̂cp(k) (t) = N̂cp(k′ ) (t)
[and similarly, Ncp(k) (t) = Ncp(k′ ) (t)] because of the presence
of the Kronecker δ mapping term δ

p

k,k′ , which enforces that
components k and k′ are in the same set and hence have
the same eigenvalue [see the definition of Qkk′(r,r ′,t) in
Eq. (14)]. Note that in the second term in Eq. (20) we must still
explicitly keep this Kronecker δ mapping term to account for
the presence of the other terms δ�̂

†
k′(r ′,t) and δ�̂k(r,t), which

contain explicit k and k′ index dependencies.

F. Two- and three-component examples

1. Overview of key examples

The above analysis has been kept entirely general. At
this stage it is useful to summarize the analysis by means
of a couple of specific examples, the first involving a two-
component condensate and the second a three-component

condensate. In the following we make use of the short-hand
notations, �jk = 〈�̂†

j (r ′)�̂k(r)〉, φjk = φj (r,t)φ∗
k (r ′,t), and

δr r ′ = δ(r − r ′), and drop the arguments from the projectors,
writing Qjk = Qjk(r,r ′,t). In Sec. VII we explore each of
these examples in more detail.

2. Two-component condensates

For the two-component condensate we have n = 2 and
C = 2, which correspond to the cases of (i) two mutually
coherent components (l = 1 with |p1| = 2) and (ii) two
mutually incoherent components (l = 2 with |p1| = 1 and
|p2| = 1).

Mutually coherent condensates: l = 1. When both compo-
nents are coherent we can write out the single-body density
matrix, in the form of a 2 × 2 array of operator expectation
values, as

(r,r ′,t) =
(

�11 �21

�12 �22

)
. (21)

As both components are coherent, there is only one eigenvalue
Nc1 , so that∫ (

�11 �21

�12 �22

)(
φ1(r ′,t)
φ2(r ′,t)

)
d r ′ = Nc1 (t)

(
φ1(r,t)

φ2(r,t)

)
. (22)

We thus have a partitioning of the field operators defined by(
�̂1(r)

�̂2(r)

)
= âc1 (t)

(
φ1(r,t)

φ2(r,t)

)
+
(

δ�̂1(r,t)

δ�̂2(r,t)

)
, (23)

where the creation operator is defined as

â†
c1

(t) =
∫

[�̂†
1(r)φ1(r,t) + �̂

†
2(r)φ2(r,t)] d r, (24)

and the noncondensate field operators are defined as(
δ�̂1(r,t)

δ�̂2(r,t)

)
=
∫

(r,r ′,t)

(
�̂1(r ′)
�̂2(r ′)

)
d r ′, (25)

with the matrix projector

(r,r ′,t) =
(

δr r ′ − φ11 −φ12

−φ21 δr r ′ − φ22

)
. (26)

Finally we can quote the fluctuation operators:(
�̃1(r,t)

�̃2(r,t)

)
= 1√

Nc1 (t)
â†

c1
(t)

(
δ�̂1(r,t)

δ�̂2(r,t)

)
. (27)

Mutually incoherent condensates: l = 2. In the incoherent
case, we note that there are two subsets, p1 and p2, so that
δ

p

1,2 = 0. Our single-body density matrix then reads

(r,r ′,t) =
(

�11 0

0 �22

)
. (28)

There are now two eigenvalues, Nc1 and Nc2 so that∫ (
�11 0

0 �22

)(
φ1(r ′,t)
φ2(r ′,t)

)
d r ′ =

(
Nc1 (t)φ1(r,t)

Nc2 (t)φ2(r,t)

)
. (29)
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We thus have a partitioning of the field operators defined by(
�̂1(r)

�̂2(r)

)
=
(

âc1 (t)φ1(r,t) + δ�̂1(r,t)

âc2 (t)φ2(r,t) + δ�̂2(r,t)

)
, (30)

where the creation operators are defined as(
â
†
c1 (t)

â
†
c2 (t)

)
=
∫ (

�̂
†
1(r)φ1(r,t)

�̂
†
2(r)φ2(r,t)

)
d r, (31)

and the noncondensate field operators are defined as(
δ�̂1(r,t)

δ�̂2(r,t)

)
=
∫

(r,r ′,t)

(
�̂1(r ′)
�̂2(r ′)

)
d r ′, (32)

with the (now diagonal) matrix projector

(r,r ′,t) =
(

δr r ′ − φ11 0
0 δr r ′ − φ22

)
. (33)

Finally, we can quote the fluctuation operators:(
�̃1(r,t)

�̃2(r,t)

)
=
⎛
⎝ 1√

Nc1 (t)
â
†
c1 (t)δ�̂1(r,t)

1√
Nc2 (t)

â
†
c2 (t)δ�̂2(r,t)

⎞
⎠. (34)

3. Three-component condensates

Instead, if we have a three-component condensate, then
n = 3 and C = 3, which corresponds to the cases of (i) three
mutually coherent components (l = 1 with |p1| = 3); (ii) two
mutually coherent components and one incoherent component
(l = 2 with |p1| = 2 and |p2| = 1); and (iii) three mutually
incoherent components (l = 3 with |p1| = 1, |p2| = 1, and
|p3| = 1). At this point we concentrate only on case (ii) (the
other two cases are similar to the two-component condensate
cases above). We say that components 1 and 2 are mutually
coherent (subset p1) and component 3 is incoherent with
respect to the other two components (subset p2), i.e.,

= {{�̂1,�̂2︸ ︷︷ ︸
p1

},{ �̂3︸︷︷︸
p2

}}. (35)

Our single-body density matrix is then

(r,r ′,t) =

⎛
⎜⎝�11 �21 0

�12 �22 0

0 0 �33

⎞
⎟⎠. (36)

There are two eigenvalues—Nc1 , associated with p1, and Nc2 ,
associated with p2—so that

∫ ⎛⎜⎝�11 �21 0

�12 �22 0

0 0 �33

⎞
⎟⎠
⎛
⎜⎝φ1(r ′,t)

φ2(r ′,t)
φ3(r ′,t)

⎞
⎟⎠ d r ′ =

⎛
⎜⎝Nc1 (t)φ1(r,t)

Nc1 (t)φ2(r,t)

Nc2 (t)φ3(r,t)

⎞
⎟⎠.

(37)

We thus have a partitioning of the field operators defined by⎛
⎜⎝�̂1(r)

�̂2(r)

�̂3(r)

⎞
⎟⎠ =

⎛
⎜⎝âc1 (t)φ1(r,t)

âc1 (t)φ2(r,t)

âc2 (t)φ3(r,t)

⎞
⎟⎠+

⎛
⎜⎝δ�̂1(r,t)

δ�̂2(r,t)

δ�̂3(r,t)

⎞
⎟⎠, (38)

where the creation operators are defined as(
â
†
c1 (t)

â
†
c2 (t)

)
=
∫ (

�̂
†
1(r)φ1(r,t) + �̂

†
2(r)φ2(r,t)

�̂
†
3(r)φ3(r,t)

)
d r, (39)

and the noncondensate field operators are defined as⎛
⎜⎝δ�̂1(r,t)

δ�̂2(r,t)

δ�̂3(r,t)

⎞
⎟⎠ =

∫
(r,r ′,t)

⎛
⎜⎝�̂1(r ′)

�̂2(r ′)
�̂3(r ′)

⎞
⎟⎠ d r ′, (40)

with the (block-diagonal) projector

(r,r ′,t) =

⎛
⎜⎝δr r ′ − φ11 −φ12 0

−φ21 δr r ′ − φ22 0

0 0 δr r ′ − φ33

⎞
⎟⎠. (41)

Finally, we can quote the fluctuation operators:

⎛
⎜⎝�̃1(r,t)

�̃2(r,t)

�̃3(r,t)

⎞
⎟⎠ =

⎛
⎜⎜⎜⎝

1√
Nc1 (t)

â
†
c1 (t)δ�̂1(r,t)

1√
Nc1 (t)

â
†
c1 (t)δ�̂2(r,t)

1√
Nc2 (t)

â
†
c2 (t)δ�̂3(r,t)

⎞
⎟⎟⎟⎠. (42)

III. PERTURBATIVE EXPANSION OF THE EFFECTIVE
HAMILTONIAN

A. Overview of expansion

We wish to reformulate the effective Hamiltonian, (4),
in terms of the fluctuation operators, (18). This will allow
us to construct a perturbative expansion of the reformulated
Hamiltonian in powers of the fluctuation operators (the small
expansion parameters). This section analyzes in detail the
form of the fluctuation operators and of the number operators,
allowing us to make a consistent cubic approximation to the
reformulated Hamiltonian. The cubic approximation is then
further developed in Sec. V and onwards.

B. Exact reformulation in terms of fluctuation operators

In the following we give the (exact) reformulation, ac-
cording to (11) and (18), of the Hamiltonian, (4), defining
Ũk = UkNcp(k) and Ũjk = Ujk

√
Ncp(j )Ncp(k) , and removing time

arguments for brevity. We thus write Ĥ = Ĥ (�̃0) + Ĥ (�̃1) +
Ĥ (�̃2) + Ĥ (�̃3) + Ĥ (�̃4), where the expressions for Ĥ (�̃i ), and
brief calculational details to obtain each term, are given in
Appendix A. The terms of this reformulated Hamiltonian are
arranged in orders of powers of products of the fluctuation
operators, so that the term Ĥ (�̃i ) contains products of �̃ of
order i (where i � 4). Our aim is to reduce this Hamiltonian
so that we obtain a lowest-order consistent dynamical repre-
sentation of the n-component condensate. We see later that this
implies a reduction of the above Hamiltonian to a third-order
Hamiltonian (as in the case of a single component [56]), but
before we do, we first need to find an approximation to the
number and fluctuation operators.

C. Approximations to number and fluctuation operators

The reformulated Hamiltonian, (A2), can be reduced to a
third-order Hamiltonian by means, first, of the expansion of
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the condensate number operators and, second, of a Gaussian
approximation to the fluctuation terms. Each subset of is in a
number eigenstate, having particle number Ncp(k) [with associ-
ated mapping p(k)]. This implies that the number fluctuations
of the condensate and noncondensate components within each
subset must be equal and opposite (see Appendix B). To zeroth
(and first) order in the fluctuation operators, N̂cp(k) = Ncp(k) ,
whereas to second order we have

N̂cp(k) = Ncp(k)

+
n∑

k′=1

δ
p

k,k′

∫
[〈�̃†

k′(r)�̃k′(r)〉−�̃
†
k′(r)�̃k′(r)] d r. (43)

We can now use (43) to express the commutation relation
[�̃k(r),�̃†

k′(r ′)] (20) in terms of the condensate numbers and
expectation values of �̃k(r) and �̃

†
k′(r ′): to a Gaussian level

of approximation we may replace pairwise products of the
fluctuation operators �̃(r) and �̃†(r) by their expectation
values [56]. We thus write (see Appendix B)

[�̃k(r),�̃†
k′(r ′)] ≈ Qkk′(r,r ′) − 〈�̃†

k′(r ′)�̃k(r)〉
Ncp(k)

δ
p

k,k′ , (44)

whereas to zeroth and first order, the commutator may be
approximated by

[�̃k(r),�̃†
k′(r ′)] ≈ Qkk′(r,r ′). (45)

D. Reduction to a third-order Hamiltonian

The final step in constructing a third-order Hamiltonian
from the full Hamiltonian, (A2), is to consistently deal with
the cubic and quartic powers of products of the fluctuations
operators. It turns out that the quartic terms can be safely
neglected (see an equivalent discussion in [56]), whereas the
cubic terms require a Hartree-Fock factorization. In general,
the Hartree-Fock factorization is written as [56,68]

�̃
†
k(r)�̃k′(r ′)�̃k′′(r ′′) ≈ 〈�̃†

k(r)�̃k′(r ′)〉�̃k′′(r ′′)

+〈�̃†
k(r)�̃k′′(r ′′)〉�̃k′(r ′)

+〈�̃k′ (r ′)�̃k′′(r ′′)〉�̃†
k(r), (46)

i.e., the cubic products are re-expressed as linear terms
modified by a pair average.

We can now substitute, consistently, (43), (44), and (46) into
(A2) to give the third-order Hamiltonian Ĥ3. For convenience
of notation, we split this Hamiltonian into a sum of terms in
orders of the powers of the number eigenvalues (again, we
denote the set of number eigenvalues Nc). So we write Ĥ3 =
Ĥ

(N1
c )

3 + Ĥ
(N1/2

c )
3 + Ĥ

(N0
c )

3 + Ĥ
(N−1/2

c )
3 and further split Ĥ

(N0
c )

3 =
Ĥ

(N0
c )a

3 + Ĥ
(N0

c )b
3 and Ĥ

(N−1/2
c )

3 = Ĥ
(N−1/2

c )a
3 + Ĥ

(N−1/2
c )b

3 . These
expressions, and further details of the calculation, are given in
Appendix C. Note that Ĥ = Ĥ3 + (�̃4(r),N−1

c ).

IV. EVOLUTION EQUATIONS

A. Overview of approach

The rather unwieldy cubic Hamiltonian, (C1), forms the
basis of our approach to obtain a consistent set of dynamical
equations for the mutually coherent and incoherent condensate

and noncondensate parts. To develop these, we first require
expressions for the time evolution of the fluctuation and
number operators. We derive these in the next two subsections.

B. Evolution of the fluctuation operators

In general the Heisenberg time evolution of the fluctuation
operators is given by

i�
d

dt
�̃k(r) = [�̃k(r),Ĥ ] + i�

∂

∂t
�̃k(r), (47)

where (see Appendix D)

i�
∂

∂t
�̃k(r) =

n∑
k′=1

(
−
√

Ncp(k)

∫
Qkk′(r,r ′)

[
i�

∂φk′(r ′)
∂t

]
d r ′

+ δ
p

k,k′

{
− φk(r)

∫ [
i�

∂φ∗
k′(r ′)
∂t

]
�̃k′(r ′) d r ′

+ �̃k(r)
∫ [

i�
∂φk′(r ′)

∂t

]
φ∗

k′(r ′) d r ′ + 1√
Ncp(k)

×
∫ [

i�
∂φk′(r ′)

∂t

]
〈�̃†

k′(r ′)�̃k(r)〉 d r ′
})

(48)

and where we have used (43) to approximate the number
operators in terms of expectation values of the fluctuation
operators. Equation (48) gives us the explicit time evolution
of the fluctuation operators.

C. Evolution of the number operators

Similarly, we require the time evolution of the number
operators, which can be found from

i�
d

dt
N̂cp(k) = [N̂cp(k) ,Ĥ

]+ i�
∂

∂t
N̂cp(k) , (49)

where N̂cp(k) (t) ≡ â
†
cp(k) (t)âcp(k) (t). Following a procedure simi-

lar to that above, invoking (D3), we obtain

i�
∂

∂t
N̂cp(k) =

√
Ncp(k)

n∑
k′=1

δ
p

k,k′

{∫
�̃

†
k′(r)

[
i�

∂φk′(r)

∂t

]

+
[
i�

∂φ∗
k′(r)

∂t

]
�̃k′(r) d r

}
. (50)

We thus see that 〈i�∂N̂cp(k)/∂t〉 = 0, and so

i�
d

dt
Ncp(k) =

〈
i�

d

dt
N̂cp(k)

〉
= 〈[N̂cp(k) ,Ĥ

]〉
(51)

is our equation for the time evolution of the component number.

V. ZEROTH-, FIRST-, AND SECOND-ORDER
APPROXIMATIONS TO THE HAMILTONIAN

A. Overview of resulting dynamical equations

Following the derivation of the evolution equations for
both the fluctuation operators, (48), and the condensate
numbers, (50), this section analyzes the Hamiltonian, (C1),
up to a second-order approximation. This provides, in the
first-order approximation, a derivation for the time-dependent
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GP equations as the sole equations governing the multi-
component condensate dynamics (so not capturing any out-
of-condensate dynamics). The second-order approximation
provides a derivation for equations governing the out-of-
condensate dynamics—called MBdG equations (together with
their complex conjugates), in multicomponent form—which

are coupled to the multicomponent GP equations. The con-
densate and noncondensate dynamics yielded by this system
of equations are, however, not self-consistent with regard to the
particle numbers. We therefore require a third-order (i.e., full)
treatment of the Hamiltonian, (C1). The third-order treatment
is considered in Sec. VI.

B. Zeroth order

The lowest order approximation to the cubic Hamiltonian, (C1), is to neglect any terms involving the fluctuation operators. In
the zeroth order we then take Ĥ3 and neglect any fluctuation terms. This gives the zeroth-order Hamiltonian, which is identical

to Ĥ
(N1

c )
3 but here denoted H0, where

H0 =
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ncp(k)φ

∗
k (r)

[
Hk

sp(r) + Ũkk

2
|φk(r)|2

]
φk(r) +

n∑
j=1
j<k

Ũjk

√
Ncp(j )Ncp(k) |φj (r)|2|φk(r)|2 +

n∑
j=1
j �=k

Ncp(k)φ
∗
j (r)Hjk

ob (r)φk(r)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r

(52)

and is purely classical (hence we write Ĥ0 ≡ H0). In terms of a mean-field theory in which the n-component condensate
is assumed to be at absolute zero and with all bosons condensed (i.e., strictly zero noncondensate bosons), the appropriate
Hamiltonian [noting that it is common to scale the condensate mode(s) to be normalized to the number of condensate particles]
is given by this zeroth-order Hamiltonian [30,31]. Noncondensate particles are not accounted for in this Hamiltonian and our
analysis by consequence then proceeds to higher-order approximations.

C. First order

To the next order of approximation, a first-order approximation on Ĥ3, we consider terms up to linear order in the fluctuation

operators. At this level of approximation the appropriate Hamiltonain is given by Ĥ1 = Ĥ
(N1

c )
3 + Ĥ

(N1/2
c )

3 . Working with this
Hamiltonian and Eq. (47) we obtain GP equations describing the evolution of the condensate modes. Details of the calculations
are given in Appendix E and we note that the set of time-dependent GP equations reads

i�
∂φk(r)

∂t
=

⎡
⎢⎢⎢⎣Hk

sp(r) + Ũkk|φk(r)|2 +
n∑

j=1
j �=k

√
Ncp(j )

Ncp(k)

Ũjk|φj (r)|2 − λ
p(k)
0

⎤
⎥⎥⎥⎦φk(r) +

n∑
j=1
j �=k

H
kj

ob (r)φj (r), (53a)

where

λ
p(k)
0 =

∫ n∑
k′=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩δ

p

k,k′φ
∗
k′(r)

⎡
⎢⎢⎢⎣Hk′

sp(r) + Ũk′k′ |φk′(r)|2 − i�
∂

∂t
+

n∑
j=1
j �=k′

Ũjk′

√
Ncp(j )

Ncp(k′ )
|φj (r)|2

⎤
⎥⎥⎥⎦+

n∑
j=1
j �=k′

δ
p

j,kφ
∗
j (r)Hjk′

ob (r)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭φk′(r) d r.

(53b)

System (53) is the GP equation for the condensate-part φk , with an associated nonlinear eigenvalue λ
p(k)
0 that has the appearance

of a chemical potential. Note that an identical set of equations would result from the zeroth-order Hamiltonian H0, (52). There
are then n GP equations (one for each condensate part) and the number of distinct nonlinear eigenvalues depends on the number
l of subsets of . Note that these λ

p(k)
0 are real.

However, while this system of equations is often used as the lowest order representation of the multicomponent condensate
[30,31], it does not capture any of the noncondensate dynamics (in fact one can show, see [56] for details, that to this order there
is no time dependence on the non condensate components). We are thus required to go to higher order approximations.

D. Second order

As a second-order approximation to the cubic Hamiltonian Ĥ3, we keep terms up to and including those quadratic in the
fluctuation operators. In the same vein as the first-order calculations above, we can use the second-order approximation to (48),
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which means we should calculate

i�
d�̃k(r)

dt
= [�̃k(r),Ĥ2] +

n∑
k′=1

(
−
√

Ncp(k)

∫
Qkk′(r,r ′)

[
i�

∂φk′(r ′)
∂t

]
d r ′ + δ

p

k,k′

{
− φk(r)

∫ [
i�

∂φ∗
k′(r ′)
∂t

]
�̃k′(r ′) d r ′

+ �̃k(r)
∫ [

i�
∂φk′(r ′)

∂t

]
φ∗

k′(r ′) d r ′
})

. (54)

As before, it is relatively straightforward to obtain the expression for the commutator [�̃k(r),Ĥ2]: using (45) the terms linear
and quadratic in the fluctuation operators can be dealt with as previously, while the terms cubic in the fluctuation operator reduce
to linear form. We do not provide the explicit expression for d�̃k(r)/dt , instead choosing to skip to the expression that results
after having taken the expectation value of (54). We are then left with the same GP equations of (53a) and associated nonlinear
eigenvalues, (53b). We can use this fact to substitute the GP equations, (53a), into the right-hand side of (54). Doing this, we get

i�
d�̃k(r)

dt
=

⎡
⎢⎢⎢⎣Hk

sp(r) + Ũkk|φk(r)|2 +
n∑

j=1
j �=k

Ũjk

√
Ncp(j )

Ncp(k)

|φj (r)|2 − λ
p(k)
0

⎤
⎥⎥⎥⎦ �̃k(r) +

n∑
j=1
j �=k

H
kj

ob (r)�̃j (r)

+
∫ n∑

k′=1

Qkk′(r,r ′)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ũk′k′[φ∗

k′(r ′)�̃k′(r ′) + H.c.] +
n∑

j=1
j �=k′

Ũjk′[φ∗
j (r ′)�̃j (r ′) + H.c.]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭φk′(r ′) d r ′. (55)

This and its Hermitian conjugate form the MBdG equations [69]. With this, we can calculate the evolution of the noncondensate
parts: we note that, from (B1), Ncp(k) = N − ∫ ∑n

k′=1〈�̃†
k′(r)�̃k′(r)〉δp

k,k′ d r , so that

i�
dNcp(k)

dt
=
∫ n∑

k′=1

δ
p

k,k′

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ũk′k′

[
φ∗2

k′ (r)
〈
�̃2

k′(r)
〉− H.c.

]+
n∑

j=1
j �=k′

Ũjk′[φ∗
j (r)φ∗

k′(r)〈�̃j (r)�̃k′(r)〉 − H.c.]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (56)

where we have used the MBdG equations from above.
Our second-order system thus comprises the GP equations,

(53a), with associated nonlinear eigenvalues, (53b), together
with the MBdG equations, (55). There are two key issues,
however, that one must highlight before proceeding. The first
is the appearance of terms quadratic in the fluctuation operators
in the evolution of the condensate number of (56), which
we have, up to now, consistently neglected when dealing
with the second-order Hamiltonian. This “inconsistency” [if
we are to retain (56)] leads us to the second key issue,
which is the possibility, in an out-of-equilibrium evolution,
for unconstrained growth of the noncondensate part without
there being any corresponding effect on the condensate
evolution. This unconstrained growth is a result of the
one-way condensate-part and noncondensate-part dynamics
involved in the coupled system of the GP equations, (53a),
and the MBdG equations, (55): the GP equations (derived
through a first-order treatment of the effective Hamilto-
nian), which evolve the condensate parts, explicitly contain
only condensate-part terms, whereas the MBdG equations
(derived through a second-order treatment of the effective
Hamiltonian), which evolve the noncondensate parts, contain
both condensate and noncondensate parts. This allows for
unconstrained growth in the noncondensate-part terms through
evolution of the MBdG equations, without any corresponding
effect on the condensate parts in the GP equations (see [16]
and [56] for more details concerning unconstrained growth
in a single-component condensate). We are thus left with a

non-self-consistent set of dynamical equations. To what extent
this system can be considered appropriate depends very much
on the actual dynamical configuration. Irrespective, a treatment
of the cubic Hamiltonian, (C1), will enable us to form a
self-consistent set of dynamical equations for the condensate
and noncondensate parts.

VI. SECOND-ORDER EQUATIONS OF MOTION

In light of the inconsistent nature of the first-order ap-
proximation to the dynamical equations resulting from a
second-order Hamiltonian, we proceed with a third-order
approximation to the Hamiltonian. This is the highest order that
we are required to go to in order to achieve a self-consistent set
of dynamical equations for the condensate and noncondensate
parts: we will find that the equation governing the condensate
parts [the GP equation in a first- and second-order treatment,
(53a), with only condensate-part dependence] is, in this
third-order treatment, generalized to be dependent on both the
condensate and the noncondensate parts. This higher order GP
equation we refer to as the GGP equation. It will be shown to be
coupled, in a self-consistent manner, to the MBdG equations,
(55), which, in the third-order treatment, remain unchanged.

To a third-order approximation, the effective Hamiltonian
has already been written down, and referred to as the
cubic Hamiltonian Ĥ3, in (C1). In dealing with the cubic
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Hamiltonian, we must use the full form of (48), which means that we need to consider

i�
d�̃k(r)

dt
= [�̃k(r),Ĥ3] +

n∑
k′=1

(
−
√

Ncp(k)

∫
Qkk′(r,r ′)

[
i�

∂φk′(r ′)
∂t

]
d r ′

+ δ
p

k,k′

{
−φk(r)

∫ [
i�

∂φ∗
k′(r ′)
∂t

]
�̃k′(r ′) d r ′ + �̃k(r)

∫ [
i�

∂φk′(r ′)
∂t

]
φ∗

k′(r ′) d r ′

+ 1√
Ncp(k)

∫ [
i�

∂φk′(r ′)
∂t

]
〈�̃†

k′(r ′)�̃k(r)〉 d r ′
})

. (57)

As explicitly written down in the cubic Hamiltonian (C1) and in the above equation, we now consider terms of order (N−1/2
c ).

Calculation of [�̃k(r),Ĥ3] is only slightly more involved than before: the only additional terms that result from use of the cubic,
rather than the second-order, Hamiltonian are all of order (�̃/N

1/2
c ), i.e., they are linear in the fluctuation operators, which

makes calculation of the commutator rather straightforward. The analysis using (57) becomes fairly cumbersome, although
straightforward, and so we do not report it in its entirety here. Instead we skip to the resultant expression: this is obtained by
taking the expectation value of (57) and inserting the GP equation, (53a), on the third line of (57). After some calculation we
arrive eventually at an equation for the evolution of the condensate parts, called the GGP equation:

i�
∂φk(r)

∂t
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Hk

sp(r) + Ũkk

[(
1 − 1

Ncp(k)

)
|φk(r)|2 + 2

〈�̃†
k(r)�̃k(r)〉
Ncp(k)

]

+
n∑

j=1
j �=k

Ũjk

[√
Ncp(j )

Ncp(k)

(
1 − δ

p

j,k

Ncp(k)

)
|φj (r)|2 + 〈�̃†

j (r)�̃j (r)〉√
Ncp(j )Ncp(k)

]
− λ

p(k)
2

⎫⎪⎪⎪⎬
⎪⎪⎪⎭φk(r) + Ũkk

Ncp(k)

〈
�̃2

k(r)
〉
φ∗

k (r)

+
n∑

j=1
j �=k

{
Ũjk

Ncp(k)

[〈�̃†
j (r)�̃k(r)〉φj (r) + 〈�̃j (r)�̃k(r)〉φ∗

j (r)] + H
kj

ob (r)φj (r)

}

−
∫ n∑

k′=1

δ
p

k,k′
|φk′(r ′)|2
Ncp(k′ )

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ũk′k′[〈�̃k′(r ′)�̃k(r)〉φ∗

k′(r ′) + 〈�̃†
k′ (r ′)�̃k(r)〉φk′(r ′)]

+
n∑

j=1
j �=k′

Ũjk′[〈�̃j (r ′)�̃k(r)〉φ∗
j (r ′) + 〈�̃†

j (r ′)�̃k(r)〉φj (r ′)]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r ′, (58a)

where λ
p(k)
2 is a nonlinear eigenvalue given by

λ
p(k)
2 =

∫ n∑
k′=1

⎛
⎜⎜⎜⎝δ

p

k,k′φ
∗
k′(r)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Hk′

sp(r) + Ũk′k′

[(
1 − 1

Ncp(k′ )

)
|φk′(r)|2 + 2

Ncp(k′ )
〈�̃†

k′(r)�̃k′(r)〉
]

− i�
∂

∂t

+
n∑

j=1
j �=k′

Ũjk′

{√
Ncp(j )

Ncp(k′ )

[
1 − δ

p

j,k

Ncp(k′ )

]
|φj (r)|2 + 〈�̃†

j (r)�̃j (r)〉√
Ncp(j )Ncp(k′ )

}⎫⎪⎪⎪⎬
⎪⎪⎪⎭φk′(r) +

n∑
j=1
j �=k′

δ
p

j,kφ
∗
j (r)Hjk′

ob (r)φk′(r)

+ δ
p

k,k′
Ũk′k′

Ncp(k′ )

〈
�̃2

k′(r)
〉
φ∗2

k′ (r) +
n∑

j=1
j �=k′

δ
p

k,k′
Ũjk′

Ncp(k′ )
[φ∗

j (r)〈�̃j (r)�̃k′(r)〉 + φj (r)〈�̃†
j (r)�̃k′(r)〉]φ∗

k′(r)

⎞
⎟⎟⎟⎠ d r. (58b)
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Equations (58a) and (58b) constitute our GGP equation. This
should be contrasted with the lower order GP equation of (53a).
The above expression for λ

p(k)
2 is also to be contrasted with the

expression for the (real) nonlinear eigenvalues λ
p(k)
0 , (53b).

The following calculation shows that they have a nonzero
imaginary part,

λ
p(k)
2 − (λp(k)

2

)∗

= 1

Ncp(k)

∫ n∑
k′=1

δ
p

k,k′

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ũk′k′

[
φ∗2

k′ (r)
〈
�̃2

k′(r)
〉− H.c.

]

+
n∑

j=1
j �=k′

Ũjk′[φ∗
j (r)φ∗

k′(r)〈�̃j (r)�̃k′(r)〉 − H.c.]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r,

(59)

which gives that, using (56),

dNcp(k)

dt
= 1

i�

[
λ

p(k)
2 − (λp(k)

2

)∗]
Ncp(k) . (60)

We can now state the final form of our self-consistent
dynamical set of equations for the condensate and noncon-
densate parts. The condensate parts (one for each component)
are governed by the time-dependent GGP equations, (58a),
with associated nonlinear eigenvalues given in (58b). A higher
(third-) order treatment of the Hamiltonian to obtain the
noncondensate-part evolution shows that the form of the
evolution is the same as that given by the MBdG equations,
(55). Thus, the GGP equations are coupled in a consistent way
to the MBdG equations, (55), with the associated nonlinear
eigenvalues, (53b). In the next section we give specific
examples of the use of these expressions for n = 1, n = 2,
and n = 3.

VII. EXAMPLES

A. Overview of chosen examples

It is instructive to present a few example systems, the first
a trivial reduction to a single-component system, then two-
component systems, and, finally, a three-component system.
In each case we consider possible subsets of , for which we
write down the (i) coupled GP equations and (ii) the coupled
GGP equations and the MBdG equations (these examples
correspond to the examples given in the discussion of the
density operator in Sec. II F).

B. Single-component condensates

The number-conserving approach to a single-component
condensate has been considered in detail in [56]. We show that
the formalism presented for the n-component condensate in
this paper recovers the single-component condensate system
of [56]. In the case where there is only a single component,
n = 1, we define p(1) ≡ 1, and the lowest order approximation

to the equations of motion results in the GP equation, (53):

i�
∂φ1(r)

∂t
= [H 1

sp(r) + Ũ11|φ1(r)|2 − λ1
0

]
φ1(r), (61a)

with nonlinear eigenvalue

λ1
0 =

∫
φ∗

1 (r)

[
H 1

sp(r) + Ũ11|φ1(r)|2 − i�
∂

∂t

]
φ1(r) d r.

(61b)

This GP equation and associated nonlinear eigenvalue are
identical to (57) and (58) in Ref. [56]. Note that this system is
the commonly used GP equation applied to a single-component
condensate when in the zero-temperature limit [2].

To the next order, the resulting dynamical equations of
motion are the MBdG equations, (55),

i�
d�̃1(r)

dt

= [H 1
sp(r) + Ũ11|φ1(r)|2 − λ1

0

]
�̃1(r)

+
∫

Q11(r,r ′)Ũ11[φ∗
1 (r ′)�̃1(r ′) + H.c.]φ1(r ′) d r ′, (62)

coupled to the above GP equation, (61). Finally, the second-
order (consistent) dynamical equations of motion couple this
MBdG equation, (62), to the GGP equation, (58a), written for
n = 1 as

i�
∂φ1(r)

∂t
=
(

H 1
sp(r) + Ũ11

{[
1 − 1

Nc1

]
|φ1(r)|2

+ 2

Nc1

〈�̃†
1(r)�̃1(r)〉

}
− λ1

2

)
φ1(r)

− Ũ11

Nc1

∫
|φ1(r ′)|2[〈�̃†

1(r ′)�̃1(r)〉φ1(r ′)

+〈�̃1(r ′)�̃1(r)〉φ∗
1 (r ′)] d r ′

+ Ũ11

Nc1

〈
�̃2

1(r)
〉
φ∗

1 (r), (63a)

with nonlinear eigenvalue

λ1
2 =

∫ [
φ∗

1 (r)

(
H 1

sp(r) + Ũ11

{[
1 − 1

Nc1

]
|φ1(r)|2

+ 2

Nc1

〈�̃†
1(r)�̃1(r)〉

}
− i�

∂

∂t

)
φ1(r)

+ Ũ11

Nc1

〈
�̃2

1(r)
〉
φ∗2

1 (r)
]

d r. (63b)

This system of the GGP equation, MBdG equation, and
associated nonlinear eigenvalue is identical to (75), (63), and
(73), respectively, in Ref. [56].

C. Two-component condensates

1. Possible cases for two-component condensates

Two-component condensates have been frequently realized
in experiments (for example, [22], [25], and [26]). They
provide rich systems in which many different ground and
excited states can exist, and have the potential to offer insights
into instabilities [43,45] and the transition to turbulence in
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quantum systems [44,70]. In all possible cases, we have n = 2
with C = 2; i.e., either the two components are mutually
coherent or they are incoherent. The three experimental
realizations of two-component condensates that we have
reported above contain the three possible combinations of
components, although from our formal point of view there
are only two distinct cases. The first, Ref. [22], has realized an
87Rb condensate where the only difference between the two

components is their internal spin state; the second, Ref. [25],
has realized a condensate with two isotopes (85Rb and 87Rb)
of the same atom; and the third, Ref. [26], has realised a
condensate with different atoms, 87Rb and 133Cs. Of these three
experimental examples, the first one has coherent components,
whereas the last two have incoherent components. When we
consider each of these two cases in the following subsections,
we expand all summation terms for explicitness.

2. Mutually coherent components

In the case when the two components are mutually coherent, we have l = 1 with |p1| = 2. In the remainder of this section we
define p(1) = p(2) ≡ 1 so that Ncp(k) ≡ Nc1 and the lowest order equations of motion are the coupled GP equations, (53), which
read

i�
∂φk(r)

∂t
= [Hk

sp(r) + Ũkk|φk(r)|2 + Ũ12|φ3−k(r)|2 − λ1
0

]
φk(r) + H

k(3−k)
ob (r)φ3−k(r), (64a)

with nonlinear eigenvalue

λ1
0 =

∫ {
φ∗

1 (r)

[
H 1

sp(r) + Ũ11|φ1(r)|2 + Ũ12|φ2(r)|2 − i�
∂

∂t

]
φ1(r) + φ∗

2 (r)

[
H 2

sp(r) + Ũ22|φ2(r)|2 + Ũ12|φ1(r)|2 − i�
∂

∂t

]
φ2(r)

+φ∗
2 (r)H 21

ob (r)φ1(r) + φ∗
1 (r)H 12

ob (r)φ2(r)

}
d r, (64b)

where k = 1, 2.
To next order we have the MBdG equations, (55), which read (for k = 1, 2)

i�
d�̃k(r)

dt
= [Hk

sp(r) + Ũkk|φk(r)|2 + Ũ12|φ3−k(r)|2 − λ1
0

]
�̃k(r) + H

k(3−k)
ob (r)�̃3−k(r)

+
∫

Qk1(r,r ′){Ũ11[φ∗
1 (r ′)�̃1(r ′) + H.c.] + Ũ12[φ∗

2 (r ′)�̃2(r ′) + H.c.]}φ1(r ′)

+Qk2(r,r ′){Ũ22[φ∗
2 (r ′)�̃2(r ′) + H.c.] + Ũ12[φ∗

1 (r ′)�̃1(r ′) + H.c.]}φ2(r ′) d r ′, (65)

coupled to the above GP equations, (64). Finally, our second-order (consistent) dynamical equations of motion for the mutually
coherent two-component condensate are given by these MBdG equations, (65), coupled to the GGP equation, (58a),

i�
∂φk(r)

∂t
=
(

Hk
sp(r) + Ũkk

{[
1 − 1

Nc1

]
|φk(r)|2 + 2

Nc1

〈�̃†
k(r)�̃k(r)〉

}

+ Ũ12

{[
1 − 1

Nc1

]
|φ3−k(r)|2 + 1

Nc1

〈�̃†
3−k(r)�̃3−k(r)〉

}
− λ1

2

)
φk(r)

+ Ũkk

Nc1

〈
�̃2

k(r)
〉
φ∗

k (r) + Ũ12

Nc1

〈�̃k(r)�̃3−k(r)〉φ∗
3−k(r) +

[
H

k(3−k)
ob (r) + Ũ12

Nc1

〈�̃†
3−k(r)�̃k(r)〉

]
φ3−k(r)

− 1

Nc1

∫
[Ũ11|φ1(r ′)|2 + Ũ12|φ2(r ′)|2][〈�̃†

1(r ′)�̃k(r)〉φ1(r ′) + 〈�̃1(r ′)�̃k(r)〉φ∗
1 (r ′)]

+ [Ũ22|φ2(r ′)|2 + Ũ12|φ1(r ′)|2][〈�̃†
2(r ′)�̃k(r)〉φ2(r ′) + 〈�̃2(r ′)�̃k(r)〉φ∗

2 (r ′)] d r ′, (66a)

with nonlinear eigenvalue

λ1
2 =

∫ [
φ∗

1 (r)

(
H 1

sp(r) + Ũ11

{[
1 − 1

Nc1

]
|φ1(r)|2 + 2

Nc1

〈�̃†
1(r)�̃1(r)〉

}

− i�
∂

∂t
+ Ũ12

{[
1 − 1

Nc1

]
|φ2(r)|2 + 1

Nc1

〈�̃†
2(r)�̃2(r)〉

})
φ1(r)

+φ∗
2 (r)

(
H 2

sp(r) + Ũ22

{[
1 − 1

Nc1

]
|φ2(r)|2 + 2

Nc1

〈�̃†
2(r)�̃2(r)〉

}

− i�
∂

∂t
+ Ũ12

{[
1 − 1

Nc1

]
|φ1(r)|2 + 1

Nc1

〈�̃†
1(r)�̃1(r)〉

})
φ2(r) + φ∗

2 (r)H 21
ob (r)φ1(r) + φ∗

1 (r)H 12
ob (r)φ2(r)
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+ Ũ12

Nc1

{2〈�̃1(r)�̃2(r)〉φ∗
1 (r)φ∗

2 (r) + [〈�̃†
2(r)�̃1(r)〉φ∗

1 (r)φ2(r) + H.c.]}

+ 1

Nc1

[
Ũ11
〈
�̃2

1(r)
〉
φ∗2

1 (r) + Ũ22
〈
�̃2

2(r)
〉
φ∗2

2 (r)
]]

d r. (66b)

3. Mutually incoherent components

In the case where the two components are mutually incoherent, we have l = 2, with |p1| = 1 and |p2| = 1. In the remainder
of this section we define p(1) ≡ 1 and p(2) ≡ 2 so that Ncp(1) ≡ Nc1 and Ncp(2) ≡ Nc2 (we often write Ncp(3−k) ≡ Nc3−k

and
Ncp(k) ≡ Nck

as well). The lowest order equations of motion are then the coupled GP equations, (53), which read

i�
∂φk(r)

∂t
=
[
Hk

sp(r) + Ũkk|φk(r)|2 + Ũ12

√
Nc3−k

Nck

|φ3−k(r)|2 − λk
0

]
φk(r), (67a)

with nonlinear eigenvalues

λk
0 =

∫
φ∗

k (r)

(
Hk

sp(r) + Ũkk|φk(r)|2 + Ũ12

√
Nc3−k

Nck

|φ3−k(r)|2 − i�
∂

∂t

)
φk(r) d r, (67b)

where, as in the previous section, k = 1, 2. System (67) describes a mutually incoherent two-component condensate in the
thermodynamic limit at zero temperature. There have been extensive studies regarding this system in the recent literature (see,
for example, the review in [30] and a study on the ground and excited states in [31] as well as [43–45] and [70]).

To next order we have the MBdG equations, (55), which read (for k = 1, 2)

i�
d�̃k(r)

dt
=
[
Hk

sp(r) + Ũkk|φk(r)|2 + Ũ12

√
Nc3−k

Nck

|φ3−k(r)|2 − λk
0

]
�̃k(r)

+
∫

Qkk(r,r ′){Ũkk[φ∗
k (r ′)�̃k(r ′) + H.c.]φk(r ′) + Ũ12[φ∗

3−k(r ′)�̃3−k(r ′) + H.c.]φk(r ′)} d r ′, (68)

coupled to the above GP equations, (67). Finally, our second-order (consistent) dynamical equations of motion for the mutually
incoherent two-component condensate are given by these MBdG equations, (69), coupled to the GGP equation, (58a):

i�
∂φk(r)

∂t
=
(

Hk
sp(r) + Ũkk

{[
1 − 1

Nck

]
|φk(r)|2 + 2

Nck

〈�̃†
k(r)�̃k(r)〉

}

+ Ũ12

√
Nc3−k

Nck

[
|φ3−k(r)|2 + 1

Nc3−k

〈�̃†
3−k(r)�̃3−k(r)〉

]
− λk

2

)
φk(r) + Ũkk

Nck

〈
�̃2

k(r)
〉
φ∗

k (r)

+ Ũ12

Nck

[〈�̃†
3−k(r)�̃k(r)〉φ3−k(r) + 〈�̃3−k(r)�̃k(r)〉φ∗

3−k(r)]

−
∫ |φk(r ′)|2

Nck

{Ũkk[〈�̃†
k(r ′)�̃k(r)〉φk(r ′) + 〈�̃k(r ′)�̃k(r)〉φ∗

k (r ′)]

+ Ũ12[〈�̃†
3−k(r ′)�̃k(r)〉φ3−k(r ′) + 〈�̃3−k(r ′)�̃k(r)〉φ∗

3−k(r ′)]} d r ′, (69a)

with nonlinear eigenvalues

λk
2 =

∫
φ∗

k (r)

(
Hk

sp(r) + Ũkk

{[
1 − 1

Nck

]
|φk(r)|2 + 2

Nck

〈�̃†
k(r)�̃k(r)〉

}
− i�

∂

∂t

+ Ũ12

√
Nc3−k

Nck

[
|φ3−k(r)|2 + 1

Nc3−k

〈�̃†
3−k(r)�̃3−k(r)〉

])
φk(r) + Ũkk

Nck

〈
�̃2

k(r)
〉
φ∗2

k (r)

+ Ũ12

Nck

[〈�̃†
3−k(r)�̃k(r)〉φ3−k(r) + 〈�̃3−k(r)�̃k(r)〉φ∗

3−k(r)]φ∗
k (r) d r, (69b)

again, for k = 1, 2.

4. Comparison

We provide a brief overview of the differences between the system of equations developed for the single-component condensate
[(62) and (63)] and those developed for the mutually coherent [(65) and (66)] and incoherent [(68) and (69)] two-component
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condensates. In a comparison of the GGP equation for the single-component condensate, written in (63a), with the GGP equations
for the coherent or incoherent two-component condensate, written in (66a) and (69a), respectively, the only additions that appear
for the two-component condensate are those that involve Ũ12. These involve a density-density interaction term of type φ3−k(r)
and a fluctuation pair average of �̃3−k(r) and combinations thereof. The latter pair average term is always modified by a factor
(Nc3−k

)−1 and so can be expected to be much smaller than the former condensate density-density term. Note that the GGP
equations for the two-component condensates, whether they are mutually coherent or mutually incoherent, differ only by the
appearance of the one-body Hob term for the coherent case. This is in contrast to the MBdG equations, (65) and (68), which,
under the integrals, contain the projectors Q, and it is here that one must recall their definition from Eq. (14), importantly the
appearance of a Kronecker δ mapping term. This leads to two extra terms (although formally they are of the same form) in the
case of the coherent components given in Eq. (65) compared to the case of the incoherent components given in Eq. (68).

D. Three-component condensates

The last example is that of the three-component condensate. While experimental realizations of such condensates are few, the
following example is worthy of inclusion since it represents a further component configuration not possible in the two-component
condensate; in principle, one will have a three-component system whenever there is a Rabi coupling within one of the species of
a two-species condensate mixture experiment.

A three-component condensate has n = 3 with C = 3; i.e., either the three components are mutually coherent, or there are
two mutually coherent components and one incoherent component, or they are all mutually incoherent. We concentrate only
on the second of these three possibilities (the other two are straightforward generalizations of the two-component cases present
above). In the case where there are two mutually coherent components (say, component 1 and component 2) and one incoherent
component (component 3), we have l = 2 with |p1| = 2 and |p2| = 1. Henceforth in this section we define p(1) = p(2) ≡ 1 and
p(3) ≡ 2 so that Ncp(1) = Ncp(2) ≡ Nc1 and Ncp(3) ≡ Nc2 . The GP equations, (53), then read

i�
∂φk(r)

∂t
=
[
Hk

sp(r) + Ũk1|φ1(r)|2 + Ũk2|φ2(r)|2 +
√

Nc2

Nc1

Ũk3|φ3(r)|2 − λ1
0

]
φk(r) + H

k(3−k)
ob (r)φ3−k(r), (70a)

for k = 1, 2, and

i�
∂φ3(r)

∂t
=
{

H 3
sp(r) + Ũ33|φ3(r)|2 +

√
Nc1

Nc2

[Ũ13|φ1(r)|2 + Ũ23|φ2(r)|2] − λ2
0

}
φ3(r), (70b)

with nonlinear eigenvalues

λ1
0 =

∫ {
φ∗

1 (r)

[
H 1

sp(r) + Ũ11|φ1(r)|2 + Ũ12|φ2(r)|2 +
√

Nc2

Nc1

Ũ13|φ3(r)|2 − i�
∂

∂t

]
φ1(r)

+φ∗
2 (r)

[
H 2

sp(r) + Ũ12|φ1(r)|2 + Ũ22|φ2(r)|2 +
√

Nc2

Nc1

Ũ23|φ3(r)|2 − i�
∂

∂t

]
φ2(r)

+ [φ∗
2 (r)H 21

ob (r)φ1(r) + φ∗
1 (r)H 12

ob (r)φ2(r)
]}

d r, (70c)

and

λ2
0 =

∫
φ∗

3 (r)

[
H 3

sp(r) + Ũ33|φ3(r)|2 +
√

Nc1

Nc2

(Ũ13|φ1(r)|2 + Ũ23|φ2(r)|2) − i�
∂

∂t

]
φ3(r) d r. (70d)

To next order we have the MBdG equations, (55), which read

i�
d�̃k(r)

dt
=
[
Hk

sp(r) + Ũk1|φ1(r)|2 + Ũk2|φ2(r)|2 + Ũk3

√
Nc2

Nc1

|φ3(r)|2 − λ1
0

]
�̃k(r) + H

k(3−k)
ob (r)�̃3−k(r)

+
∫

[Qk1(r,r ′){Ũ11[φ∗
1 (r ′)�̃1(r ′) + H.c.] + Ũ12[φ∗

2 (r ′)�̃2(r ′) + H.c.] + Ũ13[φ∗
3 (r ′)�̃3(r ′) + H.c.]}φ1(r ′)

+Qk2(r,r ′){Ũ22[φ∗
2 (r ′)�̃2(r ′) + H.c.] + Ũ12[φ∗

1 (r ′)�̃1(r ′) + H.c.] + Ũ23[φ∗
3 (r ′)�̃3(r ′) + H.c.]}φ2(r ′)] d r ′,

(71a)
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for k = 1, 2, and

i�
d�̃3(r)

dt
=
{
H 3

sp(r) + Ũ33|φ3(r)|2 +
√

Nc1

Nc2

[
Ũ13|φ1(r)|2 + Ũ23|φ2(r)|2

]
− λ2

0

}
�̃3(r)

+
∫

Q33(r,r ′){Ũ33[φ∗
3 (r ′)�̃3(r ′) + H.c.] + Ũ13[φ∗

1 (r ′)�̃1(r ′) + H.c.] + Ũ23[φ∗
2 (r ′)�̃2(r ′) + H.c.]}φ3(r ′) d r ′,

(71b)

coupled to the above GP equations, (70). Finally, our second-order (consistent) dynamical equations of motion for the three-
component condensate are given by these MBdG equations, (71), coupled to the GGP equation (58a),

i�
∂φk(r)

∂t
=

(
Hk

sp(r) + Ũkk

{[
1 − 1

Nc1

]
|φk(r)|2 + 2

〈�̃†
k(r)�̃k(r)〉

Nc1

}
− λ1

2 + Ũ12

{[
1 − 1

Nc1

]
|φ3−k(r)|2+ 〈�̃†

3−k(r)�̃3−k(r)〉
Nc1

}

+
√

Nc2

Nc1

Ũk3

(
|φ3(r)|2 + 〈�̃†

3(r)�̃3(r)〉
Nc2

))
φk(r) + Ũkk

Nc1

〈
�̃2

k(r)
〉
φ∗

k (r) + H
k(3−k)
ob (r)φ3−k(r)

+ Ũ12

Nc1

[〈�̃†
3−k(r)�̃k(r)〉φ3−k(r) + 〈�̃3−k(r)�̃k(r)〉φ∗

3−k(r)] + Ũk3

Nc1

[〈�̃†
3(r)�̃k(r)〉φ3(r) + 〈�̃3(r)�̃k(r)〉φ∗

3 (r)]

−
∫ {[

Ũ11

Nc1

|φ1(r ′)|2 + Ũ12

Nc1

|φ2(r ′)|2
]

[〈�̃†
1(r ′)�̃k(r)〉φ1(r ′) + 〈�̃1(r ′)�̃k(r)〉φ∗

1 (r ′)]

+
[
Ũ12

Nc1

|φ1(r ′)|2 + Ũ22

Nc1

|φ2(r ′)|2
]

[〈�̃†
2(r ′)�̃k(r)〉φ2(r ′) + 〈�̃2(r ′)�̃k(r)〉φ∗

2 (r ′)]

+
[
Ũ13

Nc1

|φ1(r ′)|2 + Ũ23

Nc1

|φ2(r ′)|2
]

[〈�̃†
3(r ′)�̃k(r)〉φ3(r ′) + 〈�̃3(r ′)�̃k(r)〉φ∗

3 (r ′)]
}

d r ′, (72a)

for k = 1, 2, and

i�
∂φ3(r)

∂t
=
(

H 3
sp(r) + Ũ33

{[
1 − 1

Nc2

]
|φ3(r)|2 + 2

Nc2

〈�̃†
3(r)�̃3(r)〉

}
− λ2

2

+
√

Nc1

Nc2

[
Ũ13|φ1(r)|2 + Ũ23|φ2(r)|2 + 1

Nc1

〈�̃†
1(r)�̃1(r)〉 + 1

Nc1

〈�̃†
2(r)�̃2(r)〉

])
φ3(r) + Ũ33

Nc2

〈
�̃2

3(r)
〉
φ∗

3 (r)

+ Ũ13

Nc2

[〈�̃†
1(r)�̃3(r)〉φ1(r) + 〈�̃1(r)�̃3(r)〉φ∗

1 (r)] + Ũ23

Nc2

[〈�̃†
2(r)�̃3(r)〉φ2(r) + 〈�̃2(r)�̃3(r)〉φ∗

2 (r)]

−
∫ |φ3(r ′)|2

Nc2

{Ũ33[〈�̃†
3(r ′)�̃3(r)〉φ3(r ′) + 〈�̃3(r ′)�̃3(r)〉φ∗

3 (r ′)]

+ Ũ13[〈�̃†
1(r ′)�̃3(r)〉φ1(r ′) + 〈�̃1(r ′)�̃3(r)〉φ∗

1 (r ′)] + Ũ23[〈�̃†
2(r ′)�̃3(r)〉φ2(r ′) + 〈�̃2(r ′)�̃3(r)〉φ∗

2 (r ′)]} d r ′,

(72b)

where the nonlinear eigenvalues λ1
2 and λ2

2 follow from (58b).

VIII. CONCLUSIONS

We have extended the number-conserving formalism
developed for single-component Bose-Einstein condensed
systems in [56] to general multicomponent configurations. In
the number-conserving approach, the system of equations is
derived from approximations to the governing Hamiltonian,
written generally to encompass any number of components,
in a wide variety of mutually coherent and incoherent
configurations. Differing levels of approximation in the
Hamiltonian generate dynamics described by multicomponent

equivalents to the GP equation, the number-conserving
MBdG equations, (55), coupled to the GP equation, and
the GGP equation, (58a), coupled to the MBdG equations.
The last of these yields self-consistent equations of
motion with regard to the condensate and noncondensate
number. We have looked specifically at two-component
condensates, both where the components are mutually
coherent (two internal states of the same atom) and where they
are mutually incoherent (most obviously two completely dif-
ferent atomic species), and at a three-component configuration
where two of the components are mutually coherent with
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respect to each other but not with respect to a third component
(e.g., two internal states of one species of atom, and another
species of atom, all within the same experimental setup).

This provides the essential framework for detailed study of
specific multicomponent condensate configurations, within a
canonical, or number-conserving, formalism.
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APPENDIX A: REFORMULATED HAMILTONIAN

Our n-component condensate is described by n field operators, one for each component. The effective Hamiltonian is then
given by [Eq. (4), rewritten here for convenience]

Ĥ (t) =
∫ n∑

k=1

[
�̂

†
k (r)Hk

sp(r,t)�̂k(r) + Ukk

2
�̂

†
k (r)�̂†

k (r)�̂k(r)�̂k(r)

]
d r +

∫ n∑
j,k

j<k

Ujk�̂
†
j (r)�̂†

k (r)�̂j (r)�̂k(r) d r

+
∫ n∑

j,k

j �=k

�̂
†
j (r)Hjk

ob (r,t)�̂k(r) d r. (A1)

In order to obtain a set of dynamical equations to describe the n-component condensate, we must, as the first step, reformulate
this effective Hamiltonian in terms of the fluctuation operators, (18). In this Appendix we show the details to obtain this exact
reformulation.

We first write each of the field operators in terms of the condensate and noncondensate parts, (11): �̂k(r) = âcp(k) (t)φk(r,t) +
δ�̂k(r,t). This gives us an effective Hamiltonian that is given in terms of the annihilation (and creation) operators of the
condensate and noncondensate parts. By suitable rearrangement of each of these terms, using the commutator relations, (15), and
N̂cp(k) (t) ≡ â

†
cp(k) (t)âcp(k) (t), we are able to write each of these terms solely as a product of annihilation operators and noncondensate

parts (or equivalent Hermitian conjugates). This means we can replace each of these products with a fluctuation operator, (18).
After collecting terms in products of �̃, this exact reformulation gives Ĥ = Ĥ (�̃0) + Ĥ (�̃1) + Ĥ (�̃2) + Ĥ (�̃3) + Ĥ (�̃4), where

Ĥ (�̃0) =
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩N̂cp(k)

[
φ∗

k (r)Hk
sp(r)φk(r) +

(
N̂cp(k) − 1

)
Ncp(k)

Ũkk

2
|φk(r)|4

]
+

n∑
j=1
j<k

Ũjk

N̂cp(j )

(
N̂cp(k) − δ

p

j,k

)
√

Ncp(j )Ncp(k)

|φj (r)|2|φk(r)|2

+
n∑

j=1
j �=k

N̂cp(k)φ
∗
j (r)Hjk

ob (r)φk(r)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (A2a)

Ĥ (�̃1) =
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
√

Ncp(k)

[
φ∗

k (r)Hk
sp(r)�̃k(r) + H.c.

]+ Ũkk

{
φ∗

k (r)

[
N̂cp(k) − 1

]√
Ncp(k)

�̃k(r) + H.c.

}
|φk(r)|2

+
n∑

j=1
j �=k

Ũjk

{
φ∗

j (r)

[
N̂cp(k) − δ

p

j,k

]
√

Ncp(k)

�̃j (r) + H.c.

}
|φk(r)|2

+
n∑

j=1
j �=k

√
Ncp(k)

[
φ∗

j (r)Hjk

ob (r)�̃k(r) + �̃
†
j (r)Hjk

ob (r)φk(r)
]
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (A2b)
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Ĥ (�̃2) =
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩�̃

†
k(r)

[
Ncp(k)

N̂cp(k)

Hk
sp(r) + 2Ũkk

(
N̂cp(k) − 1

)
N̂cp(k)

|φk(r)|2
]

�̃k(r) + Ũkk

2

[
φ∗2

k (r)�̃2
k(r) + H.c.

]

+
n∑

j=1
j �=k

�̃
†
j (r)

Ncp(k)

N̂cp(k)

H
jk

ob (r)�̃k(r) +
n∑

j=1
j �=k

Ũjk

{
1

2
[φ∗

j (r)φ∗
k (r)�̃j (r)�̃k(r) + H.c.]

+ �̃
†
j (r)

(
N̂cp(k) − δ

p

j,k

)[ 1

N̂cp(j )

√
Ncp(j )

Ncp(k)

φk(r)�̃j (r) + 1

N̂cp(k)

φj (r)�̃k(r)

]
φ∗

k (r)

}⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (A2c)

Ĥ (�̃3) =
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ũkk

[
φ∗

k (r)�̃†
k(r)

√
Ncp(k)

N̂cp(k)

�̃2
k(r) + H.c.

]
+

n∑
j=1
j �=k

Ũjk

[
φ∗

j (r)�̃†
k(r)

√
Ncp(k)

N̂cp(k)

�̃j (r)�̃k(r) + H.c.

]⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (A2d)

Ĥ (�̃4) =
∫ n∑

k=1

⎡
⎢⎢⎢⎣ Ũkk

2
�̃

†2

k (r)
Ncp(k)

N̂cp(k)

(
N̂cp(k) − 1

) �̃2
k(r) +

n∑
j=1
j<k

Ũjk

δ�̂
†
j (r)δ�̂†

k (r)δ�̂j (r)δ�̂k(r)√
Ncp(j )Ncp(k)

⎤
⎥⎥⎥⎦ d r. (A2e)

APPENDIX B: APPROXIMATION TO NUMBER AND FLUCTUATION OPERATORS

The number fluctuations of the condensate and noncondensate components within each subset must be equal and opposite,
i.e.,

N̂cp(k) = Ncp(k) +
n∑

k′=1

δ
p

k,k′

∫
[〈δ�̂†

k′(r)δ�̂k′(r)〉 − δ�̂
†
k′(r)δ�̂k′(r)] d r

= Ncp(k) +
n∑

k′=1

δ
p

k,k′

∫ [〈
�̃

†
k′(r)

Ncp(k′)

N̂cp(k′ )

�̃k′(r)

〉
− �̃

†
k′(r)

Ncp(k′ )

N̂cp(k′ )

�̃k′(r)

]
d r, (B1)

where we have used (19). To zeroth (and first) order in the fluctuation operators, N̂cp(k) = Ncp(k) , whereas to second order we have

N̂cp(k) = Ncp(k) +
n∑

k′=1

δ
p

k,k′

∫
[〈�̃†

k′(r)�̃k′(r)〉 − �̃
†
k′(r)�̃k′(r)] d r. (B2)

We can now use (B2) to express the commutation relation [�̃k(r),�̃†
k′(r ′)], (20), in terms of the condensate numbers and

expectation values of �̃k(r) and �̃
†
k′(r ′): from (19), (20), and (B2) we have

[�̃k(r),�̃†
k′(r ′)] ≈ Qkk′(r,r ′)

{
1 +

n∑
k′′=1

δ
p

k,k′′

∫ [ 〈�̃†
k′′(r ′′)�̃k′′(r ′′)〉

Ncp(k)

− �̃
†
k′′(r ′′)�̃k′′(r ′′)

Ncp(k)

]
d r ′′
}

− δ
p

k,k′(
1 + N̂cp(k)

) �̃†
k′(r ′)�̃k(r),

(B3)

where we have written N̂cp(k) = N̂cp(k′) and Ncp(k) = Ncp(k′ ) . We may replace the (1 + N̂cp(k) )
−1 term with N−1

cp(k)
, as the resulting

difference will only be to quartic order. Finally, to a Gaussian level of approximation we may replace pairwise products of the
fluctuation operators �̃(r) and �̃†(r) with their expectation values [56]. We thus write

[�̃k(r),�̃†
k′(r ′)] ≈ Qkk′(r,r ′) − 〈�̃†

k′(r ′)�̃k(r)〉
Ncp(k)

δ
p

k,k′, (B4)

whereas to zeroth and first order, the commutator may be approximated by

[�̃k(r),�̃†
k′(r ′)] ≈ Qkk′(r,r ′). (B5)
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APPENDIX C: CUBIC HAMILTONIAN

The effective Hamiltonian, written in terms of fluctuation operators in (A2), is an exact reformulation of the effective
Hamiltonian written in terms of the field operators, (4). To make progress with the reformulated Hamiltonian, (A2), we must
consistently deal with the terms of cubic and quartic order in �̃. To achieve this, we need to use the approximation to the number
operators N̂cp(k) , given in (43). Note that, while (43) is a second-order approximation to the number operators, this is sufficient
to retain consistency. We can then substitute (43) into (A2), expand any terms cubic in the fluctuation operators according to
the Hartree-Fock factorization (46), and neglect terms quartic in the fluctuation operators. Our third-order approximation to the

full Hamiltonian, (A2), is then found to be given by (after collecting terms in products of Nc) Ĥ3 = Ĥ
(N1

c )
3 + Ĥ

(N1/2
c )

3 + Ĥ
(N0

c )
3 +

Ĥ
(N−1/2

c )
3 , where we further split Ĥ

(N0
c )

3 = Ĥ
(N0

c )a
3 + Ĥ

(N0
c )b

3 and Ĥ
(N−1/2

c )
3 = Ĥ

(N−1/2
c )a

3 + Ĥ
(N−1/2

c )b
3 . These expressions are

Ĥ
(N1

c )
3 =

∫ n∑
k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ncp(k)φ

∗
k (r)

[
Hk

sp(r) + Ũkk

2
|φk(r)|2

]
φk(r) +

n∑
j=1
j<k

Ũjk

√
Ncp(j )Ncp(k) |φj (r)|2|φk(r)|2

+
n∑

j=1
j �=k

Ncp(k)φ
∗
j (r)Hjk

ob (r)φk(r)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (C1a)

Ĥ
(N1/2

c )
3 =

∫ n∑
k=1

⎛
⎜⎜⎜⎝
√

Ncp(k)

{
φ∗

k (r)
[
Hk

sp(r) + Ũkk|φk(r)|2]�̃k(r) + H.c.
}+

n∑
j=1
j �=k

Ũjk

√
Ncp(k) [φ

∗
j (r)�̃j (r) + H.c.]|φk(r)|2

+
n∑

j=1
j �=k

√
Ncp(k)

[
φ∗

j (r)Hjk

ob (r)�̃k(r) + �̃
†
j (r)Hjk

ob (r)φk(r)
]
⎞
⎟⎟⎟⎠ d r, (C1b)

Ĥ
(N0

c )a
3 =

∫ n∑
k=1

⎛
⎜⎜⎜⎝�̃

†
k(r)
[
Hk

sp(r) + 2Ũkk|φk(r)|2]�̃k(r) + Ũkk

2

[
φ∗2

k (r)�̃2
k(r) + H.c.

]

+
n∑

j=1
j �=k

Ũjk

{
1

2
[�̃j (r)�̃k(r)φ∗

j (r)φ∗
k (r) + H.c.] + �̃

†
j (r)

[
�̃k(r)φj (r) + �̃j (r)φk(r)

√
Ncp(k)

Ncp(j )

]
φ∗

k (r)

}

+
n∑

j=1
j �=k

�̃
†
j (r)Hjk

ob (r)�̃k(r)

⎞
⎟⎟⎟⎠ d r −

∫ n∑
k=1

⎡
⎢⎢⎢⎣ Ũkk

2
|φk(r)|4 +

n∑
j=1
j<k

δ
p

j,kŨjk|φj (r)|2|φk(r)|2

⎤
⎥⎥⎥⎦ d r, (C1c)

Ĥ
(N0

c )b
3 =

∫ n∑
k=1

⎛
⎜⎜⎜⎝φ∗

k (r)
[
Hk

sp(r) + Ũkk|φk(r)|2]φk(r) d r
n∑

k′=1

δ
p

k,k′

∫
[〈�̃†

k′(r ′)�̃k′(r ′)〉 − �̃
†
k′(r ′)�̃k′(r ′) d r ′]

+
∫ n∑

j=1
j �=k

Ũjk|φj (r)|2|φk(r)|2 d r

√
Ncp(j )

Ncp(k)

n∑
k′=1

δ
p

k,k′

∫
[〈�̃†

k′(r ′)�̃k′(r ′)〉 − �̃
†
k′(r ′)�̃k′(r ′)] d r ′

+
∫ n∑

j=1
j �=k

φ∗
j (r)Hjk

ob (r)φk(r) d r
n∑

k′=1

δ
p

k,k′

∫
[〈�̃†

k′(r ′)�̃k′(r ′)〉 − �̃
†
k′(r ′)�̃k′(r ′)]

⎞
⎟⎟⎟⎠ d r ′, (C1d)
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Ĥ
(N−1/2

c )a
3 =

∫ n∑
k=1

⎛
⎜⎜⎜⎝ Ũkk√

Ncp(k)

{
φ∗

k (r)
[
2〈�̃†

k(r)�̃k(r)〉�̃k(r) + �̃
†
k(r)
〈
�̃2

k(r)
〉]+ H.c.

}

+
n∑

j=1
j �=k

Ũjk

{
φ∗

k (r)√
Ncp(j )

[〈�̃†
j (r)�̃j (r)〉�̃k(r) + 〈�̃†

j (r)�̃k(r)〉�̃j (r) + 〈�̃j (r)�̃k(r)〉�̃†
j (r)] + H.c.

}⎞⎟⎟⎟⎠ d r

−
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Ũkk√
Ncp(k)

[φ∗
k (r)�̃k(r) + H.c.]|φk(r)|2 +

n∑
j=1
j �=k

δ
p

j,k

Ũjk√
Ncp(k)

[φ∗
j (r)�̃j (r) + H.c.]|φk(r)|2

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r, (C1e)

Ĥ
(N−1/2

c )b
3 = −

∫ n∑
k=1

⎛
⎜⎜⎜⎝ Ũkk√

Ncp(k)

|φk(r)|2
n∑

k′=1

δ
p

k,k′

∫
{φ∗

k (r)[〈�̃†
k′(r ′)�̃k(r)〉�̃k′(r ′) + 〈�̃k′ (r ′)�̃k(r)〉�̃†

k′(r ′)] + H.c.} d r ′

+
n∑

j=1
j �=k

Ũjk

|φk(r)|2√
Ncp(k)

n∑
k′=1

δ
p

k,k′

∫
{φ∗

j (r)[〈�̃†
k′(r ′)�̃j (r)〉�̃k′(r ′) + 〈�̃k′(r ′)�̃j (r)〉�̃†

k′(r ′)] + H.c.} d r ′

⎞
⎟⎟⎟⎠ d r. (C1f)

APPENDIX D: EVOLUTION EQUATIONS

In general the Heisenberg time evolution of the fluctuation operators is given by

i�
d

dt
�̃k(r) = [�̃k(r),Ĥ ] + i�

∂

∂t
�̃k(r), (D1)

where, from (18),

i�
∂

∂t
�̃k(r) = i�√

Ncp(k)

[
∂â

†
cp(k)

∂t
δ�̂k(r) + â†

cp(k)

∂δ�̂k(r)

∂t

]
, (D2)

noting that the partial time derivative of Ncp(k) is 0 [as follows from (50)] [56]. We find, straightforwardly [from (12) and (13),
respectively], that

i�
∂â

†
cp(k)

∂t
=

n∑
k′=1

δ
p

k,k′

∫ [
i�

∂φk′(r)

∂t

]
�̂

†
k′(r) d r, (D3a)

i�
∂δ�̂k(r)

∂t
= −

n∑
k′=1

{
âcp(k′ )

∫
Qkk′(r,r ′)

[
i�

∂φk′(r ′)
∂t

]
d r ′ + δ

p

k,k′φk(r)
∫ [

i�
∂φ∗

k′(r ′)
∂t

]
δ�̂k′(r ′) d r ′

}
. (D3b)
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APPENDIX E: FIRST ORDER

The Hamiltonian, under a first-order approximation, is

Ĥ1 =
∫ n∑

k=1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Ncp(k)φ

∗
k (r)

[
Hk

sp(r) + Ũkk

2
|φk(r)|2

]
φk(r) +

n∑
j=1
j<k

Ũjk

√
Ncp(j )Ncp(k) |φj (r)|2|φk(r)|2 +

n∑
j=1
j �=k

Ncp(k)φ
∗
j (r)Hjk

ob (r)φk(r)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r

+
∫ n∑

k=1

⎛
⎜⎜⎜⎝
√

Ncp(k)

{
φ∗

k (r)
[
Hk

sp(r) + Ũkk|φk(r)|2]�̃k(r) + H.c.
}+

n∑
j=1
j<k

Ũjk

{√
Ncp(k) [φ

∗
j (r)�̃j (r) + H.c.]|φk(r)|2

+
√

Ncp(j ) [φ
∗
k (r)�̃k(r) + H.c.]|φj (r)|2}+

n∑
j=1
j �=k

√
Ncp(k)

[
φ∗

j (r)Hjk

ob (r)�̃k(r) + �̃
†
j (r)Hjk

ob (r)φk(r)
]
⎞
⎟⎟⎟⎠ d r, (E1)

where we have assumed that ∫ n∑
k=1

Ncp(k)

Ũkk

2
|φk(r)|4 d r 

∫ n∑
k=1

Ũkk

2
|φk(r)|4 d r (E2a)

and ∫ n∑
j,k

j < k

√
Ncp(j )Ncp(k)Ũjk|φj (r)|2|φk(r)|2 d r 

∫ n∑
j,k

j < k

Ũjk|φj (r)|2|φk(r)|2 d r, (E2b)

which, under the assumptions that the Nc are large, is justified. In other words Ĥ1 = Ĥ
(N1

c )
3 + Ĥ

(N1/2
c )

3 .
To progress, we can now use the expression describing the evolution of the fluctuation operators, (48), retaining terms up to

first order, to calculate

i�
d�̃k(r)

dt
= [�̃k(r),Ĥ1] −

∫ n∑
k′=1

√
Ncp(k)Qkk′(r,r ′)

[
i�

∂φk′(r ′)
∂t

]
d r ′. (E3)

It is straightforward to obtain the expression for the commutator [�̃k(r),Ĥ1]: the terms linear in the fluctuation operator drop
out immediately, while the terms quadratic in the fluctuation operator can be written, in this first-order approximation, as
[�̃k(r),�̃†

k′(r ′)] = Qkk′(r,r ′), (45). Thus we can rewrite (E3) as

i�
d�̃k(r)

dt
=
∫ n∑

k′=1

√
Ncp(k)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩Qkk′(r,r ′)

⎡
⎢⎢⎢⎣Hk′

sp(r ′) + Ũk′k′ |φk′(r ′)|2 − i�
∂

∂t
+

n∑
j=1
j �=k′

Ũjk′

√
Ncp(j )

Ncp(k′ )
|φj (r ′)|2

⎤
⎥⎥⎥⎦φk′(r ′)

+
n∑

j=1
j �=k′

Qkj (r,r ′)Hjk′
ob (r ′)φk′(r ′)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ d r ′. (E4)

We now note that the expectation value of the time derivative of the fluctuation operators is 0, i.e., 〈d�̃(r)/dt〉 =
d〈�̃(r)〉/dt = 0, so taking the expectation value of (E4) gives us the set of time-dependent GP equations reported in the main
text.
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(possibly time-dependent) rotation frequencies for each coor-
dinate, �rot

k (t) = (�rot(x)
k (t),�rot(y)

k (t),�rot(z)
k (t)), and the angular

momentum vector L(r), containing the angular momentum
expressions for each coordinate, L(r) = r × [−i�∇].

[65] Note that in our Hamiltonian, (4), the one-body term H
jk

ob (r,t)
does not need to contain such a Kronecker δ mapping term since
this is implicitly accounted for through the elements of �.

[66] If one were to consider a traditional symmetry-breaking
approach, then the wave function should be partitioned as
�̂k(r) = �k(r,t) + δ�̂sb

k (r,t), where �k(r,t) = 〈�̂k(r)〉 is a
finite expectation value for component k and δ�̂sb

k (r,t) is a
noncondensate (fluctuation) term for component k.

[67] Note that (15b) follows directly from the definition of δ�̂k(r,t),
(13), and the projector Qkk′ (r,r ′,t), (14). In the derivation,
though, one must be mindful of the need to apportion the correct
Kronecker δ mapping term δ

p

k,k′ (and its indexed variants).
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