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Number-resolved imaging of excited-state atoms using a scanning autoionization microscope
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We report on a scanning microscopy technique for atom-number-resolved imaging of excited-state atoms.
A tightly focused laser beam leads to local autoionization and the resulting ions are counted electronically.
Scanning the beam across the cloud builds up an image of the density distribution of excited atoms, with access
to the full counting statistics at each spatial sampling point and an overall detection efficiency of 21%. We apply
this technique to the measurement of a spatially inhomogeneous electric field with a spatial resolution of 50 μm
and a sensitivity to electric-field gradients of 0.04 V cm−2.
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Ultracold atomic gases constitute an almost ideal testbed
for studying complex quantum phases of matter [1]. State-of-
the-art experiments are now able to image the transition from
a superfluid to an insulating state with single-atom resolution
[2,3]. Recently, it has become clear that Rydberg states can be
exploited to introduce tunable, long-range interactions, leading
directly to the creation of many-body quantum states [4]
that are associated with strong, long-range spatial correlations
[5,6]. With control over the geometry and excitation param-
eters, more exotic states are possible, where the Rydberg
excitations form a crystal with true long-range order [7–9].

To probe these strongly correlated systems effectively,
Rydberg atoms must be detected with single-atom sensitivity
and micron-scale spatial resolution. Standard techniques, such
as absorption and fluorescence imaging, have been applied
to the detection of ions [10] and Rydberg atoms [11] in an
ultracold plasma, but single-atom sensitivity is challenging
as only a few photons are scattered by each atom. If the
atoms are confined to individual trapping sites, single Rydberg
excitations can be detected via trap loss [12,13]. Such an
approach was recently employed to measure the spatial
correlation function in a strongly interacting Rydberg gas [6].
Spatial correlations have also been observed using ion imaging
techniques [5], but stray electric fields from the ion optics can
lead to unwanted Stark shifts that preclude the observation
of crystalline states. Other proposals include the extension of
electromagnetically induced transparency techniques [14,15]
to detect single Rydberg excitations [16,17].

Here we report on a technique for the measurement of
the spatial distribution of excited-state atoms based upon core
excitation [18] of a two-electron atom. If one valence electron
is in an excited state (typically principal quantum number
n > 10), then excitation of the second valence electron leads
to rapid and highly efficient autoionization. Using a tightly
focused autoionization laser, we selectively ionize the Rydberg
atoms in a small spatial region. The resulting ions are counted
using an electronic detector (see Fig. 1), with an overall
efficiency of up to 20%. By scanning the laser across the
cloud, an image of the spatial distribution of the Rydberg
atoms is built up, with single-atom sensitivity and full counting
statistics at each position. Crucially, this technique operates
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independently of any external fields, such as trap potentials or
electric fields. We apply this technique to the spatially resolved
measurement of an inhomogeneous electric field, achieving a
sensitivity to electric-field gradients of 0.04 V cm−2 with a
spatial resolution of 50 μm.

The extracted electric field compares well to other Rydberg
static electrometry techniques [15], which quote a sensitivity
of ∼100 mV cm−1 with a spatial resolution of 7 μm. Recent
experiments in strontium optical lattice clocks indicate that
dc Stark shifts can lead to significant systematic errors [19].

FIG. 1. (Color online) (a) Relevant energy levels and transitions
in 88Sr. (b) Overview of the experiment. The distribution of Rydberg
atoms is defined by the tightly focused λ2 beam. (c) 2D image of the
Rydberg density distribution at n = 56. The y axis projection shows
a single slice (black points). The solid red line is the corresponding
slice through the ground-state fluorescence image, with the amplitude
scaled to give the best overlap. The x axis projection shows a slice
through the center of the distribution overlaid with a Gaussian fit (red
solid line).
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Mapping the electric field at the ∼10 mV cm−1 level using
Rydberg states could reduce this uncertainty by a factor
of ∼100. We note that Rydberg excitation in the lattice
clock has already been proposed as a sensitive black-body
thermometer [20].

To create the initial cold-atom ensemble, 88Sr atoms are
cooled and trapped in a standard magneto-optical trap (MOT)
operating on the 5s2 1S0 → 5s5p 1P1 transition at 461 nm [λ1

in Fig. 1(a)], loaded from a Zeeman-slowed atomic beam. A
fluorescence image of the cloud is used to obtain the ground-
state atom number and density distribution. Atom numbers
of (5 ± 0.5) × 106 are achieved at densities of (2 ± 0.2) ×
109 cm−3 and temperatures of 5 ± 0.5 mK.

The cold atoms are excited to a 5snd 1D2 Rydberg state us-
ing a two-photon coherent population trapping (CPT [21,22])
scheme [λ1 and λ2 in Fig. 1(a)]. The excitation lasers are
counterpropagating to reduce the residual Doppler broadening
and are pulsed on simultaneously for 1 μs. A 3 ± 0.2 G
quantization field is applied, and both excitation beams are
circularly polarized such that the mJ = +2 Rydberg state is
excited. The lasers are stabilized on resonance with their
respective transitions using sub-Doppler frequency modula-
tion spectroscopy (λ1 [23]) and electromagnetically induced
transparency (λ2 [24,25]) in a dispenser-based vapor cell [26].

The CPT spectrum is measured in the cold atoms by
stepping the frequency of λ1, with λ2 held on resonance. For
the 5s56d 1D2 Rydberg state, we obtain a full width at half
maximum (FWHM) of 3.7 ± 0.2 MHz in the low-intensity
limit, compared to the 5s2 1S0 → 5s5p 1P1 transition width of
30.2 MHz. Modeling of the line shape using the optical Bloch
equations (OBE) indicates that the spectral width is limited by
the laser linewidths, which are approximately 1 MHz. Beam
λ1 is collimated to a waist of 1.07 ± 0.02 mm, while beam
λ2 is focused to a waist of 12.3 ± 0.2 μm. Hence, a narrow
column of Rydberg atoms is created in the cold-atom cloud,
as seen in Fig. 1(b).

To probe the spatial distribution of the Rydberg atoms, the
second valence electron is excited using a laser tuned near the
Sr+ 5s1/2 → 5p3/2 transition at λ3 = 408 nm [Fig. 1(a)]. For
low angular momentum Rydberg states, the doubly excited
atom ionizes very rapidly (∼100 ps). The excitation spectrum
of the second electron is thus broadened to approximately
50 GHz at n ∼ 50 [27]. We drive this transition using an
extended cavity diode laser stabilized to a wavemeter. The
autoionizing laser λ3 is focused to a waist of 10 μm and
is pulsed on for 1 μs directly after the excitation beams
have been extinguished to prevent direct photoionization. The
autoionizing laser is orthogonal to λ1 and λ2. The ions that are
produced are directed towards a microchannel plate (MCP) via
a weak electric-field pulse (2.9 V cm−1) that is applied after
the autoionizing beam is extinguished. The electric-field pulse
is insufficient to field ionize the Rydberg atoms.

An example of the ion signal generated by autoionizing the
Rydberg atoms is shown in the inset of Fig. 2(a). Individual
ions arriving on the MCP generate a voltage pulse. The
individual voltage pulses are 2.5 ns wide and are distributed
over an envelope of 2 μs due to differences in arrival time
and stochastic processes within the MCP. At low count rates,
individual ion events can therefore be resolved and counted
using a high-bandwidth digital oscilloscope. The ion count at
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FIG. 2. (Color online) (a) Mean ion signal as a function of
y axis position for a single slice. Error bars indicate the standard
error. Inset: Output signal from the MCP, showing single-ion pulses
that are counted using a threshold (red line), which excludes noise
and ringing. (b) The statistical distribution of counts corresponding
to the slice shown, plotted as the sum of the number of repetitions
Ni in which i counts were detected. Inset: The histogram of Ni at
the position indicated by the red line. The black dots with error bars
show a Poisson distribution with the same mean count rate.

each spatial position is collected for each of the 250 repetitions
of the experiment.

The focused autoionizing laser is automatically scanned
along the y axis (long axis) of the ensemble by moving
the focusing lens assembly using a high-precision translation
stage. Using laser interferometry, we measure an overall
positional accuracy of 2 μm for a 1 mm displacement, which
is significantly less than the laser spot size. By adjusting the
angle of the scanning beam, the beam can also be moved in the
x direction, enabling us to build up a two-dimensional (2D)
image composed of 1D slices. The focal plane is imaged onto
the CCD camera that is used for the fluorescence imaging,
providing an additional check of the beam displacement, and
a direct calibration of the position of the laser focus relative to
the ground-state atom cloud.

A 2D plot of the mean ion signal as a function of position
is shown in Fig. 1(c). In the absence of background counts, the
autoionization signal is proportional to the number of Rydberg
atoms at the intersection of the excitation and autoionizing
beams. The image in Fig. 1(c) therefore represents the density
distribution of Rydberg atoms in the sample. Along the y axis,
the Rydberg distribution is determined by the ground-state
spatial distribution, as can be seen by the close agreement
between the ion signal and a slice through the corresponding
fluorescence image. Along the x axis, a much narrower
distribution is measured (FWHM = 32 ± 2 μm), arising from
the tightly focused λ2 beam.

A closer look at the mean ion count for a single slice is
provided in Fig. 2(a). The small, uniform background ion
count rate is due to spontaneous ionization of the Rydberg
atoms [28]. Spontaneous ionization can occur anywhere in the
Rydberg ensemble, unlike autoionization which only occurs
at the intersection with the autoionization beam. Even so,
at the center of the ensemble, the ratio of autoionization to
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FIG. 3. (Color online) (a) The Mandel Q-parameter as a function
of y for the data shown in Fig. 2(a). (b) Simulated Mandel Q-
parameter, based on the same mean count rate and including technical
noise. The red lines indicate Gaussian fits to the corresponding mean
ion signal.

spontaneous ionization is ≈20 : 1, showing that the signal-to-
noise ratio of the technique is very good and justifying our
previous disregard of the background signal. We have also
verified that the density of the background ions is far below
that required for an ultracold plasma to form [11,27].

As well as the mean ion signal, this number-resolved
detection method also provides spatially resolved measure-
ments of the statistical distribution of counts. Figure 2(b)
shows the complete counting distribution for the mean signal
slice shown in Fig. 2(a). At each spatial sampling point, we
obtain the histogram of the number of counts, as shown in the
inset. Access to the statistics, as well as to the mean, is a major
advantage of this technique since the onset of the quantum
many-body Rydberg blockade regime [4] is associated with
sub-Poissonian excitation statistics [29]. From the statistical
distribution shown in Fig. 2, we have calculated the Mandel
Q-parameter, which characterizes the deviation from a Poisson
distribution [30]. A plot of the spatially resolved Q-parameter
is shown in Fig. 3(a). Except in the wings, the fluctuations
are clearly super-Poissonian (Q > 0), and the Q-parameter
follows the shape of the mean ion count. The origin of these
fluctuations is technical noise in our experiment; a simulation
[Fig. 3(b)] that includes the independently measured, shot-to-
shot variation in atom number, laser detuning, and intensity
is in good agreement with experiment. Based on recent
calculations of the interaction strength [31], the blockade
radius and interparticle spacing only become comparable
(∼6 μm) at our maximum density, which is limited by
the high-scattering rate in the magneto-optical trap. We have
seen no evidence of excitation suppression or sub-Poissonian
statistics for Rydberg states up to n = 75.

The spatial resolution depends on both the achievable
focusing of the autoionizing beam and on its power. At a
spot size of ∼10 μm, a few hundred microwatts is sufficient
to saturate the autoionization probability for a 1 μs pulse.
As the laser power is increased, this saturation leads to a
broadening of the effective detector size, as autoionization
becomes appreciable even in the wings of the laser beam. The
saturation of the detection efficiency and the corresponding
broadening are shown in Fig. 4. Using the OBE, and the
known transition dipole matrix elements and decay rates, we
have constructed a numerical model of the excitation and
detection process that includes the finite beam sizes. As shown
in Fig. 4, this model is in good agreement with the data. There
are two fitting parameters: the overall detection efficiency,
which we find to be 0.21 ± 0.04, and the zero-power width
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FIG. 4. (Color online) The (a) fitted amplitude S and (b) 1/e2

width of the Rydberg spatial distribution along the x axis as a function
of autoionizing laser power. The red solid lines are the results of the
OBE simulation described in the text.

of the Rydberg distribution, which we find to be 32 ± 2 μm.
The latter is slightly broader than we would expect from the
measured beam waists of the λ2 and λ3 lasers—possibly due
to the laser-beam-mode quality after transmission through the
vacuum chamber viewports.

By exploiting the absence of interaction effects, and
the large polarizability of Rydberg states, we can apply
scanning autoionization microscopy to the spatially resolved
measurement of the electric fields. Figure 5 shows the effect of
a spatially inhomogeneous electric field that is applied during
the Rydberg excitation pulse on the Rydberg distribution. The
wings of the cloud are Stark shifted out of resonance, and the
Rydberg distribution and ground-state distribution no longer
coincide. To extract the electric field from these measurements,
we use the OBE model that fits to the data shown in
Fig. 4. The spatial variation of the electric-field strength
is described as a second-order polynomial with unknown,
adjustable coefficients. From this field profile, we calculate
the position-dependent Stark shift using the polarizability of
the 5s75d 1D2 state [32] and taking into account the angle
between the applied electric and magnetic fields. The Rydberg
excitation probability as a function of y is then calculated using
the OBE model, with the Stark shift included as a spatially
varying detuning. By multiplying this excitation probability by
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FIG. 5. (Color online) (a) Slice through the Rydberg spatial
distribution (black circles) at n = 75 with an externally applied
inhomogeneous electric field. The red solid line is the fit obtained
using the OBE model described in the text. The blue dashed
line shows the corresponding (ground-state) fluorescence signal.
(b) The electric-field profile (dashed line) and Stark shift (solid line)
extracted from the fit. Colored bars indicate the corresponding 1 − σ

uncertainties.
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the cloud shape obtained from the ground-state fluorescence
signal, we generate a model Stark-shifted spatial distribution of
the Rydberg excitations. The model distribution is compared to
the measured data as shown in Fig. 5, and the coefficients of the
polynomial are adjusted using a least-squares fitting routine.
An additional fit parameter takes into account a possible
additional (field-free) detuning.

For the data shown in Fig. 5(a), the spatially dependent
Stark shift �S and electric-field magnitude |E| is shown in
Fig. 5(b). The quadratic term was found to be negligible,
and we find an electric-field gradient of 0.72 ± 0.04 V cm−2

with an offset of −0.061 ± 0.002 V cm−1. The detuning
of λ2 from resonance was found to be −3.2 ± 0.2 MHz.
The error on these measurements includes the error from
the fitting procedure, as well as an estimated 2.5% error
in the polarizability. Overall these results are in agreement with
a simple model of the electric fields produced by the electrodes,
but the precision of the measurements is significantly better
than the accuracy of our calculations, which are limited to
±20% due to uncertainties in the geometry and dielectric
constants of the materials inside the vacuum.

In conclusion, we have utilized the autoionizing process in
strontium to map the spatial distribution of Rydberg atoms in
a cold cloud of ground-state atoms. We note that although a
nonresonant focused laser beam could be used to photoionize
any Rydberg atom, the ratio of the oscillator strength for

the autoionizing transition relative to direct photoionization
is ≈1011 for the 5s56d 1D2 state and scales as n6 [33],
hence using autoionization makes the experiment tractable.
Although this work focused on strontium, the method is
applicable to any multivalence electron atom or molecule
with autoionizing resonances. The method is sensitive enough
to detect single Rydberg excitations and provides a spatially
resolved measurement of the excitation statistics. In addition,
the efficiency and resolution are independent of externally
applied electromagnetic fields, enabling the high-sensitivity,
high-resolution mapping of a weak, spatially inhomogeneous
electric field. The spatial resolution is set by the spot size of
the autoionizing laser. In a separate experiment, we have used
an aspheric lens to achieve a diffraction-limited spot size of
1 μm, which is significantly smaller than the correlation length
in strongly interacting Rydberg gases [6]. In combination with
the single-atom sensitivity and number-resolving capability
that we have demonstrated here, scanning autoionization
microscopy therefore also provides an ideal tool for probing
correlations in cold Rydberg gases.
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