
MNRAS 433, 2764–2789 (2013) doi:10.1093/mnras/stt890
Advance Access publication 2013 June 29

Galaxy And Mass Assembly: evolution of the Hα luminosity function
and star formation rate density up to z < 0.35

M. L. P. Gunawardhana,1,2‹ A. M. Hopkins,2‹ J. Bland-Hawthorn,1 S. Brough,2

R. Sharp,3 J. Loveday,4 E. Taylor,1,5 D. H. Jones,6 M. A. Lara-López,2 A. E. Bauer,2
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ABSTRACT
Measurements of the low-z Hα luminosity function, �, have a large dispersion in the local
number density of sources (∼0.5–1 Mpc−3 dex−1), and correspondingly in the star forma-
tion rate density (SFRD). The possible causes for these discrepancies include limited volume
sampling, biases arising from survey sample selection, different methods of correcting for
dust obscuration and active galactic nucleus contamination. The Galaxy And Mass Assembly
(GAMA) survey and Sloan Digital Sky Survey (SDSS) provide deep spectroscopic obser-
vations over a wide sky area enabling detection of a large sample of star-forming galaxies
spanning 0.001 < SFRHα (M� yr−1) < 100 with which to robustly measure the evolution of
the SFRD in the low-z Universe. The large number of high-SFR galaxies present in our sam-
ple allow an improved measurement of the bright end of the luminosity function, indicating
that the decrease in � at bright luminosities is best described by a Saunders functional form
rather than the traditional Schechter function. This result is consistent with other published
luminosity functions in the far-infrared and radio. For GAMA and SDSS, we find the r-band
apparent magnitude limit, combined with the subsequent requirement for Hα detection leads
to an incompleteness due to missing bright Hα sources with faint r-band magnitudes.
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1 IN T RO D U C T I O N

The evolution of the global star formation rate density (SFRD) is
now traced out to z ∼ 10 using star formation indicators across
a broad wavelength range, from X-ray/gamma rays to radio emis-
sion. Direct information on the SFR has been collected from neb-
ular emission lines such as [O II] λ3727, [O III] λ5007, Hα, Hβ

(Glazebrook et al. 2004; Westra et al. 2010, and references therein)
tracing massive stars, ultraviolet, far- and mid-infrared emission
(Pérez-González et al. 2005; Schiminovich et al. 2005; Reddy et al.
2007; Reddy & Steidel 2009; Bouwens et al. 2010, 2011; López-
Sánchez 2010) revealing young star-forming regions, radio emis-
sion produced in supernova remnants (Haarsma et al. 2000; Sey-
mour et al. 2008), X-ray emission produced from high-mass X-ray
binaries (Georgakakis et al. 2003; Fabbiano 2005) and gamma-ray
bursts produced from massive stellar explosions (Woosley & Bloom
2006; Yüksel et al. 2008; Kistler et al. 2009).

The cosmic star formation history (SFH) indicates a global in-
crease in star formation activity since the formation of the first
galaxies, reaching a peak at z ∼ 2–3. This is followed by a rapid
decline in average star formation of approximately a factor of 10
(e.g. Lilly et al. 1996; Madau et al. 1996; Hopkins 2004; Hopkins &
Beacom 2006; Pérez-González et al. 2008). This is typically inter-
preted in the model of mass dependence (Cowie, Songaila & Barger
1999), which states that high-mass galaxies formed their stars early
and rapidly, with lower mass systems forming more slowly and
at later times. Evidence supporting this idea in the context of the
mass dependence of the SFH has accumulated over recent years
(e.g. Feulner et al. 2005; Juneau et al. 2005; Zheng et al. 2007;
Mobasher et al. 2009).

Numerous studies have been conducted to determine the physi-
cal processes contributing to the shape of the cosmic SFH, particu-
larly the substantial decline in star formation activity since z ∼ 2.
Hydrodynamic simulations examining hot and cold mode accretion
indicate a close relationship between the global gas infall rate and
the cosmic SFR (Kereš et al. 2005; van de Voort et al. 2011). A
mechanism associated directly with star formation itself has been
proposed that moderates the relation between neutral gas and SFR in
galaxies (Hopkins, McClure-Griffiths & Gaensler 2008). Through
the analysis of rest-frame u-band luminosities, Prescott, Baldry &
James (2009) find evidence of a decline in characteristic luminosity
(L∗) over 0 < z < 1.2, coinciding with the decline in global star for-
mation. A change in the rate and mode of star formation since z ∼ 1
is assumed to be responsible for this. The strong decrease in the frac-
tion of galaxies undergoing starbursts (Dressler et al. 2009) and the
decline in galaxy interactions such as tidal encounters and mergers
(Le Fèvre et al. 2000; De Propris et al. 2007; Lotz et al. 2008, 2011)
are given as possible explanations. Recent work (Nakamura et al.
2004; Sobral et al. 2009; López-Sánchez 2010; Westra et al. 2010)
points out a link between star formation and galaxy morphology,
indicating that the merger-induced star formation tends to dominate
in galaxies with L > L∗, with a more quiescent mode dominating in
fainter galaxies.

While the SFH based on different SFR tracers gives a broadly
consistent picture of the evolution of the global star formation, the
dispersion between individual measurements at a given redshift is
striking and can span more than 0.5 dex (e.g. Hopkins & Beacom
2006). Ideally, studying the cosmic SFH using SFR indicators cov-
ering a large spectral range would provide a robustly consistent
picture of galaxy formation and evolution. In reality, different SFR
indicators suffer from different selection and calibration biases (e.g.
the sensitivity to the stellar metallicity abundance and the ionization

state in the case of [O II] λ3727), and are affected by and treated
for dust obscuration differently (Gilbank et al. 2010; Wijesinghe
et al. 2011), introducing systematic uncertainties to measurements.
Hα emission, as a direct tracer of instantaneous star formation in
a galaxy, is a good candidate for providing an accurate view of the
evolution of SFRD. It is, however, currently restricted to low-to-
moderate redshift, and even with the use of a common SFR indica-
tor, a compilation of local Hα SFRDs (Sobral et al. 2009; Westra
et al. 2010) still shows large discrepancies between measurements.
The possible causes for this dispersion include cosmic (sample)
variance, the differences in selection criteria between surveys, and
the uncertainties coming from the measurements, corrections and
assumptions that go into the final estimate of SFRDs. We aim to
understand and interpret the observed evolution of cosmic SFRD
paying special attention to the advantages, and drawbacks of survey
and sample selection.

An additional complication is that different SFR indicators probe
different stellar mass ranges (e.g. Hα emission traces stars with
masses ≥10 M�). In order to infer an SFRD therefore requires
the assumption of a stellar initial mass function (IMF). The stel-
lar IMF is widely accepted to have a universal form regardless
of environment and time (e.g. Bastian, Covey & Meyer 2010).
There are a number of recent studies, however, that suggest vari-
ations in the stellar IMF with respect to redshift (Chary 2008;
Wilkins et al. 2008a,b; Davé 2011), surface brightness (Hoversten &
Glazebrook 2008; Meurer et al. 2009) and SFR or SFR surface den-
sity (Gunawardhana et al. 2011) or colour (Dutton et al. 2011).
An environment-dependent and/or evolving IMF directly impacts
the derived cosmic SFRDs. Although not explicitly explored in
this paper, the incorporation of such an IMF can be a potential
solution towards reconciling the observed discrepancies in the evo-
lution of the cosmic SFR and stellar mass densities (Wilkins et al.
2008a).

Many local SFRDs come from narrow-band filter surveys (e.g.
Jones & Bland-Hawthorn 2001; Pascual et al. 2001; Fujita et al.
2003; Glazebrook et al. 2004; Ly et al. 2007, 2011; Dale et al.
2008; Shioya et al. 2008) complementing those from spectroscopic
surveys (e.g. Tresse & Maddox 1998; Sullivan et al. 2000; Tresse
et al. 2002; Pérez-González et al. 2003; Shim et al. 2009; Gilbank
et al. 2010; Westra et al. 2010). In contrast to spectroscopic surveys,
narrow-band surveys at optical wavelengths provide deep imaging
over a narrow-redshift slice, yielding relatively large volume-limited
samples of galaxies. Also, the target selection is done through emis-
sion lines. The two main advantages with narrow-band surveys are
that they are most effective at detecting faint emission-line sources,
and the galaxies are selected using a quantity they aim to measure,
which scales with SFR (Jones & Bland-Hawthorn 2001; Westra &
Jones 2008).

There are, however, a number of drawbacks to narrow-band sur-
veys. The main disadvantages are the need to assume common
corrections for stellar absorption, dust obscuration, contamination
by active galactic nucleus (AGN) and insensitivity to low equiva-
lent widths (EWs). These assumptions introduce large uncertain-
ties and can lead to a systematic underestimate of the final SFRD
(Massarotti, Iovino & Buzzoni 2001; James et al. 2004; Spector,
Finkelman & Brosch 2012). In contrast, spectroscopy allows the de-
termination of such corrections individually for each galaxy. More-
over, a survey with a large sky coverage is generally preferred
in order to overcome cosmic (sample) variance and small number
statistics. Despite being deep, the current generation of narrow-band
surveys only cover a relatively limited sky area. Even for spectro-
scopic surveys, only the Sloan Digital Sky Survey (SDSS): Stripe
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82 (Gilbank et al. 2010, area ∼275 deg2 and z � 0.21) Universidad
Complutense de Madrid (UCM) survey (Gallego et al. 1995; Pérez-
González et al. 2003, area ∼472 deg2 and z � 0.045) and now
the Galaxy And Mass Assembly (GAMA2) survey (Driver et al.
2009, 2011, area ∼144 deg2 and z � 0.35) provide substantial sky
coverage.

The layout of this paper is as follows. We describe sample selec-
tion in Section 2 and provide a brief introduction to the GAMA and
SDSS surveys. Section 3 details the derivation of physical proper-
ties such as Hα SFRs for the two samples. In Section 4, we describe
the technical details of the derivation of the luminosity functions
(LFs), taking into account different survey selection criteria. This
section also presents the resulting GAMA and SDSS LFs. Section 5
describes the details of the functional types used to fit the LFs. In
Section 6, we infer SFRDs for our GAMA and SDSS LFs, and
in the Appendix A we explore the potential biases influencing our
estimates of SFRDs.

The assumed cosmological parameters are H0 =
70 km s−1 Mpc−1, �M = 0.3 and �� = 0.7. All magnitudes are
presented in the AB system.

2 DATA

In this study, we utilize the GAMA phase-I survey, which covers
three equatorial fields of 48 deg2 each, with two fields reaching a
depth of rAB < 19.4 mag and the third extending to rAB < 19.8 mag.
There are ∼136 000 galaxies with measured spectra available from
GAMA observations (Driver et al. 2009, 2011). The availability of
such a large galaxy sample with deep spectroscopic observations
(∼2 mag fainter than SDSS) over a wide sky area, covering a modest
redshift range allows the determination of the evolution of the SFH
in the local universe in a consistent manner with reduced systematic
and sampling biases.

We also use the SDSS Data Release 7 (DR7) spectroscopic galaxy
sample (Abazajian et al. 2009) in this study. SDSS-DR7 covers an
sky area of >8000 deg2, with 0 < z < 0.38 and rAB < 17.77,
providing the largest galaxy sample to date.

2.1 GAMA survey and data

GAMA is a spectroscopic survey undertaken at the Anglo-
Australian Telescope (AAT). GAMA spectroscopic targets were
selected from the SDSS Data Release 6 (Adelman-McCarthy et al.
2008) to limiting Petrosian magnitudes of r < 19.4 in two fields,
and r < 19.8 in the third field. Baldry et al. (2010) provides a de-
tailed discussion of the GAMA input catalogue, and the tiling of
the sources is described in Robotham et al. (2010).

For this paper, we use GAMA I data consisting of GAMA, SDSS,
2-degree field Galaxy Redshift Survey (2dFGRS) and Millennium
Galaxy Catalogue (MGC) sources. The GAMA spectra are ob-
tained from the AAT with the 2-degree Field (2dF) fibre feed and
AAOmega multi-object spectrograph. AAOmega provides a resolu-
tion of 3.2 Å full width at half-maximum (FWHM) with complete
spectral coverage from 3700 to 8900 Å (Sharp et al. 2006; Driver
et al. 2011). The spectra are sky subtracted following Sharp &
Parkinson (2010), and redshifts are assigned with RUNZ (Saunders,

1 Redshift ranges given here do not necessarily denote the redshift coverage
of the survey, but rather the redshift coverage corresponding to a particular
emission line (e.g. Hα).
2 http://www.gama-survey.org

Cannon & Sutherland 2004), a FORTRAN program for measuring red-
shifts from reduced spectra. Spectra were given a redshift quality
(nQ), with nQ > 2 regarded as a secure redshift (Driver et al. 2011).
GAMA does not re-observe the majority of SDSS, 2dFGRS and
MGC galaxies in the three GAMA regions.

GAMA I spectroscopic data set is over 98 per cent complete in
spectroscopic follow-up (Driver et al. 2011), the small spectroscopic
incompleteness likely due to low-luminosity, low surface-brightness
galaxies. In addition, GAMA, like all spectroscopic surveys, suffers
from several other sources of incompleteness: imaging incomplete-
ness and redshift measurement failures, i.e. spectra with nQ ≤ 2
(Loveday et al. 2012). The LFs presented in this paper are corrected
for these sources of incompleteness, see Section 4 and Section A1.2.

All GAMA spectra are flux calibrated following the detailed
discussion given in Hopkins et al. (2013) and Liske et al. (in prepa-
ration). Briefly, the GAMA flux calibration process is essentially a
two-step process. In the first instance, an initial flux calibration is
achieved for each 2dF plate to correct for the wavelength depen-
dence of the system throughput. This is then supplemented by an
absolute flux correction.

Three fibres on each 2dF plate are assigned to standard stars.
For each star a flux-correction vector is derived by taking the ra-
tio of the observed to its best-fitting model, the average between
the three provides a unique wavelength-dependent correction for a
given plate. Any lower order shape in the continuum is removed
by dividing the standard stellar spectrum by the unique correction
vector. A fit to the residuals achieves an initial curvature correction
that accounts for the poor CCD response at blue and red extremes
of the spectrum. An absolute flux calibration is obtained by tying
the spectrophotometry directly to the r-band Petrosian magnitudes
from the SDSS photometry.

The standard strong optical emission lines are measured from
each curvature-corrected and flux-calibrated spectrum assuming a
single Gaussian approximation and a common redshift and line-
width within an adjacent set of lines (e.g. Hα and the [N II] λλ6548,
6583 doublet), and simultaneously fitting the continuum local to the
set of lines (Brough et al. 2011; Hopkins et al. 2013). Corrections for
the underlying Balmer stellar absorption, dust obscuration and fibre
aperture effects, detailed below, are applied to these measurements.
The GAMA sample consists of a relatively large number of low-z
galaxies. The observed recessional velocities of the nearest galaxies
(z < 0.02) are influenced by peculiar motions. For these objects, the
redshift distances will be systematically under- or overestimated if
peculiar velocities are ignored. Parametric multi-attractor models
provide directional-dependent prescriptions to estimate the effects
of peculiar velocities. For this sample, the flow corrections have
been made using the approach of Tonry et al. (2000), as described
in Baldry et al. (2012). The derived physical properties of galaxies,
such as luminosities, are based on these flow-corrected redshifts
(DistancesFramesv06).

SDSS photometry in u,g,r,i,z filters is available for each GAMA
galaxy. The intrinsic galaxy luminosities are measured in r-band-
defined elliptical Kron apertures (Hill et al. 2011; Taylor et al. 2011).
k-corrections to z = 0 (KCORRECT V4_2; Blanton & Roweis 2007)
are applied and all photometry is corrected for foreground (Milky
Way) dust extinction (Schlegel, Finkbeiner & Davis 1998).

2.1.1 This sample

Our sample is drawn from the 136 000 spectra (AATSpecAllv08)
available in 2011 December, and is comprised of 72 880 galaxies
with GAMA redshifts, measured Hα emission, nQ > 2 and Hα
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Table 1. The total number of GAMA galaxies with Hα fluxes above the detection limit (i.e. 25 × 10−20 W m−2) in four different redshift bins up to
z ∼ 0.34 and the approximate percentage of objects without measured BDs are given in the first part of the table. The SDSS galaxy numbers given
are the SDSS galaxies in the three GAMA regions. Note that we have imposed a flux limit of 1 × 10−18 W m−2 (see Section 4.1.2) to construct the
GAMA LFs presented in this paper. The second part of the table (the last two entries) indicates the total number of SDSS–DR7 galaxies with Hα

fluxes above the flux limit (i.e. 1 × 10−18 W m−2) in two different redshift bins up to z ∼ 0.2 and the approximate percentage of objects without
measured BDs.

z Total No. of galaxies No. from No. from No. from per cent without BDs per cent with BD < 2.86
GAMA + SDSS in GAMA GAMA-9h GAMA-12h GAMA-15h

0.001 < z < 0.1 6928 + 3153 2936 4025 3120 4 24
0.1 < z < 0.15 10 700 + 2080 2714 5179 4887 9 16
0.17 < z < 0.24 13 287 + 462 4284 5618 3847 17 12
0.24 < z < 0.34 12 262 + 126 3384 5962 3042 18 9

z Total No. of galaxies per cent without BDs per cent with BD < 2.86
SDSS-DR7

0.001 < z < 0.1 140791 – – – <0.1 2
0.1 < z < 0.2 70534 – – – 0.3 0.2

emission signal to noise (S/N) above 3. The Hα S/N is defined as
the ratio of the observed Hα flux to the RMS noise over a 153 Å
window 12 Å bluewards of the redshifted wavelength of the [N II]
λ6548 feature. Furthermore, a selection of nQ = 2 sources obeying
the constraints detailed in Baldry et al. (2012) are also included in
the sample.

The redshift source of the brightest galaxies in GAMA is SDSS
as GAMA does not re-observe most of these galaxies (Table 1).
The emission-line measurements for the SDSS galaxies are from
the MPA-JHU DR7 data base.3 There are 11 675 SDSS sources with
detected Hα emission included in the sample. The emission mea-
surements for MGC sources are not currently available, and while
the emission measurements for the 2dFGRS sources are available,
the spectra from which these measures estimated are not flux cal-
ibrated. Therefore, these galaxies are excluded from our sample.
The sample incompleteness introduced by the lack of 2dFGRS and
MGC galaxies can be corrected for since the missing fractions are
known (see Sections 4 A1.2).

Galaxies dominated by emission from AGNs are excluded from
the sample based on standard optical emission-line ([N II] λ6584/Hα

and [O III] λ5007/Hβ) diagnostics (Baldwin, Phillips & Terlevich-
Baldwin et al. 1981, hereafter BPT) using the discrimination line
of Kewley et al. (2001). In the case of galaxies for which only
some of these four emission lines are measurable, AGNs can still
be excluded using the diagnostics log([N II] λ6584/Hα) ≥ 0.2 and
log([O III] λ5007/Hβ) ≥ 1. Overall ∼9 per cent of GAMA galax-
ies are classified as AGNs and excluded from our sample. For the
galaxies still unable to be classified in this fashion, we flag them
as ‘unclassified’, and retain them in the sample of star-forming
galaxies. Of the star-forming sample, 30 per cent are ‘unclassified’
for this reason. We default to this solution rather than excluding
them from the sample, as a galaxy with measured Hα but without
an [N II] λ6584 or [O III] λ5007 measurement is more likely to be
star forming than an AGN (Fernandes et al. 2010). Robotham et al.
(2013) investigated the potential pitfalls of automated BPT classi-
fications by visually examining a small sample of low-z GAMA
galaxies. They found that the majority of the BPT classified AGNs
are low-powered LINER-like systems with weak Hα, Hβ and [O III]
λ5007. Furthermore, their results indicate that majority of the auto-
mated spectral classifications (∼75 per cent) agree with the visual

3 http://www.mpa-garching.mpg.de/SDSS/DR7/

classifications. The impact of erroneously including a small fraction
of AGNs is in any case very small, and does not change any of the
conclusions below.

Furthermore, we exclude all galaxies with Hα emission mea-
surements affected by the presence of strong sky lines, and all
galaxies with Hα emission below a minimum flux limit of 25 ×
10−20 W m−2, hereafter called the detection limit. This detection
limit is obtained from examining the spectra of a sample of low-Hα

luminosity galaxies.
The GAMA emission-line sample spans 0 < z ≤ 0.35, and a large

range in stellar mass (7 ≤ log (M/M�) ≤ 12; Taylor et al. 2011)
and 0.001 ≤ SFR (M� yr−1) ≤ 100.

2.2 SDSS and DR7

In addition to the GAMA Hα LFs, we also construct the SDSS-
DR74 (Abazajian et al. 2009) Hα LFs. SDSS (York et al. 2000)
has imaged ∼10 000 deg2 in five optical broad-band filters, using a
wide-field imager with a mosaic CCD camera on a 2.5 m telescope,
and covered the sky in a drift-scan mode in five filters (Gunn et al.
1998). Photometric catalogues are then used to identify the spec-
troscopic targets on the same telescope, using a 640-fibre-fed pair
of multi-object double spectrographs. The wavelength coverage is
from λλ3800 to 9200 Å with a spectral resolution of λ/	λ ≈ 2000
(FWHM ∼ 2.4 Å at λ5000) (Abazajian et al. 2009). The SDSS-DR7
release presents the spectra for ∼106 objects over a total sky area
of 9380 deg2. The main galaxy sample (MGC; Strauss et al. 2002)
used in this study is complete to a Petrosian r-band magnitude limit
of 17.77.

2.2.1 This sample

As for the SDSS sources in the GAMA fields, the emission-line
measurements of the SDSS galaxies are from the MPA-JHU DR7
data base, and the derivation of these measurements is detailed
in Brinchmann et al. (2004) and Tremonti et al. (2004). Briefly,
each Galactic extinction-corrected galaxy spectrum is compared
with a library of single stellar population models generated us-
ing the Bruzual & Charlot (2003) population synthesis code to fit
the continuum shape. This accounts for weak features, and Balmer

4 http://www.sdss.org/dr7/
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stellar absorption. Once the best-fitting stellar population synthesis
model to the continuum is subtracted and any remaining residu-
als are removed, Gaussian profiles are fitted simultaneously to all
the emission lines, requiring that all the lines belonging to Balmer
and forbidden-line series have the same width, and velocity off-
set. This requirement on line-widths, and velocity offsets, allow
stronger/multiple lines to be used to constrain the weaker lines. The
main difference between GAMA and SDSS emission-line samples
is that the latter includes an implicit correction for stellar absorption
effects. A constant correction for stellar absorption is incorporated
when deriving Hα luminosities for GAMA galaxies (see Section 3).
The assumption of a single value can introduce some uncertainty,
and should be restricted to the examination of gross characteristics
of large samples of galaxies (Hopkins et al. 2003), as is the case
here. This assumption was shown by Gunawardhana et al. (2011)
to have a minimal impact on all but the lowest SFR systems in the
GAMA sample, and we explore this further in the context of the Hα

LF in Section A1.1.
Similarly to GAMA, the redshifts of all the nearby galaxies in

SDSS-DR7 are corrected for peculiar motions using Tonry et al.
(2000). The photometric measurements are from the New York
University value added catalogue (Blanton et al. 2005),5 with k-
corrections to z = 0 and the maximum redshift (zmax) for each object
derived using KCORRECT_V4_2 (Blanton & Roweis 2007) and the
spectroscopic and flow-corrected redshifts of each object. Strictly
speaking, heliocentric redshifts should be used in the estimation of
k-corrections, although the difference in k-correction when using
heliocentric or flow-corrected redshifts is negligible (Loveday et al.
2012). In summary, aside from the differences in emission-line and
photometric measurements, other aspects such as the derivation of
k-corrections and flow corrections are the same between the two
samples.

The same flux selection in Hα used to select the GAMA star-
forming sample is also applied to SDSS emission-line galaxies, and
redshift warnings and standard flags given by the aforementioned
data bases are used to remove artefacts/sources near stars. The final
SDSS emission-line sample consists of 491 501 galaxies from which
14 per cent are classified as AGNs and excluded from our sample.

3 MEASURING LUMINOSITIES AND SFRs

3.1 Measuring Hα luminosities

As outlined in Gunawardhana et al. (2011) and Hopkins et al. (2003),
measuring Hα luminosities, and SFRs, from fibre spectroscopy re-
quires not only corrections for stellar absorption and obscuration,
but also a correction for the aperture sampled by the fibre. Correc-
tions for these effects are applied to all GAMA and SDSS galaxies
as described below.

Following Hopkins et al. (2003), we derive an aperture, obscu-
ration and Balmer stellar absorption corrected luminosity (LHα,int

in the units of Watts) for the whole galaxy using their k-corrected
absolute magnitudes (Mr), and emission-line EWs. A correction
for the missing flux due to aperture effects is applied to each
galaxy, using Mr to estimate the continuum at the wavelength of
Hα. This approach of applying aperture corrections to individual
galaxies, described in detail in Hopkins et al. (2003), yields simi-
lar results to the more complex colour gradient-based method de-
scribed in Brinchmann et al. (2004). This type of aperture correction

5 http://sdss.physics.nyu.edu/vagc/

can underestimate emission-line luminosity (Gerssen, Wilman &
Christensen 2012); however, such effects are likely to be minimal
in this analysis as we are using a large sample of galaxies. The
relation from Hopkins et al. (2003) is

LHα,int = (EWHα + EWc) × 10−0.4(Mr−34.10)

× 3 × 1018

[6564.61(1 + z)]2

(
FHα/FHβ

2.86

)2.36

. (1)

A constant correction for stellar absorption (EWc = 2.5 Å) in Balmer
emission-line EWs is assumed for the calculation of luminosi-
ties for the GAMA galaxies (Hopkins et al. 2013). This value is
chosen by comparing a sample of line fluxes used in this study
against a robust sub-sample of line measurements using GANDALF

(Sarzi et al. 2006). The choice of the stellar absorption correction,
however, does not significantly affect the resulting LFs as shown
in Fig. A1.

Stellar absorption-corrected emission-line fluxes are used in the
determination of Balmer decrements (ratio of Hα to Hβ fluxes,
FHα/FHβ ) for each object in the two galaxy samples,

FHα

FHβ

=
(HαEW+EWc)

HαEW × fHα

(HβEW+EWc)
HβEW × fHβ

, (2)

where, fHα and fHβ denote the measured emission-line fluxes. The
dust obscuration in the Balmer lines Hα and Hβ can be deter-
mined from the comparison of measured Balmer decrements (BDs)
with the Case B recombination theoretical value of 2.86 at an elec-
tron temperature of 104 K and an electron density of 100 cm−2

(Osterbrock 1989). The departure of the BD from 2.86 can be used
to correct for the dust extinction intrinsic to the galaxy. The expo-
nent of the BD in equation (1) is defined to be k(λHα)/[k(λHβ ) −
k(λHα)], where k(λ) is determined from the Cardelli, Clayton &
Mathis (1989) Galactic dust extinction curve.

A small subset of galaxies in the GAMA and SDSS samples
(13 and 4 per cent, respectively) have BDs < 2.86. BDs less than
the theoretical Case B value can result from an intrinsically low
reddening combined with uncertainty in stellar absorption, and also
from errors in the line flux calibrations, and measurements (Kewley
et al. 2006). Although, some of these low values are probably a result
of galaxies hosting H II regions with high electron temperature,
for which the theoretical Hα/Hβ ratio is lower than 2.86 (López-
Sánchez & Esteban 2009). These galaxies are included in the final
GAMA and SDSS samples, assuming no obscuration (i.e. BD is set
to 2.86).

The SFRs in units of M� yr−1 are derived using the calibration
(Wijesinghe et al. 2011),

SFR = LHα,int

3.43 × 1034 W
, (3)

which assumes the IMF definition of Baldry & Glazebrook (2003).
The majority of the SFR measurements reported in the liter-

ature use the Kennicutt (1998) calibration based on the Salpeter
(1955) IMF. The SFRDs reported in this paper assume a slightly
flatter than Salpeter IMF, taken from Baldry & Glazebrook (2003).
The motivation here is the observed GAMA SFR–IMF relationship
(Gunawardhana et al. 2011), where moderate-to-high SFR galaxies
are characterized with flatter than Salpeter IMFs. The ratio of the
calibration given in equation (3) to the Kennicutt (1998) calibration
is ∼2.4 with our derived SFRs being lower than if the Kennicutt
(1998) calibration had been used. We use the SFR calibration based
on the Baldry & Glazebrook (2003) IMF throughout this paper,
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Evolution of the SFRD in the local universe 2769

Figure 1. SFR versus redshift distributions of GAMA (black data points)
and SDSS-DR7 (grey contours) surveys. While GAMA spectra are telluric
absorption corrected, given the deep magnitude limits of the survey many of
our sources are at or close to the S/N limit. The applied telluric absorption
correction can therefore be unreliable over the wavelength ranges of strong
atmospheric absorption bands as can be seen by the slight drop in GAMA
SFRs centred at z ∼ 0.16, corresponding to the z range where redshifted Hα

emission line overlaps with the O2 atmospheric (A) absorption band. These
galaxies are removed from our sample. The drop in SFRs evident at z ∼
0.14 is due to atmospheric absorption effects on Hβ. For these galaxies, we
estimate BDs empirically, see Section 3.2. The SDSS sample is not limited
by these constraints as the majority are bright sources with comparatively
higher S/N than GAMA.

unless otherwise stated. The distributions of SFRs of the GAMA
and SDSS samples are shown in Fig. 1.

3.2 Estimating BDs

The large number of weak emission-line galaxies observed in
GAMA gives the opportunity to investigate nearby low-SFR sys-
tems (Brough et al. 2011), and the low-z evolution of the SFRD. As
Hβ is a considerably weaker emission feature than Hα, not all weak
Hα sources in our final GAMA/SDSS samples have measured Hβ

fluxes (Table 1). The distributions of GAMA star-forming galaxies
with and without measured BDs in several redshift bins are shown
in Fig. 2, and detailed in Table 1. As expected the distributions of
galaxies without BDs are skewed towards low-luminosity (weak
line) galaxies in all redshift ranges.

For these galaxies, we estimate BDs using the observed relation-
ship between BD and aperture-corrected luminosity (Fig. 3). The
solid line in Fig. 3 indicates the least absolute deviation fit to the
data:

BDgama =
{

1.003 × log L − 30.0 log L � 32.77,

2.86 log L < 32.77.
(4)

A similar relationship is derived for the SDSS-DR7 sample using
their BDs and aperture-corrected luminosities.

BDsdss =
{

0.761 × log L − 21.7 log L � 32.27,

2.86 log L < 32.27.
(5)

This relationship is then used to estimate BDs for the SDSS galaxies
without BDs.

As the GAMA and SDSS surveys probe different star-forming
populations, we do not attempt to determine a single fit to the data by
combining GAMA and SDSS-DR7 data sets. In contrast to SDSS,
the GAMA sample consists of more dust-obscured optically faint

Figure 2. The distributions of aperture-corrected luminosities of galaxies
with (histograms, with respect to the left y-axis scaling) and without (solid
lines, with respect to the right y-axis scaling) measured BDs. For the galaxies
without measured BDs, BDs are estimated using equation (4).

Figure 3. BD versus aperture corrected luminosity for the GAMA galaxies
with measured BDs. The dashed line indicates the case B recombination
value of 2.86, and the solid line shows the best-fitting linear relation to
the data (equation 4). The color bar indicates the data density in units of
per log LHα,ApCor per BD. The two insets compare GAMA (black) and
SDSS-DR7 (blue) samples. The left inset shows the BD versus aperture-
corrected luminosity for GAMA and SDSS-DR7 star-forming samples, and
their respective best-fitting linear relations. The difference between the two
best-fitting relations is an indirect consequence of the different redshift
distributions of the surveys, as shown in the right inset, leading to a sampling
in GAMA of both higher SFR (more obscured) systems at higher redshift,
as well as fainter (more obscured) systems at lower redshift.

galaxies at higher redshift, a single fit would, therefore, underes-
timate the empirical BD correction needed for GAMA galaxies as
the fit would be heavily weighted by the relatively numerous SDSS
galaxies.

Furthermore, we empirically estimate BDs for all the sources
with measured BDs > 10 to avoid the sample being contami-
nated by sources with overestimated BDs, a result of weak Hβ

measurements.
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BD, as an indicator of dust obscuration, scales with both the SFR
and redshift. High-SFR galaxies typically have greater obscuration
than low-SFR systems (Hopkins et al. 2001; Afonso et al. 2003), and
are generally found at higher redshifts. The insets in Fig. 3 illustrate
this point. GAMA galaxies with higher 〈z〉 ≈ 0.2 (and therefore
higher average SFRs) than SDSS (〈z〉 ≈ 0.08) have relatively high
BD values.

While only a small percentage of objects are without BDs in
GAMA/SDSS samples, this small percentage consists mostly of
low-z, low-luminosity systems. We demonstrate, in Section A2 be-
low, that the impact of empirically assigning BDs on our derived
LFs is minimal.

4 T H E L U M I N O S I T Y F U N C T I O N

For the LF estimates, we use the Vmax (Schmidt 1968) method. In
this section, we describe the derivation of Vmax for galaxies in our
sample subject to our selection criteria. We then detail the estimation
of the LFs.

4.1 Derivation of volume corrections

The Hα LF, �(L), is defined as the number of star-forming galaxies
per unit volume per unit luminosity (Schmidt 1968), and has the
general form,

�[log L(Hα)] × 	L = 4π

�

∑
i

1

Vi,max
. (6)

In this equation, Vi,max represents the maximum volume out to which
the ith object would be visible to and still be part of the survey, 	L
and � define the assumed luminosity bin width and surveyed solid
angle, respectively.

The Hα star-forming samples used in this study are subject to sev-
eral selection constraints. For the GAMA sample, these are the two
different r-band magnitude limits (r < 19.4 for G09, 15 and r < 19.8
for G12) of the survey (Driver et al. 2011), and the emission-line
selection. Similarly for the SDSS-DR7, the emission-line selection
and r < 17.77 magnitude limit. Given these constraints, the defini-
tion of Vi,max is

Vi,max = min[(Vi,max,Hα), (Vi,max,r ), (Vi,zlim )] × ci, (7)

where Vi,max is the minimum of the maximum volumes that the ith
galaxy would have given the flux limit (Vi,max,Hα), and magnitude
limit (Vi, max, r) of the surveys, and ci denotes the completeness
correction.

The completeness corrections are made to each galaxy by weight-
ing object numbers by the known missing fraction brighter than the
survey magnitude. As noted in Jones & Bland-Hawthorn (2001),
this type of a correction accounts for the survey incompleteness
relatively accurately provided the observed fraction of galaxies is
large. This is certainly the case with GAMA, which has a spectro-
scopic completeness >98 per cent (Driver et al. 2011).

The three main sources of incompleteness, as identified by
Loveday et al. (2012) for the GAMA sample, are imaging incom-
pleteness, spectroscopic incompleteness and redshift success. A
correction for the imaging incompleteness (Cim) is estimated from
fig. 1 of Loveday et al. (2012), while an empirical correction for
both spectroscopic incompleteness and redshift success (Cspec,z) is
applied based on the detection probability of a galaxy in the r-band
Petrosian magnitude and g − r colour in a given GAMA field.
This correction is estimated relative to the GAMA tiling catalogue

(Robotham et al. 2010; Loveday et al. 2012) and accounts for the
missing sets of data (i.e. 2dFGRS, MGC), see Figs 4(a) and 5. The
final weighting is given as

W = 1

Cim Cspec,z
. (8)

A similar completeness correction for the SDSS-DR7 is also
implemented. Cspec,z correction is based on the SDSS-DR7 main
galaxy spectroscopic sample chosen from the photometric cata-
logues. Similarly to GAMA, Cspec,z correction for SDSS-DR7 takes
into account 2dFGRS, PSCz and RC3 sources that are not part of
our sample, see Fig. 4(b). The imaging incompleteness correction
(Cim) for SDSS-DR7 is derived from Blanton et al. (2005).

4.1.1 Broad-band volume corrections

The determination of Vi,max,r for the SDSS sample is relatively
straightforward given the single magnitude limit of the survey. For
GAMA galaxies, however, we estimate zmax, at which that galaxy
would still satisfy the r < 19.4 (for G09 and G15 fields) or r <

19.8 (for G12) selection criteria. The zmax values have been derived
using the stellar template spectrum that best fits u,g,r,i,z photome-
try (StellarMassesv08; Taylor et al. 2011). Note that the values of
zmax are flow corrected (Baldry et al. 2012). Vi, max, r for GAMA
becomes

Vi,max,r = 2

3
(Vi,max,r=19.4) + 1

3
(Vi,max,r=19.8). (9)

A similar functional form to this is used in the derivation of
Vi,max,Hα .

4.1.2 Emission-line volume corrections

Due to the magnitude-limited nature of the GAMA/SDSS surveys,
an approximate Hα flux limit of F (Hα) = 1 × 10−18 W m−2 un-
corrected for dust obscuration is assumed for the calculation of
Vi,max,Hα (see Brough et al. 2011). This value roughly corresponds
to the turn-over in the observed Hα flux histogram, and we assume
that our sample is incomplete below this limit. Fig. 6 illustrates the
distribution of SFRs in redshift relative to the SFR corresponding
to the assumed flux limit. The impact of our assumptions about the
Hα flux limit is minimal. This is detailed in Section 4.4.1.

4.2 Hα LFs

Hα LFs in several redshift bins are generated using the Vmax tech-
nique described above and are shown in Fig. 7. The uncertainties
in each luminosity bin are Poisson errors. The four panels in Fig. 7
show GAMA LFs in four redshift bins (blue points: 0 < z < 0.1,
0.1 < z < 0.15, 0.17 < z < 0.24 and 0.24 < z < 0.35), and SDSS
LFs in two redshift bins (orange points: 0 < z < 0.1 and 0.1 <

z < 0.2). The break in redshift between second and third GAMA
redshift bins corresponds to the z ∼ 0.16 region where Hα measure-
ments are likely to be affected by the atmospheric O2 absorption,
see Fig. 1.

All GAMA LFs extend approximately an order of magnitude
brighter in luminosity than other published LFs shown in Fig. 7.
The GAMA low-z LF (Fig. 7a) extends approximately an order
of magnitude in luminosity both fainter and brighter than other
published results to date. Furthermore, our result agrees well with
other studies in the luminosity range probed by existing data, with
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Figure 4. A correction (Cspec,z) based on the distribution of galaxies in r-band Petrosian magnitude and g − r colour is applied to the LFs to account for
the spectroscopic incompleteness and redshift success rate. This correction also takes into account the sample incompleteness due to the lack of 2dFGRS,
MGC and 6-degree Field Galaxy Redshift Survey (6dFGRS) data. The panels (a) and (b) indicate the percentage completeness (grey-scale) at a given r-band
magnitude and g − r colour bins for the complete GAMA and SDSS-DR7 samples, respectively. Bin widths in r-band magnitude and g − r colour are 0.1.
The purple and red contours shown in (a) indicate the distributions of objects observed by GAMA and SDSS surveys, and the green contours correspond to the
spectra we were not able to measure flux-calibrated lumnosities, and are not included in our sample. Cspec,z as a function of r-band magnitude is shown in the
top panel.

Figure 5. Cspec,z corrections for each of the GAMA fields separately. The 2dFGRS and MGC survey areas do not overlap with the GAMA-09 hr region. The
incompleteness around (r, g − r) ∼ (18, 0.5) in GAMA-12 hr and -15 hr regions is due to the lack of Hα measurements from the 2dFGRS and MGC surveys.

the exception of the Westra et al. (2010) LF. The disagreement
between the GAMA and Westra et al. (2010) LFs is largest over
the shaded region. This could be due to the relatively small survey
area (∼4 deg2) of Westra et al. (2010) sampling an underdense
region. We demonstrate in Section 4.3, however, that there may be a
significant impact from the joint r band and emission-line selection,
and the assumptions related to Hα flux limits for magnitude-limited
surveys that contribute to this disagreement. These are likely to be
the dominant effects.

The SDSS-DR7 LF explores a similar range in bright luminosities
as GAMA and agrees well with both GAMA and published LFs.
The turn-over below LHα ≈ 1031.5 W in the SDSS LF is due to the
incompleteness arising from the Hα line flux limit.

The GAMA LF over 0.1 < z < 0.15 (Fig. 7b) is in good agree-
ment with the SDSS-Stripe 82 0.032 < z < 0.2 LF of Gilbank et al.
(2010) within 33 ≤ log LHα ≤ 35.5. The disagreement between the
GAMA and SDSS LFs in the second redshift bin is likely due to the
brighter SDSS magnitude cut (r = 17.77) preventing optically faint
high-SFR galaxies from entering the SDSS sample (see discussion
in Section 4.3). This assertion is supported by the lack of evolution
between 0 < z < 0.1 and 0.1 < z < 0.2 SDSS LFs. The scatter
in published LFs is significant over 0.1 < z < 0.3, particularly at
relatively low luminosities, where cosmic (sample) variance, selec-
tion and incompleteness issues impact the most. The GAMA LF in
the 0.17 < z < 0.25 redshift bin certainly provides a better estimate
for the bright end of the LF, where other LFs suffer from small
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Figure 6. The distribution of the observed (i.e. not corrected for dust ob-
scuration) Hα SFRs (data points and the contours) relative to the SFR
corresponding to the assumed flux limit of 1 × 10−18 W m−2 (dashed line).
Close to half of the sources with detected Hα emission lie below the selected
Hα completeness limit. Note that all the SFR points shown in Fig. 1 are also
shown here. See Fig. 1 caption for more information.

number statistics. The final GAMA LF agrees well with Westra
et al. (2010) at this redshift. This agreement, however, is likely to
be a consequence of the bivariate selection of the GAMA sample, as
discussed in the next section. The agreement is therefore likely an
outcome of both surveys preferentially selecting brighter galaxies
at higher redshifts.

4.3 Bivariate selection

Both GAMA and SDSS are magnitude-limited surveys and any
emission-line sample drawn from such a survey is subject to dual
selection criteria. In order to contribute to the LF, a galaxy must
satisfy both the broad-band magnitude limit and the emission-line
flux limit. The completeness corrections applied to the Hα LFs ac-
count for the incompleteness as a function of broad-band magnitude
and colour, but nonetheless a bias remains. There is a population
of bright Hα galaxies that do not enter the sample initially as their
broad-band magnitudes are too faint, and it is not possible to correct
for this effect. We explore the impact of this bias here.

We assume a fiducial Hα flux limit of 1 × 10−18 W m−2 for the
analysis presented in this paper (Brough et al. 2011), which also
approximately corresponds to the turn-over in the observed flux
histogram, see Fig. 10. As discussed above in Section 4.4.1, the
incompleteness increases towards the flux limit, and can be as large
as 50 per cent at the limit. The effect of Hα incompleteness becomes
progressively larger with redshift. As such, the GAMA and SDSS-
DR7 low-redshift samples are likely to be the most complete, with
the higher redshift GAMA and SDSS samples becoming more and
more incomplete with increasing redshift.

In Fig. 8, we show the bivariate Hα/Mr distributions for our
GAMA and SDSS samples. These are not bivariate LFs, which we
present in a companion paper (Gunawardhana et al., in preparation),
but serve to show the distribution of luminosities spanned by the
galaxies detected in each sample.

Fig. 8(a) shows the bivariate Hα luminosity/Mr distribution for
both the GAMA and SDSS z ≤ 0.1 samples. The overlapping re-
gion of the bivariate distributions indicates that the GAMA sample
consists of optically faint galaxies with similar SFRs to optically

bright SDSS galaxies. This r-band faint population is only detected
in GAMA, demonstrating the Hα incompleteness of SDSS. The
grey band in Fig. 8(a) highlights the same luminosity range em-
phasized by the shaded region in Fig. 7(a), where the discrepancy
between the Westra et al. (2010) and GAMA/SDSS-DR7 LFs is
greatest.

The effects of joint selection on the higher redshift LFs are evi-
dent in Figs 8(b) and 9. Only the distribution of the low-z sample
covers a wide range in both Hα luminosity and Mr, while the higher
redshift distributions become progressively more and more limited
in the range of both Hα luminosity and Mr probed; each sample is
missing a fraction of highly star forming, but optically faint galaxies,
and this missing fraction becomes more significant with increasing
redshift. The impact, then, is that our higher redshift LFs remain
incomplete, and can potentially be missing as much as 50 per cent
of the bright Hα population. This is explored in more detail in
Gunawardhana et al. (in preparation), which investigates the
evolution of the bivariate Hα/Mr LF.

4.4 Lower and upper limits of Hα LFs

In addition to the incompleteness introduced by the bivariate selec-
tion, where optically faint star-forming galaxies do not enter our
sample due to the broad-band selection of the survey, further uncer-
tainties arise from the adopted Vmax definition. Here, we investigate
a series of Vmax corrections to the LFs that bracket our best estimated
LFs presented in Section 4.2. The aim of this analysis is to identify
the (extreme) lower and upper limits to SFRDs. In subsequent sec-
tions, we show that the uncertainties related to measurements and
systematics fall within these limits.

4.4.1 Best estimate

First, we present a discussion of the true LFs presented in Section 4.2
that assume a flux limit of 1 × 10−18 W m−2, and explain the
discrepancies between GAMA and Westra et al. (2010) 0 < z < 0.1
LFs shown in Fig. 7.

Emission-line samples drawn from magnitude-limited surveys,
such as GAMA and SDSS, involve assumptions about flux lim-
its. The point at which an observed flux histogram turns over can
be taken as a suitable limit. We assume an Hα flux limit of 1 ×
10−18 W m−2 (Brough et al. 2011) to produce the results presented
in Section 4.2 following the methodology described in Section 4.1.
This limit roughly corresponds to the peak value of the observed
low-z Hα flux histogram (Fig. 10a).

The open histogram in Fig. 10 depicts the predicted distribution
of Hα fluxes over the same redshift range. This distribution is a
simple prediction based on the GAMA low-z Hα LF presented in
Section 4.2. This prediction of the flux distribution is derived from
the LF that we calculate from the observed flux distribution, and
is thus being used merely as a self-consistency test. In the absence
of the true underlying flux distribution, this is sufficient, though, to
explore our expected completeness as a function of Hα flux, and we
can see that even at the peak of the observed flux distribution, we
are only about 75 per cent complete. At our assumed flux limit of
1 × 10−18 W m−2 we are about 50 per cent complete. To investigate
how our assumptions about the Hα flux limit influence the shape
of the LF, we reproduce the low-z GAMA Hα LF assuming several
different flux limits indicated in Fig. 10(a). The resultant LFs are
shown in Fig. 10(b), and it can be seen that the changes are primarily
at the fainter end of the LF (log L � 34).
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Figure 7. GAMA (blue) and SDSS-DR7 (red) Hα LFs in four broad redshift bins (see key in each panel for detailed ranges). The redshift ranges increase
from left-to-right, top-to-bottom, covering a total redshift range of 0 < z < 0.34 for GAMA and 0 < z < 0.2 for SDSS-DR7. The axis ranges in each panel are
kept the same to highlight the broad luminosity range sampled by the GAMA LFs. The figure also presents a comparison of our results with published LFs
spanning similar redshift ranges. LFs from other authors have been converted to our assumed cosmology. An obscuration correction based on the assumption
of a one magnitude extinction in Hα (Hopkins & Beacom 2006) is applied to correct the observed LFs of Jones & Bland-Hawthorn (2001) and Gilbank et al.
(2010). The grey band in (a) highlights the luminosity range over which the discrepancy between Westra et al. (2010) and GAMA low-z LFs is largest.

We assert that the differences in the assumed Hα flux limit and
in the formulation of Vmax between this analysis and Westra et al.
(2010) contribute to some of the discrepancies between LFs shown
in Fig. 7(a). Westra et al. (2010) have used a lower Hα flux limit
to construct their LFs. A low-flux limit yield a larger volume over
which an object could be detected, resulting in a lower LF normal-
ization. We demonstrate this in Fig. 10(b) by varying the flux limit.
Note that in this study, a flux limit lower than 1 × 10−18 W m−2

yield a Vmax limited by r band (see equation 7). These differences
in methods along with the uncertainties arising from the cosmic
(sample) variance could explain the discrepancy between GAMA
low-z and Westra et al. (2010) LFs (Fig. 7a).

4.4.2 Identifying a lower limit

In order to identify a lower limit to SFRD, we set the Hα flux
limit to be equal to our Hα detection limit of 2.5 × 10−19 W m−2.
This is an unrealistically low limit as the observed Hα flux his-
togram in comparison to that predicted indicates close to 90 per cent

incompleteness in Hα detections (Fig. 10a). Additionally, we ap-
ply no r-band Vmax constraint or completeness corrections to the
LFs.

Intentionally, neglecting the r-band volume limits and complete-
ness correction ensure that the resulting LF will underestimate the
true values, and should be a strong lower limit (Fig. 10b). The in-
tegral of this resulting LF in turn will give a strong lower limit
to the SFRD. The Hα LFs constructed this way are shown in
Figs 10(b) and 11. The lower limit number densities indicated by
data points in Fig. 11 are generally lower than that predicted by the
best estimate LFs at a given luminosity. This is, however, not al-
ways true as can be seen in Fig. 11(d) where the red points at log L
≈ 34 (W) and log L > 37 (W) indicate higher number densities
than the best estimate LF points. As a result of the low-flux limit, a
large number of low-Hα flux detections enter the sample. Most of
these objects are low-luminosity galaxies such that the number of
galaxies contributing to the lower limit LF point at log L ≈ 34 (W)
is relatively larger than the number contributing to the best estimate
LF data point. The total number of galaxies contributing to the best
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Figure 8. GAMA absolute magnitude (Mr) versus aperture- and obscuration-corrected Hα luminosity (LHα) bivariate distributions. (a) The distribution of
GAMA galaxies within 0 < z < 0.1 with r < 19.4 (or 19.8), compared with SDSS galaxies in the same redshift range with 14.5 < r < 17.77. The grey band
highlights the same luminosity range as in Fig. 7(a). The GAMA distribution is represented by solid contours and data points, while the SDSS distribution is
represented by transparent coloured contours. The brown colour bar indicates the data density colour coding for the GAMA contours, while the data densities
corresponding to the SDSS contours are shown in the key. The unit of data density is per Mr per log LHα . (b) The Hα luminosity versus Mr distributions for
the GAMA sample in the four redshift ranges.

Figure 9. GAMA absolute magnitude (Mr) versus aperture- and
obscuration-corrected Hα luminosity (LHα) bivariate distributions for galax-
ies in 0.17 < z < 0.24 (green) and 0.24 < z < 0.34 (purple) redshift bins
compared to the distribution presented in fig. 9 of Shioya et al. (2008).
They used HST COSMOS2 narrow-band survey data to construct their Hα

LF. The redshift coverage of their data is ∼0.24. The vertical dashed line
indicates the approximate absolute r-band magnitude corresponding to z ∼
0.24 given GAMA’s limiting magnitude of 19.8. The horizontal line marks
the approximate luminosity around the ‘knee’ (i.e. close to L∗) of higher z

LFs. This figure demonstrates that there is a population of optically faint
star-forming galaxies with z ∼ 0.24 (close to 50 per cent) that do not enter
either 0.17 < z < 0.24 or 0.24 < z < 0.34 GAMA samples.

estimate LF at log L > 37 (W) are both lower and their Vmax are
closer to Vi,zlim (see equation 7), whereas the number contributing
to the lower limit LF at log L > 37 (W) is slightly larger with Vmax

approximately equal to Vi,zlim.

4.4.3 Identifying an upper limit

An upper limit to SFRD is determined by including all Hα de-
tections down to our detection limit. The Vmax, Hα for objects with
fluxes between the assumed detection limit and flux limit are set to
equal to their comoving volumes. The resultant LFs are shown in
Figs 10(b) and 11. Note that this is not a substantial increase over our

best estimate LF. The addition of all reliable Hα-detected sources,
those below the nominal flux limit, does not significantly increase
the LF or the corresponding SFRD.

5 FU N C T I O NA L FI T T I N G

Galaxy LFs are usually fitted with a Schechter (1976) function (e.g.
Loveday et al. 1992; Blanton et al. 2003),

�(L)dL = �∗
(

L

L∗

)α

exp

(
− L

L∗

)
d

(
L

L∗

)
, (10)

where L is the galaxy luminosity, and �(L) dL is the number of
galaxies in luminosity range L + dL per cubic Mpc. The parameters
α, L∗ and �∗, determined empirically, describe the shape of the fit,
the slope of the LF at faint luminosities, the characteristic Schechter
luminosity, and the normalization factor at L∗ respectively.

The same functional form is generally used to fit star-forming
LF data (e.g. Gallego et al. 1995; Jones & Bland-Hawthorn 2001).
However, in contrast to broad-band optical LFs, our measured Hα

LFs are inconsistent with an exponential drop in number density
for L > L∗. Most of the published Hα LFs for star-forming galaxies
only probe a limited range in luminosity centred around L∗. Within
this narrow range probed, the Schechter function provides a good
fit. The much larger volumes probed by the GAMA and SDSS–
DR7 LFs allow us to sample a wide range in Hα luminosities. This
enables us for the first time to study both faint and bright ends of
the Hα LF. For these LFs, the Schechter function is clearly not the
best representation. This can be best seen in Fig. 7(a) by comparing
GAMA and SDSS LFs with the Pérez-González et al. (2003) LF,
the exponential drop of the Schechter function is too steep to match
the LFs presented in this paper.

We find that the functional form presented in Saunders et al.
(1990) provides a more suitable fit to the GAMA LFs,

�(L)dL = C

(
L

L∗

)α

exp

[
− 1

2σ 2
log2

(
1 + L

L∗

)]
d

(
L

L∗

)
.

(11)

Motivated by the power-law shape of the far-infrared 60 μm LFs
for L > L∗, Saunders et al. (1990) introduced the above function,
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Figure 10. The observed versus predicted flux Hα flux distributions for low-redshift galaxies. The solid histogram shows the observed Hα flux histogram for
galaxies with z < 0.1. A simple prediction of the distribution of Hα fluxes for low-z galaxies based on our low-z Hα LF is shown by the open histogram. The
blue vertical solid line indicates the Hα flux limit used in this study, and on the right the resultant low-z LF. The rest of the solid lines indicate different flux
limits tested, and on the right the resultant LFs. The low-z LFs corresponding to the two limiting cases are shown here with (filled symbols) and without (open
symbols) completeness corrections. The grey band highlights the same luminosity range as in Fig. 7(a).

which behaves as a power law for L < L∗ and as a Gaussian in log L
for L > L∗ with a Gaussian width given by σ , and a normalization
factor at L∗ given by C. The SFRD is estimated from numerically
integrating the Saunders et al. (1990) function. This functional form
is widely used to describe the LFs of far-infrared, and radio star-
forming populations (e.g. Rowan-Robinson et al. 1993; Hopkins
et al. 1998). Using mock galaxy samples drawn from a Shechter
stellar mass distribution Salim & Lee (2012) demonstrate that the
underlying SFR distribution is better described with a Saunders
function while a Shechter function provides a good description for
mass distributions. They have also shown that a star forming LF
can appear Shechter-like when luminosities are not corrected for
the dust obscuration.

In particular, it is encouraging that this functional form can be
used consistently to reproduce the LFs for SFR tracers at each of the
radio, far-infrared and now Hα wavelengths. We highlight here that
while Schechter functions have been used in the past to fit the shape
of the Hα LF, the surveys in question have all probed relatively small
volumes compared to GAMA and SDSS. Only with a sufficiently
large volume is the bright end of the star-forming population able
to be sufficiently well sampled to reliably measure the rare extreme
star-forming population. Even with a Saunders parametrization, it is
still difficult to describe both the lowest SFR galaxies contributing
to the faint-end rise in � and the highest SFR galaxies that diverge
from a Gaussian decline in �. Therefore, in order to constrain the
functional fits to the LFs, the outlying GAMA LF points, shown as
open symbols in Fig. 11, are excluded from the fitting. The variation
in Hα luminosity density with Hα luminosity as traced by the LFs
and the Saunders functional fits to data is shown in Fig. 14. See
Section A3 for comparisons with the Schechter functions. The fact
that a Saunders functional form seems to be the most appropriate
form for each of radio, far-infrared and Hα LFs suggests that the
same should be true for ultraviolet LFs probing star formation in
galaxies. This is again demonstrated in Salim & Lee (2012) using
mock galaxy samples. They find that intrinsic ultraviolet LFs over
a moderate dynamic range follow their mock SFR functions, and
indicate a Saunders-like drop in number densities with increasing
luminosities. This could have a potentially significant impact on
the very highest redshift estimates of SFRD, where UV LFs are

often fitted by Schechter functions (e.g. Bouwens et al. 2010, 2011)
to data measured over a comparatively narrow range of observed
luminosity.

5.1 Fits to the data

We use a Levenberg–Marquardt method for finding the minimum χ2

fit to the binned LF data points. The resultant Saunders functional
fits and the best-fitting parameters to the GAMA/SDSS LFs are
presented in Fig. 11 and Table 2.

All GAMA LF data points and most of the SDSS LF data points
belonging to the lowest-z bins are used in the fitting, see Fig. 11.
None of the rest of our LFs cover the same wide range in luminosity
that the GAMA low-z LF covers, largely due to the r-band flux
limit in the survey selection (Fig. 9). As a consequence, we can
only constrain the LF over a narrow range in luminosity at the
higher redshifts. For instance, the range in luminosity sampled by
the second GAMA LF is less than half the range sampled by the
GAMA low-z LF (see Fig. 7). The lack of L < L∗ LF data is a
significant drawback in determining α accurately. To overcome this
difficulty, we investigated two alternative approaches to fitting the
Saunders functional forms to LF data.

Fixed the faint-end slope of the LF. This is the approach shown
in Fig. 12. We use the best-fitting α parameter from the Shioya
et al. (2008) narrow-band LF (z ∼ 0.24) to fix the faint-end of the
higher-z GAMA/SDSS LFs. This value is chosen instead of that es-
timated using GAMA low-z LF or other narrow-band LFs estimates
as the redshift range probed by the Shioya et al. (2008) LF roughly
corresponds to the redshift range of the GAMA higher-z LF, and it
probes a relatively larger luminosity range at that redshift. Narrow-
band surveys, although only covering a comparatively small sky
area, have the advantage of being complete down to a given Hα

luminosity, and at modest redshifts, they successfully extend sub-
stantially below L � L∗ compared to those from surveys initially
selected with a broad-band magnitude limit.

The LF data points that indicate a turn-over in number density as
a result of higher-z sample incompleteness are excluded from the
functional fits. These excluded points are denoted by open symbols
in Fig. 11. Even though the faint-end slope of the LF is fixed, the
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Figure 11. The best-fitting Saunders functions for all the LFs. The redshift increases from left-to-right, top-to-bottom. The triangles denote � values in each
luminosity bin, with filled triangles showing the points used for the fit. The best-fitting α value from the Shioya et al. (2008) LF is used to constrain the
faint-end slope of GAMA LFs beyond z > 0.1. The blue and red diamonds indicate the LFs corresponding to lower and upper limiting Vmax cases discussed in
Section 4.4, and the resulting SFRDs are shown in Fig. 15. The best-fitting Saunders parameters are given in Table 2.

Table 2. The best-fitting Saunders parameters for the LFs, corresponding SFRDs and their Poisson uncertainties.

z log L∗ log C α σ log SFRD
(W) (M� yr−1 Mpc−3)

z < 0.1 (GAMA, Fig. 11a) 33.00 ± 0.41 −1.77 ± 0.16 −1.16 ± 0.07 0.84 ± 0.09 −2.068 ± 0.010a

z < 0.1 (SDSS-DR7, Fig. 11a) 33.43 ± 0.53 −2.02 ± 0.23 −1.08 ± 0.22 0.61 ± 0.08 −2.244 ± 0.010
0.1 < z < 0.15 (GAMA, Fig. 11b) 34.55 ± 0.85 −2.67 ± 0.83 −1.35b 0.47 ± 0.18 −2.096 ± 0.004
0.1 < z < 0.2 (SDSS-DR7, Fig. 11b)c 34.42 ± 1.46 −2.89 ± 1.99 −1.35b 0.42 ± 0.25 −2.522 ± 0.002
0.17 < z < 0.24 (GAMA, Fig. 11c) 34.53 ± 0.74 −2.75 ± 0.73 −1.35b 0.55 ± 0.17 −2.118 ± 0.004
0.24 < z < 0.35 (GAMA, Fig. 11d)c 33.47 ± 3.56 −1.82 ± 4.14 −1.35b 0.81 ± 0.52 −1.896 ± 0.004

aAn uncertainty of ∼15 per cent needs to be incorporated to this value to account for GAMA’s known underdensity (Driver et al. 2011).
bα is fixed to be −1.35 (Shioya et al. 2008).
cThe fit cannot be constrained as the LF turns-over at around L∗. This leads to very large uncertainties in the fitted parameters.

bright end of the LF is affected by the bivariate selection effects,
which progressively become significant with redshift (Fig. 8b). This
results in lower integrated SFRDs for the higher-z LFs as the bivari-
ate selection prevents optically faint high-Hα luminosity objects
from entering the higher-z samples, and affecting the overall nor-
malization of the LF. The fitting for the highest-z LF cannot be
constrained as only the points above the knee of the LF can be used.

Normalized to match narrow-band LF data.

Another way of determining the faint-end slope of the Hα LFs
is to normalize our data to match narrow-band LFs. Narrow-band
surveys are complete down to a given Hα luminosity and consist of
relatively large number of faint Hα emitters (Fig. 9). As a result their
LFs are more complete below L < L∗ than those based on a broad-
band selected galaxy sample. In contrast, magnitude-limited surveys
covering a large sky area consist of relatively large numbers of bright
Hα sources, and the respective LFs are likely more complete above
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Figure 12. The best-fitting Saunders functions for the higher-z LFs. The triangles denote GAMA � values in each luminosity bin, with filled triangles showing
the points used for the fit. We use the published LFs of Shioya et al. (2008, narrow-band survey, 0.233 < z < 0.249), and Ly et al. (2007, narrow-band survey,
0.382 < z < 0.418) to get a better estimate of the faint-end evolution of GAMA 0.17 < z < 0.24 and 0.24 < z < 0.34 LFs. For the GAMA 0.1 < z < 0.15 LF,
we have used the Gilbank et al. (2010, based on magnitude limited SDSS data, 0.032 < z < 0.2) LF data as there are no wide-area narrow-band measurements
are available. These points are shown as open stars in all panels. The normalization factor determined for 0.1 < z < 0.15 range using Gilbank et al. (2010) is
the largest (0.12 dex). This could be due to the differences in the redshift ranges probed the two LFs. The normalization determined for the 0.17 < z < 0.24
range using Shioya et al. (2008) measurements is negligible, and a normalization cannot be determined for the final redshift bin as Ly et al. (2007) and GAMA
0.24 < z < 0.34 LF data do not overlap. The colours correspond to those in Fig. 11. The best-fitting Saunders parameters are given in Table 3. For the GAMA
0.17 < z < 0.24 combined LF, we provide the functional fits determined using normalized GAMA LF data combined with Gilbank et al. (2010) data and fixing
the faint-end slope (α) at −1.35 (dashed line), fitting to the faint-end (solid line) and the original GAMA 0.1 < z < 0.15 LF data combined with Gilbank et al.
(2010) data and fitting to the faint-end slope (dot–dashed line).

Table 3. The best-fitting Saunders parameters and SFRDs for the combined LFs presented in Fig. 12.

z log L∗ log C α σ log SFRD
(W) (M� yr−1 Mpc−3)

0.1 < z < 0.15 (dashed green line in Fig. 12) 34.62 ± 0.37 −2.58 ± 0.26 −1.35a 0.45 ± 0.09 −1.973 ± 0.004
0.1 < z < 0.15 (solid green line in Fig. 12) 34.31 ± 0.61 −2.42 ± 0.35 −1.13 ± 0.38 0.51 ± 0.09 −1.996 ± 0.004
0.1 < z < 0.15 (dot–dashed black line in Fig. 12) 34.48 ± 0.63 −2.62 ± 0.48 −1.29 ± 0.36 0.48 ± 0.10 −2.105 ± 0.004
0.17 < z < 0.24 34.54 ± 0.32 −2.74 ± 0.24 −1.42 ± 0.08 0.57 ± 0.08 −2.077 ± 0.004
0.24 < z < 0.35 33.94 ± 0.88 −2.35 ± 0.53 −1.25 ± 0.34 0.68 ± 0.12 −2.056 ± 0.004

aα is fixed to be −1.35 (Shioya et al. 2008).

L > L∗ than those based on narrow-band data sets. We therefore
use published narrow-band LF data to estimate the evolution of
the faint-end of higher-z (0.17 < z < 0.24 and 0.24 < z < 0.34)
GAMA LFs. For the GAMA 0.1 < z < 0.15 LF, where no wide-area
narrow-band measurements are available, we combined GAMA LF
data with Gilbank et al. (2010) data to determine the faint-end slope
of the LF.

The overlapping LF data from Gilbank et al. (2010) and Shioya
et al. (2008) are used to normalize the higher-z (0.1 < z < 0.15
and 0.17 < z < 0.24) GAMA LFs. However, such a normalization
could not be achieved for the highest-z (0.24 < z < 0.34) GAMA
LF due to the lack of overlap between GAMA and Ly et al. (2007)
LF. The normalization factors estimated using the approximately
overlapping Gilbank et al. (2010) and GAMA 0.1 < z < 0.15 LF
data in 34 < log L(W) < 35.5 range (see Fig. 7b) is ∼0.12 dex,
and the factor using overlapping Shioya et al. (2008) and GAMA
0.17 < z < 0.24 LFs is negligibly small as the two LFs agree very
well (Fig. 7c). We note that the larger normalization required to
match GAMA 0.1 < z < 0.15 LF data with Gilbank et al. (2010)
LF could be a result of the different redshift ranges probed by
the LFs. It is likely that Gilbank et al. (2010) LF indicates some
evolution as it covers a larger redshift range than the respective
GAMA LF. The functional fits to the combined LFs are shown
in Fig. 12, and the best-fitting functional parameters are given in
Table 3.

The modest level of evolution demonstrated by these LFs is high-
lighted in Fig. 13. The largest change is seen between the first and
second redshift bins, with minimal measurable change thereafter.
The lack of evolution here is most likely due to the high incomplete-
ness of higher redshift samples, a result of the joint selection in both
broad-band magnitude and emission-line flux. Even though there
is some evolution in the LF over this redshift range, it is difficult
to quantify the extent accurately without accounting for the impact
of the sample selection. This has been outlined above in Section 4,
and is explored in more detail in an analysis of the bivariate Hα/Mr

LF in Gunawardhana et al. (in preparation).
Finally, the Hα luminosity density at a given Hα luminosity is

given by

ρHα(L) = LHα × �(L). (12)

The luminosity density versus luminosity distributions are shown
in Fig. 14. The peak luminosity density occurs approximately at
L∗, demonstrating both that it is typically galaxies close to L∗ that
dominate the luminosity density of the universe at low redshift, and
also the modest evolution in Hα luminosity density with redshift.
Although not shown in Fig. 14, the best-fitting L∗ values from the
Schechter functional fits to the LFs are always larger than those
corresponding to the Saunders fits. GAMA and SDSS LFs indicate
a Gaussian-like decrease in number density with increasing lumi-
nosity owing to the large range in luminosity sampled. Therefore,
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Figure 13. A comparison of GAMA (a) and SDSS (b) Hα LFs, and their
functional fits, demonstrating the modest evolution over the observed red-
shift range. Again, the colour scheme corresponds to that from Fig. 11.

fitting a Schechter function to our data is clearly not appropriate,
and results in an overestimation of L∗, see Fig. 12. This is discussed
further in Appendix A, and illustrated in Fig. A4.

6 T H E C O S M I C H I S TO RY O F STA R
F O R M AT I O N

The cosmic SFH is a fundamental component in understanding
galaxy formation and evolution. The observed SFH encompasses
the imprint of all the underlying physical processes such as mergers,
feedback processes, accretion, etc. that shape a galaxy, and is a cru-
cial constituent in constraining galaxy formation/evolution models
(e.g. Hopkins & Beacom 2006).

Fig. 15 shows the derived SFRDs from Hα luminosities for the
GAMA and SDSS-DR7 samples, compared against a variety of
published measurements derived from SFR-sensitive emission lines
(Hα, Hβ, [O III] λ5007, [O II] λ3727). Where necessary the data are
corrected to the cosmology assumed in this paper using the approach
of Hopkins (2004). If the published measurements do not already
correct for obscuration, we apply a simple correction assuming one
magnitude extinction in Hα. The tables in Appendix A list the
published data used in this study.

The GAMA SFRD estimate for the 0.001 < z < 0.1 range is
in agreement with the results Nakamura et al. (2004). They have
used optically selected and morphology-classified bright galaxies

Figure 14. The Hα luminosity density as a function of Hα luminosity,
and its evolution. This illustrates that the bulk of the luminosity density
comes from galaxies with luminosities close to L∗. The solid lines indicate
the luminosity densities derived from the Saunders fits shown in Figs 11
and 13, and dashed lines indicate luminosity densities derived directly from
the data. The solid symbols indicate L∗ values obtained from Saunders
(triangles; best-fitting L∗, log C, α and σ are estimated for the lowest-z LF,
α is fixed to be −1.35 and the best-fitting L∗, log C and σ are estimated for
the rest). Note that the best-fitting L∗ values corresponding to a Saunders
functional fit are smaller than that obtained from a Schechter functional fit.

from the SDSS northern stripe to estimate SFRD at z ∼ 0.1. We
should expect to see an increase in the SFRD over the redshift
range probed by GAMA. The GAMA data, shown as filled light
blue stars in Fig. 15, however, indicate essentially no evolution
in SFRD. These SFRDs correspond to the completeness corrected
LFs shown in Fig. 7, with the blue circles indicating the reduction
in SFRD if no completeness correction is applied to the LFs. The
lack of evolution in SFRD we see is mainly due to the bivariate
selection effects discussed in Section 4.3. The SFRD measurements
corresponding to z < 0.1 GAMA LF (Fig. 11) and 0.1 < z < 0.15
GAMA LF combined with Gilbank et al. (2010) LF points (Fig. 12)
indicate some evolution. This dictates that normalizing GAMA LFs
to narrow-band or other magnitude-limited LF data provide a better
estimate of the faint-end of the LF, thus increasing the reliability of
the final measurement. However, none of the GAMA higher-z LFs
normalized to narrow-band LF data indicate any evolution. This is
a direct result of the bivariate selection introducing a significant
incompleteness to L > L∗ LF points (see Section 4.3 and Fig. 9).
We see a similar lack of evolution in higher-z SFRD measurements
(i.e. the two higher-z data points, see Table B1) from Westra et al.
(2010). This is likely due bivariate sample selection as their sample
is also drawn from a magnitude-limited survey. The other data
points in Fig. 15 indicate the emission-line estimates of SFRDs at
different epochs. Emission-line measurements, as direct indicators
of on-going star formation in a galaxy, are ideally the best tracers
of the evolution of SFRD, and yet this figure shows considerable
scatter, almost an order of magnitude, between different surveys.

Despite the spread in SFRDs due to different indicators, the
scatter is still present within the SFRDs estimated from individ-
ual indicators, in particular Hα emission. Part of this scatter can
be explained by the inconsistencies between and biases within
the different samples. For instance, most of the data shown here
are mainly from narrow-band filter, Hα imaging and broad-band
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Figure 15. The cosmic history of star formation. The SFRDs estimated using GAMA and SDSS-DR7 Hα LFs are shown as blue and red stars. The filled
light blue stars denote the completeness-corrected GAMA SFRDs corresponding to the LFs shown in Fig. 11, with the blue open circles indicating the drop in
SFRD if no correction is applied (see Fig. A2 for the LFs). The dark blue filled star indicates the z < 0.1 SFRD corrected for GAMA’s known underdensity
(Driver et al. 2011). The GAMA and SDSS points are compared with other narrow-band/slitless spectroscopy (open symbols) and magnitude-limited and other
types (filled symbols) surveys using Hα (black symbols), Hβ (brown), [O II] λ3727 (green) and [O III] λ5007 (magenta). A compilation of published SFRD
measurements shown is presented in Appendix B. The shaded regions and the dashed line denote the best-fitting cosmic SFRs derived by Hopkins & Beacom
(2006) and Fardal et al. (2007), respectively, using available observational data. All comparisons presented here assume concordance cosmology, and the SFR
calibration given in equation (3). The right-hand panel shows zoomed-in comparison. The boxes that bracket the GAMA SFRDs indicate the uncertainties
associated with the measurements. The lower/upper edges of the boxes indicate the lower/upper SFRD limits described in Section 4.4 and shown in Fig. 11.
Note that these limits, particularly the lower limits, are limits obtained by intentionally calculating unrealistically extreme bounds for the LFs. The overlap
between the highest-z SFRD point and the upper limit (yellow box) is due to the functional fit to the LF data being overestimated. This is a result of the small
number of LF data that can be used for the functional fitting as the highest-z LF becomes incomplete (i.e. turns over) at luminosities >L∗. The open blue stars
in the right-hand panel indicate the SFRD measurements calculated by combining higher-z GAMA LFs with other LFs in the literature. The combined LFs
and their functional fits are shown in Fig. 12 and the best-fitting parameters are given in Table 3. The three entries for 0.1 < z < 0.15 given in Table 3 are
shown as case 1 (dashed green line in Fig. 12), 2 (solid green line in Fig. 12) and 3 (dot–dashed black line in Fig. 12).

magnitude-selected surveys. The spectroscopy of optically selected
emission-line samples is biased by the bivariate selection discussed
in Section 4.3. As such, a galaxy sample drawn from a magnitude-
selected survey tends to be incomplete. Narrow-band filter surveys,
although not subject to this effect, suffer from cosmic (sample) vari-
ance issues, uncertainties due to dust corrections, and the blending
of Hα and [N II] in narrow-band filters, unless spectroscopic data
are available (e.g. López-Sánchez & Esteban 2008). Such surveys
are currently limited in area to at most few square degrees, and
consequently are only able to probe a narrow range in the LF,
e.g. log LHα ≈ 31−33 (W) over z ≈ 0.065−0.095 (Ly et al. 2007)
and log LHα ≈ 32.5−33.5 (W) over z ≈ 0.08 (Jones & Bland-
Hawthorn 2001). At high redshifts, narrow-band surveys are more
complete as they become less sensitive to cosmic (sample) variance,
reducing the scatter in SFRD measurements at these redshifts.

In view of the biases introduced into our sample through dif-
ferences in survey selection criteria, the local SFH measured by
GAMA (blue stars) is a lower limit. Nonetheless, GAMA provides
currently the best galaxy sample to investigate star formation in the
local universe, and therefore (currently) the best estimates of the
SFRDs at low-z. The SFRDs at higher redshift ranges are under-
estimated as a result of the joint selection imposed on our GAMA
star-forming sample. As we showed in Section 4.3, this incom-
pleteness is a result of drawing a star-forming galaxy sample from a
magnitude-limited survey, introducing a bias to the sample against
optically faint star-forming systems.

The SFHs of Hopkins & Beacom (2006), the best-fitting to far-
ultraviolet (FUV) and IR observational data, and Fardal et al. (2007),
the best-fitting to UV, emission-line and IR observational data, are
also shown in Fig. 15. Most of the low-redshift (z � 1) FUV SFRD
estimates used by Hopkins & Beacom (2006) are based on u-band
luminosity, a reasonable alternative to FUV luminosity (Hopkins
et al. 2003). Also, the u-band luminosity has two advantages over
FUV, the availability of more data for better statistics, and being
less affected by extinction (Prescott et al. 2009). In this context, the
u-band luminosity has the additional advantage of not being subject
to a bivariate selection. For these reasons, the Hopkins & Beacom
(2006) SFH is likely somewhat more complete than both emission-
line-based measurements and the Fardal et al. (2007) SFH. This
is consistent with the emission-line-based measurements being on
average lower than those from the combination of UV and IR.

The sensitivity of various star formation indicators to different
time-scales must also be considered. Emission-line indicators are
sensitive to shorter time-scales of typically ≤10 Myr than UV esti-
mators, ≥100 Myr–1 Gyr (Moustakas, Kennicutt & Tremonti 2006;
Gilbank et al. 2010; Koribalski & López-Sánchez 2009; López-
Sánchez et al. 2012). u-band measures are likely contaminated by
the flux from old stellar populations, and consequently caution must
be used in order not to overestimate the derived SFRDs (Cram et al.
1998; Kennicutt 1998; Hopkins et al. 2003), although an u-band–
SFR relationship seems to be valid for starburst galaxies (López-
Sánchez 2010).
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6.1 Impact of the assumptions on cosmic SFH

A number of assumptions are made in order to calculate the SFRDs
presented in this paper. Here, we summarize the impact of some of
those assumptions on the cosmic SFRD.

In Section 4.4.1, we discuss how the LF varies if the assumed Hα

flux limit is varied. That analysis indicates that the change in L∗ can
be as much as ∼0.4 dex if we increase our assume FHα limit to 3 ×
10−18 W m−2. While this may seem like a significant effect, this
change introduces only an ∼10 per cent variation to the integrated
SFRD.

The Balmer line measurements for the GAMA sample are cor-
rected for the underlying stellar absorption by assuming a constant
correction (see Section 3). The impact of this assumption on the
shape of the LFs is discussed in Section A1.1, the effect on SFRD
is minimal.

The uncertainties arising from the completeness corrections (see
Section 4) are investigated in Section A1.2 by constructing the
LFs without applying any corrections for incompleteness. Fig. 15
shows how the SFRDs would be underestimated if no corrections
for incompleteness are applied.

7 C OSMIC (SAMPLE) VARIANCE

Cosmic (sample) variance has been widely cited as a prominent
contributor to the scatter present between published LF/SFRD mea-
surements (Ly et al. 2007; Westra & Jones 2008), see also Figs 7
and 15. Several authors (Somerville et al. 2004; Driver & Robotham
2010; Moster et al. 2011) have provided prescriptions on addressing
cosmic (sample) variance issues.

Driver et al. (2011) and Driver & Robotham (2010) provide
a quantitative description of sample variance issues related to
the GAMA survey. In short, the three GAMA fields overall are
15 per cent underdense compared to a 5000 deg2 region of SDSS-
DR7 for z out to 0.1. Beyond z > 0.1, an internal comparison
between the three fields indicates that the cosmic (sample) variance
is significant between the fields with the GAMA-09h field being
particularly underdense. Table 2 of Driver & Robotham (2010) pro-
vides the cosmic (sample) variance values for GAMA over several
redshift intervals. Using their method, we estimate cosmic (sam-
ple) variance values for the redshift ranges corresponding to the
LFs presented in this paper (Table 4). Although the cosmic (sam-
ple) variance is significant per GAMA field, it is largely mitigated
overall as the sampling variance is inversely related to the number
of distinct fields observed.

Given the large sample size and the GAMA observations of three
independent fields, we are well placed to investigate the effects of
cosmic (sample) variance on star-forming galaxy LFs. The Hα LFs
in each redshift bin are generated for each GAMA field (Fig. 16).

Table 4. Sampling variance estimates for GAMA in redshift
ranges considered in this study. These estimates are based on
the prescription of Driver & Robotham (2010).

z range Sampling variance Sampling variance
(per cent) per field (per cent)

0 < z < 0.1 15 26
0.1 < z < 0.155 12 21
0.17 < z < 0.24 8 14
0.24 < z < 0.35 6 10

The three insets in each panel show the distribution of SFR for
galaxies contributing to the three LFs. The underdensity of sources
in the GAMA-09h field is clearly evident in the SFR distributions,
and from the LFs and their best-fittting Saunders functional forms
shown in the first panel (see Table 5 for the best-fitting functional
parameters). This local structure is also identified and explored by
Driver et al. (2011).

The sampling variance for each field given in Table 4 is an overall
estimate of cosmic (sample) variance for the redshift range consid-
ered. These estimates translated to uncertainties are small compared
to the Poisson errors. This is not to say the effect of large-scale struc-
ture is negligible, but the impact of such effects is most significant at
low-z. An error based on overall sampling variance over a relatively
large redshift range does not necessarily represent the large-scale
effect influencing the faint-end of the LF. Instead, we estimate a cos-
mic (sample) variance error for each LF data point, using the Driver
& Robotham (2010) prescription. These uncertainties, shown as
black error bars in Fig. 16, are only indicative and subject to the
limitations described in Driver & Robotham (2010). These have a
measurable effect only at the lowest luminosity end of the lowest
redshift bin.

Finally, we have explored the dispersion in low-redshift
(z < 0.1) SFRD measurements that may arise from cosmic (sam-
ple) variance effects by dividing two GAMA regions, GAMA-09h
(a known underdense region) and GAMA-12h (the deepest GAMA
field) into eight separate regions each 12 deg2, and calculating LFs
and corresponding SFRDs for each of the sub-region. This provides
a direct indication of the significance of cosmic (sample) variance
as we are comparing LFs and SFRDs estimated using a single data
set. In other words, the SFRDs corresponding to the 12 sub-regions
are not influenced by the assumptions about different surveys, mea-
surements and corrections.

The results indicate that the dispersion between measurements
due to cosmic (sample) variance at low redshift can be as large
as 0.4 dex. The SFRDs estimated from the LFs constructed from
the four sub-regions within GAMA-09h field, a known underdense
field, indicate the largest variation. The results of this analysis high-
light that a survey covering a large sky area (greater than 12 deg2)
is needed to reduce the non-negligible influence of cosmic (sample)
variance.

8 SU M M A RY

We have used large samples of GAMA and SDSS galaxies covering
a wide range in SFR to construct the Hα LFs in several redshift bins.
Owing to the deep spectroscopic observations of GAMA combined
with the area of the survey, both the faint and bright ends of the
low-redshift (z < 0.1) star-forming LF are explored in detail in this
study.

The key results are as follows.

(i) The Saunders et al. (1990) functional form, which is used to
fit the observed radio and far-infrared LFs for star-forming galaxies
in the literature, now proves to be a good representation of the
Hα LF. This is an important result demonstrating that a consistent
functional form reproduces the LF of the star-forming galaxies at a
variety of different SFR-sensitive wavelengths.

(ii) Using GAMA data, we extend the observed Hα LF by ap-
proximately one order of magnitude in luminosity towards both
fainter and brighter luminosities than other published results. The
low-z GAMA and SDSS LFs indicate an increasing number den-
sity of star-forming galaxies at faint luminosities. While this result
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Figure 16. The observations of three independent fields, and the availability of a large number of galaxies gives an opportunity to investigate the effects of
cosmic (sample) variance on the star-forming LFs. Hα LFs of each GAMA field in four redshift bins. The error bars shown in black, which are mostly smaller
than the Poisson errors, correspond to the cosmic (sample) variance estimates. The insets in each panel show the distribution of SFR of galaxies in each GAMA
field over the redshift range considered.

Table 5. The best-fitting Saunders parameters for the z < 0.1 LFs in the three independent GAMA fields.

GAMA field log L∗ log C α σ

(W)

GAMA-09h 33.14 ± 0.49 −1.97 ± 0.17 −1.07 ± 0.13 0.76 ± 0.10
GAMA-12h 33.12 ± 1.07 −1.66 ± 0.61 −1.38 ± 0.15 0.91 ± 0.28
GAMA-15h 33.39 ± 1.06 −1.93 ± 0.42 −1.21 ± 0.16 0.75 ± 0.30

is qualitatively in agreement with the LFs of Westra et al. (2010)
and James et al. (2008), we observe this effect at fainter luminosi-
ties than they reach. The nature of this faint population has been
examined further in Brough et al. (2011).

(iii) We investigate the effects of bivariate selection and find
that it introduces an incompleteness that is difficult to account for,
excluding optically faint but Hα bright systems. We find that the
SFRD estimates from emission-line measures are affected strongly
by bivariate selection, leading to the large scatter seen in the SFH.

(iv) We have investigated the comic (sample) variance effects
on GAMA LFs by dividing two GAMA regions (GAMA-09h and
GAMA-12h) into 12 deg2 regions, and calculating LFs and SFRDs

for each sub-region. We find that the dispersion in SFRDs due to
cosmic (sample) variance can be between factors of 2–3.

(v) We exhaustively test a number of potential biases, sys-
tematics and limitations such as the assumption of a constant
stellar absorption and completeness corrections, the empirical
estimation of BDs, cosmic (sample) variance issues, etc., on the
calculation of the LFs, and find that our results are robust to all of
these.

(vi) The bivariate Mr/Hα selection imposed on the GAMA and
SDSS emission-line galaxies make the star-forming samples some-
what incomplete. As a consequence, the SFRDs we derive can
only be lower limits. Nonetheless, our measurements are the best
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estimates to date of the low-redshift Hα LFs, and the corresponding
luminosity density arising from Hα.
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APPENDIX A : BIASES, SYSTEMATICS
A N D L I M I TAT I O N S

In this section, we explore a number of potential biases to iden-
tify the level of uncertainty they introduce to the LFs, and SFRDs
presented in this paper.

 at D
urham

 U
niversity L

ibrary on June 30, 2014
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

http://mnras.oxfordjournals.org/


2784 M. L. P. Gunawardhana et al.

A1 Low-SFR galaxies

A1.1 Constant stellar absorption corrections

Brough et al. (2011) investigate the properties of low-luminosity
galaxies contributing to the rise in � shown in Fig. 7(a). Here,
we investigate how the assumption of a constant stellar absorption
correction in the derivation of Hα luminosities affects the GAMA

Figure A1. We reproduce the GAMA low-z LF assuming different stellar
absorption corrections (EWc in Å) to investigate how the assumption of a
constant EWc affects the shape of the LF at faint luminosities.

low-z LF. Hopkins et al. (2003) argue a stellar absorption correction
of 1.3 Å is sufficient. We find that a stellar absorption correction in
the range 0.7–1.3 Å for GAMA galaxies in 0 < z < 0.35 causes
a negligible change to the majority of the Hα luminosities and
SFRs, although the lowest luminosity systems are the most affected
(Gunawardhana et al. 2011). For the analysis presented in this paper,
we have assumed a fairly conservative stellar absorption correction
of 2.5 Å.

Here, we investigate quantitatively how different stellar absorp-
tion corrections affect the low-z LF.

Fig. A1 shows the variation in the GAMA low-z LF if we assume
different stellar absorption corrections. We perform this analysis
only for the GAMA sample, since the emission-line measurements
for SDSS galaxies in GAMA fields are taken from the MPA-JHU
data base, which are already corrected for stellar absorption. Also,
the SDSS galaxies contributing to the GAMA low-z LF are the
bright galaxies in our sample. Typically, any uncertainty arising
from stellar absorption corrections affects primarily the lowest Hα

luminosity galaxies, and weak line systems. For the lowest-z LF,
the assumption of low-EWc values only affects the faintest end of
the Hα LF, and even then only in a modest way. In the case of
higher-z LFs, the assumption of low-EWc values act to increase the
integrated SFRD.

A1.2 Uncertainties from completeness corrections

The determination of completeness corrections for each galaxy
is described in Section 4. Here, we investigate the effects

Figure A2. The effects of the completeness correction and the uncertainties arising from the empirical estimation of BDs for galaxies without measured
Hβ fluxes are investigated here. The error bars shown in black in each panel are estimated using a Monte Carlo method and show the full range of the
values measured, and the Poisson uncertainties are shown in blue. The filled and open symbols in each panel show the LFs with and without completeness
corrections respectively. Not surprisingly, the application of completeness corrections has little effect on improving the shape of the GAMA LFs as the survey
is >98 per cent complete. Also shown in (b), (c) and (d) is the low-z LF (faint small symbols) for comparison.
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Figure A3. Top panel: the distribution of intrinsic Hα luminosities in four
redshift bins compared to the distribution of luminosities of objects classified
as composites based on Kauffmann et al. (2003) diagnostic over the same
redshift ranges. Bottom panel: the BPT diagnostics for the lowest (z < 0.1)
and highest (0.24 < z < 0.34) redshift samples. The solid line indicates the
Kauffmann et al. (2003) relation.

of the uncertainties propagated through the application of complete-
ness corrections, and their influence on the shapes of the LFs. A
comparison of the LFs before and after the application of com-
pleteness corrections (see Fig. A2) indicates that the completeness
corrections have a low impact on GAMA LFs. Omitting the correc-
tion mostly affects the low-SFR galaxies in each redshift bin. This
result is not surprising as the GAMA survey currently has a spectro-
scopic follow-up completeness of ∼98 per cent, and faint systems
are most likely affected by any incompleteness of the survey (Driver
et al. 2011; Loveday et al. 2012).

As mentioned before, we have not attempted to apply any com-
pleteness corrections to the SDSS-DR7 sample. Nonetheless, based
on the GAMA results we assume that the shapes of the SDSS LFs
presented in this paper are unlikely to change significantly.

A2 Empirical estimation of BDs

In addition to the examination of the effects of the assumption of a
constant stellar absorption correction, we also investigate the effects
of empirically estimating BDs for the galaxies without measured
Hβ fluxes.

A Monte Carlo experiment is performed using the distribution
of BDs as a function of LHα,ApCor. For each galaxy without a mea-
sured BD, rather than assigning it from equation (4), we randomly
assign a BD from the observed distribution from galaxies of similar

Figure A4. The lowest and highest redshift GAMA LFs shown in Fig. 7
compared to the LFs over the same redshift ranges constructed by excluding
objects classified as composites based on Kauffmann et al. (2003) diagnos-
tics (grey points).

LHα,ApCor. This process is repeated ∼100 times, and the variation
in the resulting LF is indicated by a second set of errors for the
LFs. These errors are shown in Fig. A2 in black, the error estimates
are simply the highest and the lowest � derived in the MC exper-
iment. The uncertainties due to the empirical estimation of BDs
becomes more important for high-redshift LFs, as those have the
highest fraction of galaxies without Hβ flux measurements. Also,
the uncertainties estimated from this analysis for the low-z LF are
small both because this z range has the lowest fraction of galaxies
without BDs, and the number of galaxies with BDs is particularly
low at low LHα,ApCor (Fig. 3). Furthermore, the assumption of a flat
BD versus LHα,ApCor relation above the average luminosity of the
sample, for example, resulted in errors smaller than Poisson errors
of the sample. Therefore, the effects of the empirical estimation of
BDs for the 14 per cent of galaxies without measured Hβ fluxes in
the sample are minimal.

A3 AGN contamination

The Kewley et al. (2001) AGN/star-forming diagnostic is used ex-
clude AGNs from the LFs presented in the main paper. Alternatively,
the Kauffmann et al. (2003) relation can be used to identify pure
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star-forming galaxies. Fig. A3 shows the distribution of luminosi-
ties in four redshift bins compared to the distribution of luminosities
of objects classified as composites based on the Kauffmann et al.
(2003) relation. The lowest redshift (z < 0.1) sample consists of
relatively small number of composites, and this number increase
with redshift. A number of studies (e.g. Best et al. 2005; Xue et al.
2010) have found that the AGN fraction increases with the stel-
lar mass. Hopkins et al. (2013) show the BPT diagnostics for the
GAMA galaxy sample as a function of both redshift and stellar mass,
demonstrating the increase in AGN fraction with stellar mass.

The effects of AGN contamination on the lowest (z < 0.1) and
highest (0.24 < z < 0.34) GAMA LFs presented in Section 4.2 are
shown in Fig. A4. The effects on z < 0.1 Hα LF and the respective
SFRD is negligible. Even though the highest-z LF constructed by
removing these composites indicate a small drop in number den-
sity, the difference that makes to the integrated SFRD is less than
10 per cent.

A P P E N D I X B : C O M P I L AT I O N O F S F R D s F RO M
T H E L I T E R AT U R E

In Section 6, we present measurements of the SFRD as a function of
redshift. Here, we tabulate the measurements from the literature that
are shown in Fig. 15, detailing the survey type, area, selection meth-
ods if appropriate and various corrections, following the approach
of Hopkins (2004). Note that the SFRDs given in this table assume
a Sapeter IMF. In order to convert these values to those presented
in Fig. 15, simply add a factor of −0.43 to log ρ̇∗,int measurements.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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