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Research highlights 

 

 When judging the locations of targets, children aged 4 to 12 years and adults had faster 

and less variable response times given auditory and visual information together compared 

with either alone. 

 

 Comparison of response time distributions with model predictions indicates that children 

at all ages were integrating (pooling) sensory information to make decisions. However, 

both overall speed and the efficiency of sensory integration improved with age. 

 

 This evidence for pooling comes not only from the standard approach of comparison with 

Miller’s seminal “race model”, but also from comparison with a major recent extension of 

this model and with a comparable “pooling” (coactivation) model. 

 

 Our results, which come from a wide age range tested with the same task, may reconcile 

previous results using different tasks from which the developmental time course of audio-

visual integration was unclear. 
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In adults, decisions based on multisensory information can be faster and/or more 

accurate than those relying on a single sense. However, this finding varies significantly 

across development. Here we studied speeded responding to audio-visual targets, a key 

multisensory function whose development remains unclear. We found that when judging 

the locations of targets, children aged 4 to 12 years and adults had faster and less variable 

response times given auditory and visual information together compared with either 

alone. Comparison of response time distributions with model predictions indicated that 

children at all ages were integrating (pooling) sensory information to make decisions but 

that both the overall speed and the efficiency of sensory integration improved with age. 

The evidence for pooling comes from comparison with the predictions of Miller’s seminal 

“race model”, as well as with a major recent extension of this model and a comparable 

“pooling” (coactivation) model. The findings and analyses can reconcile results from 

previous audio-visual studies, in which infants showed speed gains exceeding race model 

predictions in a spatial orienting task (Neil et al, Dev Sci 2006) but children below 7 years 

did not in speeded reaction time tasks (e.g. Barutchu et al, Dev Sci 2009). Our results 

provide new evidence for early and sustained abilities to integrate visual and auditory 

signals for spatial localisation from a young age.  

 

Keywords: multisensory, visual, auditory, development  
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Events in the world are often signalled to more than one sense; for example, we can both see and 

hear an approaching car. The availability of parallel information sources provides several potential 

advantages to sensory systems. In tasks requiring estimates of the size or position of noisy stimuli, 

weighted averaging of multiple estimates can reduce the uncertainty of the final estimate (Clark & 

Yuille, 1990; Ernst, 2005). In tasks requiring speeded responses to supra-threshold stimuli, parallel 

processing of multiple signals predicts some speed gains (Raab, 1962), and pooling of signals even 

greater speed gains (Miller, 1982; Schroger & Widmann, 1998; Townsend & Wenger, 2004). How 

these kinds of sensory optimizations emerge over the course of human development is currently 

unclear. Although multisensory links develop early in childhood (e.g. Lewkowicz & Turkewitz, 

1981; Bahrick & Lickliter, 2000), abilities to improve perceptual precision by integrating multiple 

sensory cues have not been observed until after the age of 8 years (Gori, Del Viva, Sandini, & Burr, 

2008; Nardini, Jones, Bedford, & Braddick, 2008; Nardini, Bedford, & Mareschal, 2010; Gori, 

Sandini, & Burr, 2012; Nardini, Begus, & Mareschal, 2013; Petrini, Remark, Smith, & Nardini, 2014). 

In tasks measuring response speed, development with age of advantages for multi- vs uni-sensory 

stimuli has been inconsistent across different tasks (Neil, Chee-Ruiter, Scheier, Lewkowicz, & 

Shimojo, 2006; Barutchu, Crewther, & Crewther, 2009).  

Here we studied the development of speeded localisation of audio-visual targets from 4 years. The 

development of abilities to speed up response times given parallel auditory and visual information 

is currently unclear. A central question for behavioural studies is whether multisensory response 

time advantages are within the range that can be explained by the seminal “race models” which 

have been used to predict gains that can be simply due to parallel processing of two signals (Raab, 

1962; Miller, 1982). Because of trial-to-trial variability in response times based on any single 

channel, an observer who responds based on the fastest single channel on each trial (i.e. via a 
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“race” between signals) can make predictable speed gains. When speed gains exceed those 

predicted by a race, they have been interpreted as arising instead from the pooling of signals by a 

multisensory decision mechanism (Miller, 1982; Schroger & Widmann, 1998). At 8-10 months, 

infants orienting spontaneously to audio-visual targets have shown speed gains exceeding those 

of a race model (Neil et al., 2006). In contrast, when children had to press a button in response to 

a central target, the ability to out-perform a race model first emerged much later, at 7 years 

(Barutchu et al., 2009) or 10-12 years (Brandwein et al., 2011), and was not present at all older ages 

(Barutchu et al., 2009; Barutchu et al., 2010). One potentially important difference between these 

studies is that infants, but not older children, were moving their eyes and head to localise stimuli 

whose spatial locations changed from trial to trial.  

In addition, a recent re-formulation of the classic race model has shown that some speed gains 

relative to the classic model can in fact still be explained by parallel processing, if the need to 

process two signals adds variability to decision times (Otto & Mamassian, 2012). Importantly, this 

calls into question previous evidence for multisensory integration based on the classic model (e.g. 

Schroger & Widmann, 1998; Hughes, Reuter-Lorenz, Nozawa, & Fendrich, 1994), including all the 

developmental studies to date (Neil et al., 2006; Barutchu et al., 2009; Barutchu et al., 2010; 

Brandwein et al., 2011; Barutchu et al., 2011). The course of development of these mechanisms is 

therefore extremely unclear. 

An important neural substrate for auditory-visual integration is the superior colliculus (SC), 

associated with spatial localisation for oculomotor and orienting responses (Stein & Meredith, 

1993). Multisensory receptive fields of SC neurons are known from animal models to develop 

postnatally in an experience-dependent manner (Wallace, Wilkinson, & Stein, 1996; Wallace & 

Stein, 1997; Stein, Stanford, & Rowland, 2009). These neurons may support pooling of auditory 
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and visual information, as they respond to either signal, and can show “super-additive” properties 

in responding more strongly to both signals together than to either alone. Additional, cortical 

mechanisms for auditory-visual integration have also been described in human adults (Molholm 

et al., 2002; Martuzzi et al., 2007; Noppeney, Ostwald, & Werner, 2010). A developmental 

behavioural and ERP study (Brandwein et al., 2011) found speed gains exceeding race model 

predictions only in groups aged 10 years and above (but not 7-9 years), and an overall correlation 

between behavioural speed gains and differences in summed single-cue and combined-cue 

evoked potentials at a fronto-central scalp region. This illustrates the contribution of at least one 

cortical mechanism to the development of audio-visual integration. There are likely to be multiple 

auditory-visual integration mechanisms, sub-cortical and cortical, whose relative contributions to 

multisensory processing may be task-dependent, and could develop at different rates in 

childhood. We reasoned that speed gains should be particularly evident for spatial localisation of 

targets, a task which could tap into the spatial coding provided by the superior colliculus, once 

this system for integration of spatial auditory and visual signals has developed. To study speeded 

audio-visual localisation, similarly to a previous study with infants (Neil et al., 2006) but in 

contrast with studies in which older children responded to a central target (Barutchu et al., 2009; 

Barutchu et al., 2010; Brandwein et al., 2011), we used a task in which participants judged whether 

an audio- and/or visual target was presented to their left or right. To evaluate whether 

performance could be explained by parallel processing of signals, we compared distributions of 

response times with predictions of the classic race model (Miller, 1982), a recently formulated 

extended race model (Otto & Mamassian, 2012), and a pooling (“coactivation”) model.  
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Methods 

Participants 

Participants were aged 4 (mean (SD) age = 4.7 (0.3) years, n = 17, 7 male), 5 to 6 (mean (SD) age = 

6.1 (0.6) years, n = 21, 11 male), 7 to 8 mean (SD) age = 8.0 (0.6) years, n = 32, 18 male), 9 to 11 

(mean (SD) age = 9.9 (0.5) years, n = 25, 12 male), or were adult (mean (SD) age = 25.6 (5.0) years, 

n = 26, 11 male). An additional 6 participants (5 aged 4 years, one aged 5 years) who had fewer 

than 24 valid trials in any condition were excluded (see Analysis). Participants were recruited 

from a database of volunteers and from schools in London. The study protocol was in accordance 

with the Declaration of Helsinki and was approved by the local ethics committee. Participants 

were tested with parents’ or their own informed consent.  

Stimuli and procedure 

Participants pressed buttons to indicate whether stimuli appeared to the left or to the right of 

fixation. There were four trial types: those in which stimuli were an auditory (A) beep, a visual (V) 

flash, a simultaneous auditory-visual (AV) beep and flash on the same side; or blank (B) trials in 

which there was no stimulus. Stimuli appeared at unpredictable intervals of 500 – 1000 ms after 

the fixation cross disappeared. The purpose of the blank trials, together with the variable interval, 

was to make the stimulus onsets less predictable. Stimuli were presented on a monitor subtending 

39.4° visual angle from a distance of 65 cm while using a chin rest. Fixation was monitored using a 

remote eye tracker (EyeLink 1000, SR Research, Mississauga, Ontario, Canada). Stimuli were 

presented using the Psychophysics Toolbox for Matlab (Brainard, 1997). Testing was carried out in 

a quiet space with low ambient light. The monitor had a background luminance of 0.5 cd/m2. 

Each trial began with participants fixating a central 1° cross. After 300 ms in which eye position, as 
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determined by the eye tracker, remained within a 2.4° radius of the centre of the cross, the cross 

disappeared. After a randomly chosen interval between 500 - 1000 ms (in steps of 100 ms), during 

which participants maintained eye position within the central 2.4° region, one of the four trial 

types (A, V, AV or B) took place. If participants moved their eye position out of the central region 

during the interval, the fixation cross was shown again and the trial was restarted.  

Participants completed up to 8 blocks, each block containing 6 trials each of the four different 

types randomly mixed, with stimuli appearing equally often on the left or right within each block 

and stimulus type. On auditory (A) trials, a 100 ms 2 kHz 84 dB SPL pure tone was played by a 

speaker mounted at the edge of the screen, 26.9° to the left or right of the screen centre. On 

visual (V) trials, a circular 100 ms 1° 13.9 cd/m2 flash was presented 20.3° to the left or right of the 

screen centre. On audio-visual (AV) trials, both the sound and the flash were presented 

simultaneously on the same side of the screen. Auditory and visual intensities were at values 

established during piloting to elicit similar mean response times. To achieve this, the visual 

stimulus had to be made relatively low-contrast and the auditory stimulus relatively loud. The 

small (6.6°) offset between the targets’ auditory and visual locations was due to the experimental 

setup, in which sounds were delivered by loudspeakers fixed to the sides of the monitor.  

Participants had the forefinger of each hand positioned over a response button, located in front of 

them on their left and right at a comfortable distance. They were instructed to press a button as 

quickly as possible to indicate the side on which each target appeared. On a correct press of the 

button the target was replaced with an image of one of a set of farmyard animals. For younger 

children, these animals formed the basis for a secondary game whose purpose was to maintain 

their interest in the task. Children kept track of how many times a particular animal appeared 

and, after a set number of times, the experimenter moved a counter on a board game. The 
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children could win stickers on the basis of the board game. All data collection was carried out by 

an experimenter expert in testing children. To keep the test feasible with children as young as 4 

years, participants were permitted to take breaks from being on the chin-rest, for example to look 

at the board game, or to take a break when they wished. Participants were also allowed to stop 

before the end of 8 blocks if they wished. After each trial was complete, the experimenter pressed 

a key to initiate the next trial. This allowed the experimenter to maintain an appropriate pace for 

participants of all ages, including, for younger participants, time for the board game or breaks as 

needed. The next trial began with a fixation cross as described above. The study was preceded by 

a block of 5 practice trials, which was repeated if necessary. 

Analysis of response times 

Correct responses at times of up to 2500 ms were retained for analysis. Within this range, all 

groups except adults showed a subset of early responses at very low latencies that are assumed to 

be false alarms unrelated to the stimulus. Such responses are normally excluded by use of a 

criterion, e.g. 100 ms in Otto & Mamassian (2012). In our study, which included age groups with 

very different response time distributions, setting a single criterion across all age groups would be 

unlikely to capture the “early” cut-off correctly at all ages. To ensure that comparisons of the main 

distribution across age groups were valid, and that all ages exclude the “early” outliers that cannot 

be well fitted by the models as part of the main distribution of reaction times, we set an individual 

criterion for each age group by identifying a break-point between the normal distribution of 

reaction times and early outliers. Based on this, 3.4% or fewer trials were excluded at any age. See 

Supplemental Methods and Supplemental Fig. S1 for full details. Participants who had at least 24 

correct trials remaining in the (lower criterion -  2500 ms) range in all three stimulus conditions 

were included in the analysis. Compared with the maximum possible number of valid trials over 
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the whole experiment, 144, the mean (SD) numbers of trials of those included in the analysis were 

119.9 (10.3) at age 4 , 127.8 (9.6) at 5-6, 132.2 (6.4) at 7-8, 137.5 (4.6) at 9-11, and 141.4 (2.1) in adults. 

Descriptive statistics (mean and SD of response times) were calculated for each subject and 

condition, and means of these were calculated and compared using ANOVA and t-tests. 

Model predictions 

A crucial question is whether any speed gains when responding to two signals given together vs. 

either alone can be explained by parallel processing, or whether they indicate that signals are 

being combined (pooled). To answer this, we compared empirical distributions of AV response 

times with the predictions of three models: the classic race model (Miller, 1982), an extended race 

model (Otto & Mamassian, 2012), and a pooling (coactivation) model. These models aim to 

predict the AV distribution based on the separately measured A and V distributions, together with 

assumptions about the information processing operations that underlie response times. The three 

models are shown schematically in Fig. 1a-c and described in outline below; full details are given 

in the Supplemental Methods.  
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Figure 1. a. Models predict how incoming sensory evidence is accumulated until a decision is 
made. Here, auditory and visual sensory evidence for the presence of a stimulus (SA, SV) is 
accumulated until it passes a threshold (γ), which triggers a response. In Miller’s (1982) model, 
each channel accumulates evidence independently, and decisions are made via a race between 
(logical “OR” operation on) their outputs.  The model assumes an interaction between channels 
(dotted lines) leading to a negative correlation between their distributions of response times 
(RTs) as well as context invariance (see text). b. The extended race model (Otto & Mamassian, 
2012), does not assume context invariance, but allows that processing two stimuli at once may add 
variability (random noise) to accumulation times, described by a free parameter η. A second 
parameter ρ describes the between-channel interaction. c. In the pooling (coactivation) model, 
decisions are made based on evidence pooled from both channels. A correlation parameter ρ plays 
the same role as in (c). An efficiency parameter (ε) describes the efficiency of pooling when two 
inputs must be accumulated at once.  
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Classic race model 

Miller’s (1982) classic formulation of the race model has been widely used to analyse response 

times in previous multisensory studies with adults (e.g. Schroger & Widmann, 1998; Hughes et al., 

1994) and children (Neil et al., 2006; Barutchu et al., 2009; Barutchu et al., 2010; Brandwein et al., 

2011; Barutchu et al., 2011); Fig. 1a. Model predictions for combined-cue condition AV are 

calculated from cumulative distributions of A and V response times. The model prediction 

(“Miller’s bound”; see Supplemental Methods for full details) is given simply by the sum of the 

cumulative A and V distributions. Importantly, the model does not aim to capture performance, 

but rather to state the upper limit on the speed gains theoretically possible via a race between 

channels. To do so, the model assumes (1) negative correlation between channels (see Fig. 1a), an 

extreme case predicting the greatest RT benefits (see Supplemental Methods), and (2) “context 

invariance” (Luce, 1986):  that the system’s processing of one signal (e.g. A) is the same when A is 

the only signal present and when a second signal is also present (e.g. AV). If no further 

assumptions are made, then response times faster than this bound cannot be explained by parallel 

processing. Times faster than this prediction have traditionally been interpreted as showing 

evidence for pooling of signals. In the present study, we used this approach to compare AV 

reaction times with Miller’s bound prediction.  

Extended race model 

It is possible that processing one signal may come at some cost to processing the other. In that 

case, the “context invariance” assumption embodied in Miller’s classic (1982) model does not hold. 

In a recent extension of Miller’s race model, Otto and Mamassian (2012) argued that Miller’s 

bound could be exceeded at low quantiles if parallel processing of signals made response times 

more variable than in single-cue conditions. Increased variability would make the fastest times 

faster and the slowest times slower than model predictions. Indeed, this is the observed pattern in 
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previous data sets, including those from developmental visual-auditory studies (Neil et al., 2006, 

Fig. 3b; Barutchu et al., 2009, Figs. 3b, 3c, 3d; Barutchu et al., 2010, Fig. 3; Brandwein et al., 2011, 

Fig. 2). However, the violation only at lower quantiles may also be explained by consideration of 

only the extreme case of total negative correlation. Otto and Mamassian developed an extended 

race model predicting two-cue response time distributions from single-cue distributions with the 

degree of correlation as a free parameter (ρ; see Fig. 1b). They also did not assume context 

invariance, but that processing two signals in parallel could add variability to response times; this 

added variability was a second free parameter (η). When η = 0 and  ρ = -1, the model is equivalent 

to Miller’s model. They showed that for sensory tasks with arbitrary pairings of stimuli (motion 

and tone, motion and colour), a classic race model analysis showed violations of Miller’s bound. 

This result would previously have been considered to provide good evidence for pooling of 

signals. However, they were able to account for the distribution of responses by parallel 

processing in which signals were moderately negatively correlated, and parallel processing of two 

signals added some variability to response times. This analysis poses a significant challenge to 

previous results that have used violations of Miller’s bound as evidence for pooling of sensory 

signals (e.g. Schroger & Widmann, 1998; Hughes et al., 1994), including all the developmental 

audio-visual studies to date (Neil et al., 2006; Barutchu et al., 2009; Barutchu et al., 2010; 

Brandwein et al., 2011; Barutchu et al., 2011).  

Accordingly, in the present study we also fitted the extended race model with free parameters for 

correlation (ρ) and noise (η) to each participant’s response time distributions. We used the 

approach described in Otto & Mamassian, 2012; see Supplemental Methods and the article for full 

details. The approach relies on fitting normal distributions to reciprocal response times (i.e. 1/RT, 

which are response rates; the fitted distributions are “recinormal distributions”). Model 

predictions are made in the 1/RT domain.  Recinormal distributions typically provide good fits to 
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reaction time data, and can be interpreted as reflecting normally distributed variability in the drift 

of an evidence accumulation mechanism (see Otto & Mamassian, 2012; Reddi, Asrress, & 

Carpenter, 2003; Carpenter & Williams, 1995).  

Pooling (coactivation) model 

It has often been assumed that reaction time benefits exceeding those predicted by race (parallel 

channels) models show evidence for “coactivation”, or the pooling of sensory signals. In the 

audiovisual domain, conclusions about pooling based on inabilities of race models to fit the data 

have been the standard approach (e.g. in Hughes et al., 1994; Schroger & Widmann, 1998; Neil et 

al., 2006; Barutchu et al., 2009; Barutchu et al., 2010; Brandwein et al., 2011; Barutchu et al., 2011). 

Clearly, the strongest conclusions about the processing of sensory signals would come from a 

direct comparison of race and coactivation models. In the case of a model with free parameters, 

like the extended race model (Otto & Mamassian, 2012), some degree of fit to the data is expected. 

In that case, it would be difficult to make reliable conclusions about pooling without an explicit 

comparison to the fit provided by an alternative pooling model. For this reason we also 

formulated a pooling (coactivation) model. 

There have been detailed studies describing theoretical properties of information processing 

systems using single or combined channels, particularly by Townsend and colleagues. These have 

included the formulation of reaction time predictions for “coactivation” as well as for parallel 

channels (e.g. Grice, Canham, & Boroughs, 1984; Miller, 1986; Schwarz, 1989;  Diederich, 1995; 

Townsend & Nozawa, 1995; Townsend & Wenger, 2004; Townsend & Eidels, 2011). For our 

analysis, we formulated a coactivation model which combines the approaches of Otto and 

Mamassian (2012) and of Townsend and colleagues (Townsend & Wenger, 2004; Townsend & 

Eidels, 2011); see Fig. 1c. 
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Above, we described how a race between parallel signals can in theory lead to reaction time 

improvements relative to those based on a single signal. Here we describe how pooling of signals 

can also lead to reaction time improvements. We then introduce the coactivation model that we 

used to analyse our data. 

Sensory decision-making can be understood to depend on the accumulation over time of evidence 

in favour of a hypothesis (for reviews, see Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006; Gold 

& Shadlen, 2007). If multiple independent sources of evidence for a hypothesis are available (e.g. 

both auditory and visual evidence that a stimulus is present), then evidence will be accumulated 

at a faster rate than when only one source is available, and will therefore (given a constant 

decision bound) produce faster reaction times. An increase in the rate of evidence accumulation 

also leads to less variable reaction times1. Pooling two estimates rather than relying just on one 

would therefore be expected to result in faster accumulation of sensory evidence, and faster and 

less variable reaction times.  

Our coactivation model (Fig. 1c) predicts cumulative distributions of two-cue response times for a 

participant responding based on pooled evidence from two redundant sensory signals. Model 

predictions for the distribution of AV rates are made based on A and V distributions and two free 

parameters; correlation between signals (ρ) and the efficiency of pooling (ε). As in the extended 

race model, predictions are made in the 1/t domain. Reciprocal response times (i.e. response 

rates) are modelled as coming from a normal distribution whose mean is the mean rate of 

responding, and whose variance is the variance in this rate. The rate can be understood to be 

proportionate to the rate at which evidence is accumulated towards a decision bound (Bogacz et 

                                                      
1
 This is because the rate and the variance in this rate are defined in units of 1/time, and increases to the rate 
alone in units of 1/time lead to reductions in both the mean and the variance in time units (e.g. seconds). 
See also the description of recinormal distributions above in section 2. Extended race model, and in the 
Supplementary Methods. 
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al., 2006; Gold & Shadlen, 2007). The special case of perfect efficiency (ε = 1) is equivalent to 

context invariance, but as in the extended race model context invariance is not assumed. Full 

details are in the Supplemental Methods. 

 

Results  

Accuracy 

Mean percentages of correct left / right responses (within the range of times between each 

group’s “early” cut-off and 2500ms, and for participants who provided enough valid trials in each 

condition to be in the main analysis) were 94.7% at 4, 97.2% at 5-6, 97.3% at 7-8, 98.6% at 9-10 

years, and 99.1% in adults. In other words, while the youngest children made occasional errors, 

older children and adults almost never did. 

Response times 

We first analysed changes in mean and standard deviation (SD) of correct response times by age 

and condition. Overall, both the mean (Fig. 2a) and the standard deviation (Fig. 2b) of response 

times decreased with age. An ANOVA of mean response times (Fig. 2a) revealed that there were 

main effects of Stimulus, F(2, 348) = 53.5, p<0.001 and of Age, F(4, 348) = 80.0, p<0.001, but no 

interaction, F(8, 348) = 0.5, p = 0.86. For mean SDs of response times (Fig. 2b), there were main 

effects of Stimulus, F(2, 348) = 315.7, p<0.001, of Age, F(4, 348) = 49.5, p<0.001, and a Stimulus x 

Age interaction, F(8, 348) = 6.9, p<0.001. Thus, performance improved with age, and varied across 
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conditions. While for mean times these effects were additive, for variability (SD) of times there 

was an interaction showing changes in variability across conditions with age (Fig. 2b).  

Planned comparisons (paired t-tests) were used to compare AV measures at each age with both A 

and V measures. Significantly better performance in the combined-cue condition AV than in both 

single cue conditions A and V would be evidence that participants were exploiting parallel audio-

visual information to make faster (Fig. 2a) or less variable (Fig. 2b) decisions than with the best 

single cue. At all ages, both means and SDs of response times were significantly lower in the AV 

condition than in both the A and the V conditions (Fig. 2a-b, *s, and Supplemental Table S1). 

Thus, children as young as 4 years exploited parallel audio-visual information to respond faster, 

and less variably, than when given either information source alone.  

The absolute reduction in response time when two cues were available was similar across age 

groups, as seen in Fig. 2a and in the non-significant Age x Stimulus interaction. Because unimodal 

latencies decreased with age, when expressed as a proportion of unimodal response time (as a 

relative multisensory enhancement, rMRE), the two-cue advantage shows an increase in age. 

Calculating rMRE for each participant as (min(A|V) - AV) / min(A|V) * 100%, the mean (SEM) 

effect by age group (in %) is 12.5 (1.8), 17.1 (1.9), 19.1 (1.0), 20.7 (2.2), and 25.0 (1.0). 
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Figure 2 a. mean ± SEM of the mean latency and b. mean ± SEM of the SD of latency for each 
participant. ** AV differs from A and AV differs from V at the 5% level on paired two-tailed t-tests. 
c. Mean cumulative distributions of times in A, V, and AV conditions, compared with the classic 
race model (AVm), i.e. Miller’s bound (Miller, 1982), at 10 probability deciles. * mean AV time 
significantly faster than AVm prediction at the 5% level (Šidák-corrected for multiple 
comparisons) on paired one-tailed t-test.  
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Classic race model 

Some multisensory speed gains can be predicted by parallel processing. As a first test of the extent 

to which parallel processing could explain our empirical data (Fig. 2a), we compared distributions 

of two-cue (AV) response times with those predicted by Miller’s bound - that is, the fastest 

possible times given parallel processing of the single cues as measured in conditions A and V 

under the assumptions of Miller’s (1982) model. We compared mean measured AV latencies with 

mean model predictions (Fig. 2c, AV vs. AVm) at each of 10 probability deciles from 0.05 to 0.95 

using one-tailed paired t-tests, Šidák-corrected for multiple comparisons. At all ages, at least two 

deciles showed speeds significantly exceeding Miller’s bound (Fig. 2c, *, and Supplemental Table 

S2). The number of deciles exceeding the bound increased from 2 of 10 at 4 years to 8 of 10 in 

adults (Fig. 2c). The significant speed gains relative to Miller’s bound indicate that children as 

young as 4 years on average performed faster than could be explained by Miller’s model. This 

stands in contrast  with several previous studies in which only children at older ages showed this 

result (Barutchu et al., 2009; Barutchu et al., 2010; Brandwein et al., 2011), At all ages in the present 

data, the lowest deciles are those at which violations of the model occur, a pattern commonly 

observed in other tests of Miller’s bound (e.g. Brandwein et al., 2011; Barutchu et al., 2009; 

Barutchu et al., 2010; Neil et al., 2006). 

Extended race model 

It has been pointed out that some speed gains relative to the Miller bound may be explained by 

increased variability when processing single cues, and so need not necessarily indicate 

coactivation (Otto & Mamassian, 2012). To test whether this could explain our data, we compared 

distributions of two-cue (AV) response times with those predicted by the extended race model 

developed by Otto and Mammasian (2012). Testing the model involves, first, fitting Gaussian 
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distributions to reciprocal response times in conditions A, V, and AV. The mean square errors of 

these empirical fits are plotted in Fig. 3, and the best-fitting parameters are given in Supplemental 

Table S3. Next, these distributions fitted to conditions A and V are used, together with free 

parameters for correlation (ρ) and noise (η), to fit a model prediction to condition AV. The error 

of the extended race model fit (“r”) is also shown in Fig. 3. As might be expected, approximations 

of the empirical A, V, and AV distributions by recinormal distributions include some error. This 

need not denote systematic mis-fits; it is also expected due to sampling noise. Fitting of the 

extended race model prediction “r” to empirical AV data also includes error (Fig. 3). As Fig. 3 

shows, extended race model predictions for AV distributions (“r”) have higher error than the 

recinormal fits to empirical A, V, and AV distributions, and this error increases with age. This 

implies that besides noise due to sampling, the model fit may include a systematic mis-fit, 

increasing with age.  

 

 

Figure 3. Mean ± SEM mean square error (MSE) of cumulative recinormal fits to empirical 
response times in conditions A, V, AV, and of extended race model (r) and coactivation model (c) 
fits to empirical response times in condition AV. 
 
  



Integration of audio-visual information  p. 22 
 

Fig. 4a shows cumulative response time distributions of representative individuals of different 

ages for empirical A, V and AV times (points and solid lines), and the best-fitting extended race 

model-predicted distribution for AV, AVm (red dashed line). While at younger ages deviations 

from the model tend to be small (red dashed line vs. solid black line), at older ages the empirical 

data deviate substantially and systematically from model predictions. However, even in older ages 

differences are not readily apparent from these plots (which also show only a single example 

participant from each group). To draw conclusions across all participants we carried out an 

analysis of both central tendency and dispersion, asking to what extent empirical distributions 

differed from those predicted by the model for each individual in the study. We then made a 

statistical comparison of empirical and model-predicted values for each age group.  
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Figure 4. Extended race model analysis. a. Data from representative individuals, one at each age: 
empirical reaction times (data points), fitted recinormal cumulative distributions (solid lines), 
and best-fitting extended race model prediction for AV times (dashed red line) for one 
representative participant from each age group. b. Group data showing differences between 
medians and inter-quartile ranges (IQRs) of recinormal fits to cumulative distributions of 
empirical AV response times and those predicted by the model via least-squares fits to cumulative 
AV response time distributions, for individual participants (data points) and as a group mean (+). 
* group mean differs significantly from zero on two-tailed one sample t-test (see Supplemental 
Table S4).  
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A potential concern when empirical data are fitted by distributions (here, reciprocal reaction 

times are fitted with Gaussian distributions) is that if empirical distributions systematically differ 

from those fitted, the fitting process could lead to systematic biases in the estimation of 

parameters from the data. To check this, we compared model-fitted and empirical measures of 

centre (mean, median) and dispersion (standard deviation, SD; interquartile range, IQR). We 

found that the approach of fitting Gaussian distributions to reciprocal response times produced 

biased estimates of mean and SD in our data, while median and interquartile range (IQR) were 

more robust against such biases; see Supplemental Fig. S2. We therefore used median and IQR as 

summary measures of centre and dispersion. We analysed the differences between median and 

IQR of fits to empirical AV distributions, and median and IQR of extended race model predictions 

for the AV condition. Fig. 4b plots these differences for each individual subject, and the group 

mean difference (+ symbol). Two-tailed one-sample t-tests tested the hypothesis that each group’s 

mean median and IQR difference from the model differed from zero (Fig. 4b, *, and Supplemental 

Table S4). At all ages at least one of these two measures showed performance to be better than 

the model, and at three ages (5-6, 7-8, adult), both measures were significantly better. Thus, on 

average, the best-fitting extended race model using two free parameters per observer failed to 

capture the gains in speed and/or variability of response times from 4 years upwards. The 

deviations from the model were small but highly systematic.  

In summary, from 4 years, response times to simultaneous visual and auditory information were 

significantly faster and/or less variable than those predicted by the extended race model with ρ 

and η parameters providing the best fit to cumulative response time distributions.  

Although the extended race model did not correctly predict distributions of reaction times, Table 

1 reports the mean best-fitting values for ρ and η by age group, for comparison with previous 
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results (Otto & Mamassian, 2012) or those from future studies. These fits indicate that the age 

changes in AV performance depend on a progressively greater negative correlation between 

signals and on progressively increasing noise. ANOVAs found that age changes in both 

parameters were significant: for ρ (correlation), F(4,116) = 10.0, p < 0.001; for η (added noise), 

F(4,116) = 17.7, p < 0.001. A conclusion of much greater noise in the mature as compared with the 

developing system (η = 1.04 in adults vs 0.30 at 4 years; Table 1) would certainly be counter-

intuitive. Together with the findings that this model’s best fitting parameters do not give a good 

account of the empirical data (Fig. 4b), this argues against the extended race model as a good 

explanation of the empirical results. 

 
Table 1. Mean (SEM) for parameters ρ and η in the extended race model that provided least-
squares fits to distributions of AV response times in each age group.  
 
 

age group ρ (correlation) η (added noise) 

   

4 yr 0.06 (0.14) 0.30 (0.05) 

5-6 yr -0.33 (0.12) 0.47 (0.06) 

7-8 yr -0.42 (0.08) 0.51 (0.05) 

9-11 yr -0.51 (0.12) 0.67 (0.07) 

Adult -0.86 (0.05) 1.04 (0.07) 

 
 

Coactivation model 

We next compared distributions of two-cue (AV) response times with those predicted by our 

coactivation model. The first stage of this, fitting Gaussian distributions to reciprocal response 

times in conditions A, V, and AV, is the same as for the extended race model. Fig. 3 plots the 

errors of these fits. At the next stage, the distributions fitted to conditions A and V are used, 

together with free parameters for correlation (ρ) and efficiency (ε), to fit a model prediction to 
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condition AV. Fig. 3 plots the error of this model fit (“c”), alongside the error of the extended race 

model fit (“r”). It is clear from Fig. 3 that for condition AV, the error in coactivation model-

predicted vs. empirical reaction times (c) is the same as the error in fitting a recinormal 

distribution to describe empirical AV times (AV). Indeed, for all individual participants in all age 

groups, the recinormal and model-fitted parameters were identical. Likewise, model-predicted 

median and IQR values exactly matched those of recinormal-fitted AV distributions. To be 

precise, in all participants these values differed by <10-4 seconds, reflecting the tolerance values in 

our search for parameters that minimise least-squares2. 

The coactivation model is able, in principle, to match recinormal-fitted AV data exactly because, 

being based on a sum of two normally distributed variables (see Supplemental Methods, Eqs 5-6), 

it always predicts a normal distribution of reciprocal reaction times. Note, however, that being 

able to fit all observers’ data meant that for all observers, correlation and efficiency parameters 

within permitted bounds could be found; that is, all observers could be fitted with a correlation 

ranging from -1 to +1 and an efficiency ranging from 0 to 1 (the fitted parameters are described in 

more detail below).  

Paired t-tests were used to compare MSEs of fits from the extended race model (Fig. 3, “r” vs. “c”). 

These tests excluded one extreme outlier, a 4-year-old with a very high race model MSE, for 

whom the difference between race and coactivation model MSEs was more than 10 times the 

interquartile range greater than the median of these differences in this age group. As 

                                                      
2
 We used the Matlab function fminsearch with tolerance parameters TolFun and TolX set to their default 

values of 10
-4

. This meant that the search ended when either the MSE or the parameter values changed by 
less than 10

-4
 on two consecutive iterations. These tolerance values do not directly predict how far medians 

or IQRs of fitted reaction times might diverge from one fit to another, but they do predict that this 
divergence should be low, but non-zero. 
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Supplemental Table S5 reports, MSEs were significantly lower for the coactivation model at all 

ages.  

Table 2 reports the means for the best-fitting parameters ρ (correlation) and ε (efficiency) by age 

group. These means indicate that correlation changed from being somewhat more negative (-0.45 

at 4 years) to somewhat less negative (-0.33 in adults). At the same time, efficiency improved, 

from 0.60 at 4 years to 0.68 in adults. ANOVAs found that age changes in ε (efficiency) were 

significant, F(4,116) = 8.1, p < 0.001, while age changes in ρ (correlation) were not; F(4,116) = 1.1, p = 

0.34. A conclusion of age improvements in efficiency – here denoting the proportion of potentially 

useful signal used when pooling evidence from two sensory channels towards a single decision – is 

plausible.  

Table 2. Mean (SEM) for parameters ρ and ε (efficiency) in the coactivation model that provided 
least-squares fits to distributions of AV response times in each age group.  
 
 

age group ρ (correlation) ε (efficiency) 

   

4 yr -0.45 (0.046) 0.60 (0.009) 

5-6 yr -0.45 (0.045) 0.63 (0.012) 

7-8 yr -0.44 (0.044) 0.64 (0.005) 

9-11 yr -0.41 (0.052) 0.66 (0.013) 

Adult -0.33 (0.041) 0.68 (0.009) 
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Discussion 

We used a speeded audiovisual localisation task to investigate the development of children’s 

abilities to pool multisensory information. As early as four years, the youngest age we tested, 

children  were faster and less variable in their response times given both sensory signals 

compared with either one alone (Fig. 2a-b). These advantages were greater than those predicted 

by a classic race model widely used to analyse response time distributions (Fig. 2c). They were 

also greater than those predicted by an extended race model that did not assume “context 

invariance”, but allowed for increased variability when processing two signals (Fig. 4b). However, 

the multisensory advantages at all ages were predicted by a coactivation model predicting 

responses based on signals that are pooled ahead of a decision. The deviation from race model 

predictions and consistency with coactivation (pooling) was seen across the age range 4-12 years 

and in adults, showing early developing and sustained abilities to pool auditory and visual signals 

for speeded spatial localisation. Alongside this overall effect, there were major age-related 

reductions in overall speed and variability of response times, and in the efficiency of pooling as 

estimated by the coactivation model. 

The overall age improvements in response times and their variability are likely to reflect, firstly, 

improvements in the speed and spatial acuity of visual and auditory spatial estimates, and 

secondly, improvements in abilities to map the left/right manual response onto the left/right 

spatial signal. To keep children motivated, they participated in a secondary game in which they 

kept track of how many times a particular animal appeared following responses at the target 

location. It is possible that this additional demand provided some dual-task disadvantage for 

children compared with adults, in which case some of the age differences found may also be 

attributable to this demand.  
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Importantly, the study showed no evidence for a qualitative change in the signal processing 

strategy over the age range. At all ages, behaviour departed from predictions of parallel sensory 

decision making and were in line with the predictions of pooling of sensory signals ahead of a 

decision. Nevertheless, the extent to which behaviour departed from race models increased with 

age, suggesting extended development of sensory integration through childhood. At one extreme, 

adults showed an average 25% speed gain, violations of Miller’s bound at nearly all (8 of 10) 

quantiles (Fig. 2c), medians and IQRs of response times better than predicted by the extended 

race model for most individuals (Fig. 4b), and a mean estimated pooling efficiency of 0.68 (Table 

3). At the other extreme, four-year-olds showed an average 12% speed gain, violations of Miller’s 

bound at only two of 10 quantiles, medians and IQRs of response times similar to extended race 

model predictions for many individuals (Fig. 4b), and a mean estimated pooling efficiency of 0.60 

(Table 3).  

Our analysis suggests that the increasing departure with age from the predictions of either race 

model is explained by the increasing efficiency of pooling. At younger ages, pooling is less 

efficient (more potentially useful information is lost), so the benefits of pooling are smaller, and 

behaviour departs less dramatically from the range that can be predicted by parallel-channels 

models. Age improvements in pooling efficiency would be consistent with childhood brain 

changes including synaptic pruning and myelination (Huttenlocher & Dabholkar, 1997; Giedd et 

al., 1999), although their dependence on development of specific cortical or subcortical networks 

remains to be investigated. Another factor contributing to stronger departures from the model in 

older child and adult observers’ data may be the somewhat greater number of data points for 

adults, or a more consistent (less noisy) patterns of responding. Finally, although instructed to 

respond as quickly as possible, all observers presumably used some speed/accuracy trade-off, the 

setting of which is unknown and could have varied across age groups.  
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These results can reconcile those from previous studies in which infants showed speed gains 

exceeding race models in a localisation task (Neil et al., 2006), but children aged below 7 or 10-12 

years did not do so reliably in a central task where the stimulus was always at the same location, 

straight ahead (Barutchu et al., 2009; Barutchu et al., 2010; Brandwein et al., 2011). In the present 

left/right localisation task, we saw evidence for pooling of signals from 4 years. One might expect 

that the additional need to make correct spatial decisions would work against finding the greatest 

speed improvements. However, it may be that the need to localise the stimulus in space on every 

trial tapped into multisensory decision mechanisms dedicated to spatial localisation. A well-

known substrate for this kind of localisation is the superior colliculus (SC; Wallace et al., 1996; 

Wallace & Stein, 1997; Stein & Meredith, 1993). Multisensory integration in superior colliculus 

develops with postnatal sensory experience, which seems to be learnt via the cortico-SC 

projection (Stein et al., 2009). The decisions in our study may also (or alternatively) have 

depended on other cortical mechanisms (Molholm et al., 2002; Martuzzi et al., 2007; Noppeney et 

al., 2010). A study with adults directly comparing saccadic, directed manual and simple manual 

responses found violations of Miller’s bound in all three cases (Hughes et al., 1994). The present 

developmental results from a directed manual task, together with previous data from spatial 

orienting (Neil et al., 2006) and simple manual tasks (Barutchu et al., 2009; Barutchu et al., 2010; 

Brandwein et al., 2011), suggest that pooling of auditory and visual signals may develop much 

earlier for spatial localisation of signals than for simple detection of their onset. A follow-up study 

comparing simple responses and localisation directly should test this interpretation. 

Together, the good predictions of empirical reaction time distributions, the lower MSEs of fits, 

and the more interpretable age-changes in model parameters give strong reason to favour the 

coactivation model. Of course, the race and coactivation models we tested represent one variant 

of each, and it is possible that alternative models of either race or coactivation mechanisms would 
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behave differently. Nevertheless, these results are the first to meet the challenge posed by a recent 

critique of standard analyses of multisensory decision making (Otto & Mamassian, 2012). In that 

study, violations of the race model for judgments based on arbitrary pairings of sensory stimuli 

(e.g. motion direction and colour change) could be shown to be explicable by parallel decision 

making. In our study, spatial location judgments based on visual and auditory signals - a common 

and ecologically important function - was not explicable in this way. This is not surprising given 

the evidence for numerous cortical and sub-cortical mechanisms for pooling of visual and 

auditory information about target onsets (e.g. Wallace et al., 1996; Wallace & Stein, 1997; Stein et 

al., 2009 Molholm et al., 2002; Martuzzi et al., 2007; Noppeney et al., 2010). In a future study it 

would be ideal to make direct comparisons to test how differences in model fit are related to the 

choice of stimulus pairing. 

While we found evidence for departures from race models, and consistency with coactivation, in 

our youngest group, 4 years, the earliest age at which this behaviour would be evident is not yet 

known. There has been evidence from infants, using a reflexive orienting task and a classic race 

model analysis, for speed gains exceeding the Miller race model at 8-10 months (Neil et al., 2006). 

To understand development below 4 years, future studies should also test the extended race and 

coactivation models used here, and should evaluate potential differences between reflexive and 

voluntary tasks.  

It is interesting to compare our evidence for multisensory speed gains via pooling of signals from 

at least 4 years of age stands with results from numerous developmental studies measuring 

multisensory precision, in tasks that were not speeded. These tasks have found absent or sub-

optimal pooling of signals until much later in childhood (Gori et al., 2008; Nardini et al., 2008; 

Nardini et al., 2010; Gori et al., 2012; Nardini et al., 2013; Petrini et al., 2014). In these studies, 
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children aged 8 years or older did not improve their perceptual discrimination thresholds by 

taking correctly weighted averages of multiple estimates (e.g., in Gori et al., 2008, visual and 

haptic estimates of the heights of blocks). This highlights the gap, also in the adult literature, 

between research on the speed and the accuracy of multisensory decisions. Real-world behaviour 

requires the constant setting of speed/accuracy trade-offs. The present work provides a basis for 

future studies to model both the time course and the precision of decisions in developing sensory 

systems. The development of an “ideal observer” pooling model in the present study may be a 

useful step towards this. Interestingly, our model suggested that even adults showed only 68% of 

their theoretically optimal pooling efficiency in terms of decision speed. In contrast, adults 

making perceptual judgments that are not time-limited often show near-100% efficient (or near-

Bayes-optimal) performance (e.g. Ernst & Banks, 2002; Alais & Burr, 2004). An intriguing question 

is to what extent this represents a speed-accuracy trade-off, and whether a single model could 

capture the efficiency (relative to an ideal observer) of both the speed and the accuracy of 

decisions, including shifts in these as task demands are changed. Introducing rewards that 

depend on both time and accuracy can result in “ideal observer” predictions for the speed / 

accuracy trade-off itself. Another question is in what circumstances observers can find optimal 

trade-offs (i.e. those that maximise their reward rate; Gold & Shadlen, 2002), and how these 

abilities develop.  

The greatest challenge for explaining sensory and multisensory development – in the present 

case, two-fold improvements in unisensory speed, together with improving efficiency in pooling –

is to understand the mechanisms of change. Such mechanisms need to be understood at several 

distinct levels of analysis – for example, following Marr’s (1982) influential formulation, both the 

algorithms used for sensory processing and their “biophysical” underpinnings need to be 

understood, which can be considered to provide separate (albeit inter-related) levels of 



Integration of audio-visual information  p. 34 
 

explanation. An important challenge, recently highlighted by Poggio (2012), is to include 

development and learning in a full explanation of how sensory systems work. In the present case, 

we would like to know how development and learning shape humans’ abilities to use multiple 

senses to detect nearby objects, and how these processes are reflected both in the changing 

computations that sensory systems carry out, and in changes to the neural circuits underlying 

these. 
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Supplemental Methods 

Identification and exclusion of early responses 

For each age group, we estimated the boundary of the “early” distribution by fitting bilinear 

regression lines to a normal plot of reciprocal response times (a recinormal plot). Since 

distributions of 1/reaction time tend to be normally distributed, on a recinormal plot the main 

distribution of responses tends to lie on a straight line, while early responses unrelated to the 

stimulus lie on another line with a shallower slope (Carpenter & Williams, 1995; Reddi, Asrress, & 

Carpenter, 2003). We estimated the boundary of the early distribution as the change-point of a 

bilinear fit to the earliest 25% of responses for each age group; see Supplemental Fig. S1. Based on 

this, the criteria for exclusion were <374ms at 4 years (3.4% of trials excluded), <335ms at 5-6 

years (1.4 % excluded), <251ms at 7-8 years (0.9 % excluded), and <246ms at 9-10 years (0.9 % 

excluded). Adults did not show early responses (see Supplemental Fig. S1).  

 

Classic race model  

Given auditory only (A), visual only (V) and auditory-visual (AV) stimuli, cumulative distributions 

of response times in single-cue conditions A, V, state the probability p of a response time RT by 

time t, i.e. p (RT ≤ t|A) and p (RT ≤ t|V). Given parallel processing of the two signals A and V, and 

a strategy of responding to the fastest available signal on every trial, the probability of a decision 

before time t given simultaneous presentation of both signals (AV), is  

𝑝(𝑅𝑇 ≤ 𝑡|𝐴𝑉) =  𝑝(𝑅𝑇 ≤ 𝑡|𝐴) +   𝑝(𝑅𝑇 ≤ 𝑡|𝑉) − 𝑝(𝑅𝑇 ≤ 𝑡|𝐴 ∩ 𝑅𝑇 ≤ 𝑡|𝑉)   Eq. 1 
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The final joint probability term depends on the correlation between the two channels’ response 

times. Miller’s model adopts the conservative approach of considering a correlation of -1, which 

predicts the greatest decreases in RT, and makes the joint probability (the third term in Eq. 1) 

zero.  

We used the approach described in Ulrich, Miller, & Schroter (2007). For each participant, 

cumulative distributions of response times in single-cue conditions A and V were summed to give 

Miller’s bound, AVm, for comparison with the empirical cumulative distribution of two-cue 

response times, AV. The AV and AVm distributions were compared at 10 deciles from 0.05 to 0.95. 

For each participant the cumulative reaction time associated with each decile was determined by 

linear interpolation. For each age group, at each decile, the hypothesis that empirical times (AV) 

are faster than times predicted by Miller’s bound (AVm) was tested using a one-tailed paired t-

test. To obtain a family-wise Type I error rate of 5% over all 10 such comparisons in each age 

group, the Šidák correction (Šidák, 1967) was applied, giving a significance criterion of 0.0051 per 

comparison: 

1 − (1−∝)1/𝑛           Eq. 2 

Where α is the familywise error rate (0.05) and n is the number of comparisons (10). 

 

Extended race model 

We followed the method developed by Otto & Mamassian, 2012; see the article for full details. For 

each participant, the cumulative distribution of response times in each of the conditions A, V and 

AV was fitted by a cumulative recinormal distribution by a least-squares fit with mean and SD as 
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free parameters. This is equivalent to fitting a cumulative normal distribution to the reciprocal of 

response times, i.e. 1/RT. The extended race model predicts cumulative distributions of two-cue 

response times for a participant always responding to the faster of two redundant sensory signals. 

This is based on independent processing of the two single channels, given two parameters, 

correlation between signals (ρ) and added noise (η) when processing both at once. Added noise 

states the proportion by which the standard deviation of each single cue’s drift rate (in 1/t units) 

increases when both cues are processed together. Having fitted single-cue A and V cumulative 

response time distributions by cumulative recinormal distributions, we entered the means and 

SDs describing these into the extended race model with free parameters ρ, η in order to provide a 

least-squares fit to the empirical distribution of AV response times (examples, Fig. 4a, dashed 

lines).   

An important feature of the approach of Otto & Mamassian (2012) is that model predictions are 

made in the 1/t domain. That is, the model predicts the effect of a race between signals on the rate 

(and variability in this rate) at which decisions are made (see Fig. 1e). We adopted the same 

approach to formulate a coactivation model.   
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Coactivation model 

Our coactivation model (Fig. 1d) predicts cumulative distributions of two-cue response times for a 

participant responding based on pooled evidence from two redundant sensory signals. 

Coactivation models assume that multiple sources of evidence are pooled towards a single 

decision (Townsend & Wenger, 2004; Townsend & Eidels, 2011). In the present case, we have 

normally distributed distributions of response rates (in 1/t units) when subjects are given either 

single cue A or V. We would like to predict their distribution of response rates when both are 

available together (AV) if the A and V information is being pooled. The simplest model would be 

one in which A and V rates are uncorrelated, and the pooling mechanism is perfectly efficient. In 

that case, the distribution of AV rates would be the sum of two independent normally distributed 

variables, where the mean is the sum of the two means, and the variance is the sum of the two 

variances: 

𝜇𝐴𝑉 =  𝜇𝐴 + 𝜇𝑉           Eq. 3 

𝜎𝐴𝑉
2 = 𝜎𝐴

2 + 𝜎𝑉
2           Eq. 4 

In practice, increases in the AV rate were lower, and increases in the variance of this rate were 

also lower, than this parameter-free model would predict.  

We allowed that A and V rates might be correlated, and that the pooling of the two signals may 

not be perfectly efficient. Our prediction for the variance in AV rate, allowing for a possible 

correlation between A and V rates, is the total variance for a sum of two correlated normally 

distributed variables: 

𝜎𝐴𝑉
2 = 𝜎𝐴

2 + 𝜎𝑉
2 + 2𝜌 ∙ 𝜎𝐴𝜎𝑉          Eq. 5 
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Where ρ is the correlation between A and V rates, and must range from -1 to 1. The total variance 

is lower when distributions are negatively correlated than when there is no correlation, or a 

positive correlation. 

Our prediction for the mean AV rate, allowing that the accumulation of combined evidence from 

A and V stimuli may not be perfectly efficient, includes an efficiency parameter η. This states the 

proportion of the theoretically optimal total A + V rate that is in practice achieved when A and V 

signals are pooled: 

𝜇𝐴𝑉 =  (𝜇𝐴 + 𝜇𝑉) ∙ 𝜂          Eq. 6 

Where η must range from 0 to 1. 
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Supplemental Figures 

 

 

Figure S1. Response time distributions and cut-offs for “early” responses. a. distributions of 
response times, pooled across all three experimental conditions. b. distributions of negative 
reciprocal response times. c. normal plots of negative reciprocal response times. Dashed lines 
indicate change-points of bilinear fits, used as a cut-off to define early responses. 
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Figure S2. Mean ± 95% c.i. error in estimates of mean, SD, median, and IQR of response times 
via recinormal fits to reaction time data in the extended race model. * 95% confidence interval 
excludes zero. 
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Supplemental Tables 

 
 
Table S1. Results of planned comparisons (two-tailed paired t-tests) for mean response times in 
condition AV vs. conditions A and V; see Fig. 1b-c. * significant at the 5% level. 
 

measure and age group AV vs A AV vs V 

   

mean, 4 yr t(16) = 5.8, p < 0.001 * t(16) = 8.5, p < 0.001 * 

mean, 5-6 yr t(20) = 7.0, p < 0.001 * t(20) = 8.1, p < 0.001 * 

mean, 7-8 yr t(31) = 15.5, p < 0.001 * t(31) = 13.5, p < 0.001 * 

mean, 9-11 yr t(24) = 10.2, p < 0.001 * t(24) = 8.4, p < 0.001 * 

mean, adult t(25) = 14.9 p < 0.001 * t(25) = 13.1, p < 0.001 * 

   

SD, 4 yr t(16) = 3.6, p < 0.01 * t(16) = 4.6, p < 0.001 * 

SD, 5-6 yr t(20) = 2.6, p < 0.02 * t(20) = 4.4, p < 0.001 * 

SD, 7-8 yr t(31) = 4.9, p < 0.001 * t(31) = 6.5, p < 0.001 * 

SD, 9-11 yr t(24) = 4.4, p < 0.001 * t(24) = 4.6, p < 0.001 * 

SD, adult t(25) = 4.5, p < 0.001 * t(25) = 6.7, p < 0.001 * 

 
 
 
Table S2. Results of one-tailed paired t-tests comparing cumulative response time deciles with 
race model predictions (Miller’s bound); see Fig. 1d. * significant at the 5% level after Šidák 
correction for multiple comparisons. 
 

  age group 

  4 yr 5-6 yr 7-8 yr 9-10 yr adult 

decile d.f. 16 20 31 24 25 

0.05 t, p 3.5, <0.002 * 4.9, <0.001 *  5.1, <0.001 * 5.4, <0.001 * 14.2, <0.001 * 

0.15 t, p 3.5, <0.002 * 5.7,  <0.001 * 7.7, <0.001 * 7.5, <0.001 * 19.3, <0.001 * 

0.25 t, p 2.4, <0.02 6.0, <0.001 * 8.6, <0.001 * 5.9, <0.001 * 18.4, <0.001 * 

0.35 t, p 2.5, <0.02 4.5, <0.001 * 10.1, <0.001 * 6.0, <0.001 * 14.2, <0.001 * 

0.45 t, p 1.0, 0.16 4.0, <0.001 * 8.0, <0.001 * 6.5, <0.001 * 13.0, <0.001 * 

0.55 t, p -0.6 2.5, <0.02 4.7, <0.001 * 4.6, <0.001 * 12.4, <0.001 * 

0.65 t, p -3.1 0.6, 0.27 0.6, 0.28 2.1, <0.05 10.8, <0.001 * 

0.75 t, p -3.9 -1.3 -1.9  0.7, 0.24 4.0, <0.001 * 

0.85 t, p -6.3 -3.9 -4.8 -2.1 -0.5 

0.95 t, p -7.3 -6.6 -8.3 -5.8 -6.1 
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Table S3. Mean (s.e.) parameters of fits of reci-normal distributions to empirical data. 
 

 

 

 

 

Table S4. Mean (SE) of differences in empirical and model-predicted median and IQR of response 
times for condition AV, with extended race model fits minimising square error of the fit to 
cumulative AV reaction times, and results of two-tailed one-sample t-tests (see Fig. 3).  
* significant at the 5% level. 
 

age 
group 

median, data vs model IQR, data vs model 

mean (SE) (ms) t-test mean (SE) (ms) t-test 

4 yr -3.46 (1.17) t(16) = 3.0, p < 0.01 * -10.62 (5.39) t(16) = 2.0, p = 0.07 

5-6 yr -4.15 (1.68) t(20) = 2.5, p < 0.05 * -8.85 (4.19) t(20) = 2.1, p < 0.05 * 

7-8 yr -3.73 (0.59) t(31) = 6.4, p < 0.001 * -5.84 (2.12) t(31) = 2.8, p < 0.01 * 

9-11 yr -2.47 (3.02) t(24) = 0.8, p = 0.42 -14.09 (4.64) t(24) = 3.0, p < 0.01 * 

adult -5.09 (0.50) t(25) = 10.2, p < 0.001 * -15.15 (2.42) t(25) = 6.3, p < 0.001 * 

 

Table S5. Results of paired two-tailed t-tests comparing MSEs of fits to empirical data by the 
extended race model and the coactivation model. 
 

age group MSE, race vs coactivation model 

  

4 yr t(15) = 2.6, p < 0.03 * 

5-6 yr t(20) = 2.6, p < 0.02 * 

7-8 yr t(31) = 2.8, p < 0.01 * 

9-11 yr t(24) = 2.9, p < 0.01 * 

Adult t(25) = 4.7, p < 0.001 * 

 

 

group µA (s-1) µV (s-1) µAV (s-1) σA (s-1) σV (s-1) σAV (s-1) 

4 year 1.255 
(0.075) 

1.195 
(0.059) 

1.476 
(0.069) 

0.367 
(0.024) 

0.355 
(0.018) 

0.376 
(0.021) 

5-6 year 1.295 
(0.064) 

1.318 
(0.047) 

1.673 
(0.060) 

0.361 
(0.019) 

0.424 
(0.020) 

0.416 
(0.025) 

7-8 year 1.598 
(0.059) 

1.532 
(0.060) 

2.022 
(0.077) 

0.427 
(0.022) 

0.491 
(0.020) 

0.503 
(0.024) 

9-11 year 1.639 
(0.071) 

1.724 
(0.056) 

2.230 
(0.083) 

0.410 
(0.018) 

0.487 
(0.019) 

0.521 
(0.032) 

adult 2.214 
(0.077) 

2.242 
(0.074) 

3.024 
(0.105) 

0.493 
(0.026) 

0.532 
(0.021) 

0.628 
(0.029) 
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