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Abstract—We jointly optimize the source and relay precoders precoding matrices based on majorization theory for a one—
for multi-antenna multi—relay networks employing a prefixed re-  way three—node amplify—and—forward relay network. In [12]
ceiver. Prefixed receivers are of practical interest since thegnable a linear minimum mean square error (MMSE) equalizer was

low complexity at the end-user’s receiver as well as backward d at the destinati In 115 i decisi
compatibility. To compute the source and relay precoders, we assumed a e destination. In [15], a nonlinear decision

consider two different criteria. The objective of the first criterion  feedback equalizer (DFE) at the destination was considered
is to maximize the worst stream signal-to—interference—plus— The optimization of the source precoder, relay precodet, an
noise ratio (SINR) at the output of the receiver subject to soute  receiver via minimization of the sum of the source and relay
and relay transmit power constraints. Under the second criterion powers subject to a quality—of-service (QoS) constrains wa

we minimize the source and relay transmit powers subject to a S . . .
certain quality—of—service constraint. Both optimization problems studied in [16] for single relay networks and in [17] for mult

are non—convex. To solve them, we propose iterative alternating relay networks. The case of multiuser MIMO relay networks
algorithms, where, in each iteration, we compute the precoders was studied in [18], [19]. An excellent reference on precode
alternately, i.e., for each precoder optimization, we fix all the design for MIMO relay networks is [20]. In all the above
precoders except the one which is optimized. For both criteria, works, an equalizer was assumed at the destination and it

we formulate the optimization problem for the computation ointl timized with th d rel d
of the source precoder as a second order cone programming was jointly opumized wi € source and relay precoders.

(SOCP) problem, for which the optimal solution can be found [N particular, if the receiver is jointly optimized with the
using interior point algorithms. For each relay precoder, we source and relay, i.e., the receiver is a function of the g®ur

formulate the optimization problem as a semidefinite relaxation gnd relay precoders, it was proven that the optimal solution
(SDR) problem for which ready-to-use solvers exist. If the for the source and relay precoders diagonalizes the end-to-

solution to the SDR problem is not of rank one, matrix rank— ) . o .
one decomposition or randomization is applied. We also provide end channel [12], [13], which allows simplifying the matrix

sufficient conditions for the convergence of the proposed iterate  valued optimization problem to a scalar power allocation
alternating algorithms to a fixed point. Simulation results show optimization problem. In general, the resulting scalar @ow

that the performance of the proposed algorithms is close to the allocation problem is not convex due to the product of the

performance achieved if the source, relay, and receiver filtersi@  5q\yer allocation parameters of the source and relay. Teesolv
jointly optimized. the non-convex scalar power allocation problem, altengati

Index Terms—Cooperative relaying, multiple-input multiple—  gptimization can be used, i.e., the scalar power allocation

output, joint optimization of source and relays, prefixed receives. parameters of one node are updated while fixing the power

allocation parameters of the other node [12].
In this paper, we consider the practical case of multi—relay
I. INTRODUCTION networks, where the receiver at the user side is prefixed,

Cooperative communication has been one of the most actf/d 10intly optimize the source and relay precoders for this
areas of research over the last decade. It enables religignario. The motivation behind this work, and more specif-

communication and expands the coverage of wireless neswol®@!ly behind the assumption of a prefixed receiver at the
[1]-[3]. It is expected that relaying will be a key feature ofiestination, is that the use of MIMO relays in the downlink of

all future wireless standards. In fact, relaying is one & tfuture wireless networks requires some modifications of the

key features of the LTE—advanced standard [4], [5]. Reyenﬂransmit'ger z_at the source (base station) and/or the racaive
multiple—input multiple—output (MIMO) relay networks hav the de_stllnatlon (end—user) comp_ar.ed to the current neswork
attracted a lot of interest due to their ability to signifitgn N @ddition to the fact that modifying the transmitter at the
increase the spectral efficiency and reliability [6], [7]heT base station is much easier and less costly than modifying

joint design of source and relay precoders has been exepsi1€ receiver at the end-user, using prefixed receivers enisur
considered in the literature [7]-[14]. Different criterisuch Packward compatibility. Moreover, to keep the complexity a

as mutual information [7], [8] and mean square error (MSI’:‘E‘e end-user as low as possible, equalization may not be used

[11], were considered for the optimization of the source arfti @l [21], [22]. The design of the transmitter in the case

relay precoders. For example, in [12], the authors propos@f2 Prefixed receiver for MIMO point-to—point systems was

a unified framework to jointly optimize the source and relagtudied in [22], [23]. However, to the best of our knowledge,
here is no previous work that considers joint source arayrel
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. . R
source and relay precoders for a prefixed receiver at the oY

destination, which is a very interesting and challenging wli| Fi iy,
problem from both practical and theoretical points of H, R Gy
view. s Y — D

1 1
» We consider two different criteria for optimization of the s | , —Y /H' i Fa jw*z‘ Y— w |,
source and relay precoders for a prefixed receiver. Under Y 2 N
Hy 1 Y_

the first criterion, we maximize the worst stream signal— R G
to—interference—plus—noise ratio (SINR) at the output of Y M
the receiver subject to source and relay transmit power wli| Fu iy,
constraints. This criterion is of interest if the system
wants to maximize the worst stream SINR given strictig. 1. Relay network with one source, one destination, &nhdelays. The
constraints on the source and relay powers. Under tpRirce, relay, and destination nodes are equipped With N, and Np
- S antennas, respectively. The receiver maWk is assumed to be prefixed.

second criterion, we minimize the source-relay power
subject to a certain QoS constraint. This criterion is of
interest when the system tries to ensure a certain requir;

QoS while minimizing the used power. Both criteria leagio e and statistical expectation operators, respegtivel- 0
to non—convex optimization problems. means thaf is a Hermitian positive semidefinite matriky is

«+ We also discuss the feasibility of both optimization proby,q - o i identity matrix andi . ; denotes @ x L diagonal

lems. In particular, we show that for the two optimization, 4trix with ones on the main diagonal and zeros elsewhere.
problems to be feasible the number of antennas at _eaii:h” and | - | denote the Euclidean norm of a vector and the
node should be greater or equal to the number of signglso| te value of a complex scalar, respectively. Finallyis

streams. , , an all-zeros vector except for thith position where its entry
« We propose iterative alternating algorithms [24] to solvg e

the two non—convex optimization problems, where, in
each iteration, we compute the precoders alternately,
i.e., all precoders are fixed except the one which is
optimized. We show that the optimization problem for the We consider a relay network with one sourcg, one
computation of the source precoder can be formulated @@stination,D, and M relays, Ry, ..., Ry, see Fig. 1. The

a second order cone programming (SOCP) problem, féurce node, the destination node, and each relay are equipp
which the optimal solution can be found using interiowith Ns, Np, and Ny antennas, respectively. Note that for
point algorithms. Similarly, for the optimization of eachnotational convenience and without loss of generality, we
relay precoder, we formulate the optimization problerdssume that all relays have the same number of antennas. It is

as a semidefinite relaxation (SDR) problem, for whichtraightforward to extend the proposed schemes to the glener
ready—to—use solvers exist. case where the relays may have different numbers of antennas
« Since the proposed algorithms are iterative, we also didle assume a half—duplex protocol and each transmission is
cuss their convergence and provide sufficient conditio@gganized in two time slots. In the first time slot, the source
for it. The feasibility study of the optimization problemsﬂOde transmits signals to all relays. In the second time slot
and the sufficient conditions for the convergence of tH8e relays filter the received signals and forward them to

proposed a|oorithm provide us with some insight on howe destination node. At the destination, the Signals vedei
to design the system. during the second time slot are processed and detected. We

We note that, unlike the case of joint optimization of therseu assume that there is no direct link between the source natle an
and relay precoders along with the equalizer [12], [13]'acorthe destination node. We assume spatial multiplexing where
prefixed receiver, the obtained solution does not diagpealithe source node transmifs different signal streams. We also

the end—to—end channel in general. assume that the relays are perfectly synchronized and full

The remainder of this paper is organized as follows. [ghannel state information (CSI) is available at the soulce.
Section II, the system model is presented. The SINR madtactice, each relay node estimates its source—relay ehann
mization problem under transmit power constraints is smidjVia @ training sequence (known by the relays) that is sent by
in Section 1ll, and the power minimization problem undethe source node to all relays. The destination estimates all
QoS constraints is investigated in Section IV. In Section \elay—destination channels in a similar fashion. Subsetye
numerical results are presented, and conclusions are drawi€e destination and the relays send back the estimated elsann
Section VI. to the source via error—free feedback channels.

Notation: Throughout this paper, we use small and Capitai The Signal received at the relayS during the first time slot
boldface letters to denote vectors and matrices, respégtivis given by
The operatorg-)*, (-)7, (-)¥, and (-)' denote the complex
conjugate, the transpose, the Hermitian transpose, and the
pseudo-inverse, respective[yk]ij denotes théi, j)th entry of wheres € © is the transmit vector whose elements are in-
matrix A. vec(A) denotes stacking the columns Af in one dependent and identically distributed (i.i.d.) and dravemf a
column vectora while vec ! (a) denotes the inverse operationscalar symbol alphabet such as phase-shift keying (PSK) or

ddenotes the Kronecker produci(-) and E[-] denote the

Il. SYSTEM MODEL

yi =H;Us+n,;, i€ {1, ,Af}, (1)



guadrature amplitude modulation (QAM) with unit variancekience, the total transmit power is
i.e., Essf] =1,. U e ~sxListhe precoding matrix at the
source nodeH; € ~Nr*Ns i ¢ {1 .. M}, is the channel Pr=F;+ P;

matrix between the source node and relan,; € V&*!is M
the additive (spatially and temporally) white Gaussiansaoi = tr(UUH)+Z tr(F; (H;UU"H} +02 In,) F) . (7)
(AWGN) vector at relayi and its elements have variana:%r, i=1

i.e., Ennfl] =02 In,.y; € "#*!is the signal received
at theith relay.

The signal received at thih relay is filtered by precoder
F;, ¢ NexNr_ The signal at the output of thah relay is
given by

As mentioned before, the computation of the precoders is don
at the source node. The reason behind this assumption is to
keep the complexity of the receiver at the destination as low
as possible. Exploiting the full CSI of all links, the source
computes all precoders and forwards the relay precodereto t
relays. We note that, unlike our scheme, the schemes where
the source, relay, and destination filters are jointly ojted

The signal received at the destination during the second tiffduire that the source sends the receiver filter coeffisient

t;=F,H,Us+ F;n,;, i€ {]., ,M} (2)

slot is given by (_or th_e source and relay prec_ode_rs coefficients if_ the_ receiv
filter is computed at the destination) to the destination].[12

M M Hence, the signaling overhead of the scheme with a prefixed

r= Z G;F;H,;Us + ZGime +n, (3) receiver in terms of forwarding the precoder coefficients is

i=1 i=1 smaller than that of the schemes where the receiver filter is

where G, € NoxNr is the channel matrix between reIa)JOintly optimizegl with the source and relay precoders.

i and the destination, and ¢ Nox! is AWGN at the In the foIIowmg,. we deS|gn.the precpdgrs at the source
destination with variance?, i.e., Elnn’l| = 421y, . At the and 're.lays. accord_lng o two different criteria, name!y SINR
receiver, a linear equalizer matriv ¢ *Np s utilized maX|m|;at|0n subject to source and relay transr.nl't. power
to recover the transmit signal Throughout this paper, we constraints, and source and relay transmit power mininoizat

assume that the equalizer matiW¥ is prefixed. We assume under QoS constraints.
that the prefixed equalizer matr®W is a function of theR—

D channel and the destination is oblivious to the existence
of a precoder at the relay. For a single relay network, i.e.,
M = 1, we assume that the receiver can use either no
equalizer or a low-complexity equalizer (e.g., zero-fogci  In this section, to compute the source and relay precoders,
(ZF) or MMSE equalizer). In particular, if the receiver usese propose to maximize the QoS, here the worst stream SINR,
no equalizer, we hav&8V = I, ., . However, if the receiver which is closely related to the bit error rate (BER), subject
uses a ZF equalizer, i.eW = GL or an MMSE equalizer, source and relay power constraints. Here, we assume that the
i.e., W = GIf (ggIND + GlG{I)’l, we assumeNp = L source and relays are subject to separate power constraints
and Np > L so as to recover thé& signal streams sent by This assumption is more practical than a joint power coirgtra
the source at the equalizer output. For the multi-relay cader the source and relays since source and relays are usually
i.e., M > 2, we assume that the receiver uses no equalizggographically separated and have their own power supplies
i.e.,, W =1I.,y,, Or an equalizer matri®v ¢ £*No_The We firstassume a joint transmit power constraint for allysla
signal at the output of the equalizer can be written as The case of individual relay transmit power constraints kgl
discussed in Subsection I1I-C. The optimization problem fo
the joint relay power constraint can be formulated as

SINR MAXIMIZATION UNDER SOURCE AND RELAY
TRANSMIT POWER CONSTRAINTS

M M
§=Wr=W)> G,F;HUs+W> G;Fn,+Wn. (4)

=t =t . {min , SINR;
. Fa, je{1,....L
For future use, we compute the source and relay transmit ' o f jP <p
powers. Since the transmitted symbols are i.i.d. and of unit § =7 smar
variance, the source transmit power is given by Pr < Prmaz, ®)
P. —tr (UUH ) (5) whereP; ;4. and P, 4, are the maximum available transmit
s .

powers at the source and relays, respectively. The SINReof th
From (2), it can easily be shown that the relay transmit pow#t signal stream at the receiver can be obtained as
is given by 2

M
M {Z WGiFiHiU]

_ HypHpH | 2 H =
1=1 I M M N )
=z > |:ZWG'L'F1‘H1‘]J:| +02 32> [WGiFi}ij&i,j
_ Ztr (F; (H;UUYHY + 02 Iy,)FF). (6) | Li=1 ik =
i—1

©)



Np 2 . . . .
wheres? | = 02 3 ‘[W]jk‘ _Note that the max—min crite- The first constraint in (12) can be rewritten as [23]
. k=1

rion in (8) ensures fairness among the signal streamsthe., 1 ‘[TU] B 2 - Z ‘[TU} | 2 e
optimal solution satisfieSINR; = SINR, = ... = SINR7.. A i wy gk !

It can easily be shown that (8) is always feasible provided L ) )
that min(Ng, Ng, Np) > L. For example, one feasible > Z ’[TU] ,k‘ + aj — ‘[TU] ‘ .(13)
suboptimal solution is 1 ! »

Then,
Pz;,mam
U= T IngxLs (10)

1 2 2
- <1+A> rul,[ = S[Tul| e @)
k=1
Fj = \|Prmaz/ Y _tr (H{UUPHE + 02 Iy,) In,, . , .
i—1 From (12), we can see that I is an optimal solution so
=1, M. 1y is Udiag{e?%,...,e7%c}, whereb;, i = 1, ..., L, are arbitrary
phases. Then, without loss of generality, we can assume that

Optimization problem (8) is non—convex and in general NPTUl;; = 0. Therefore, (14) becomes

hard. Hence, it is very difficult, if not impossible, to solve

HmH,, .
it optimally. Notice that the non—convexity has its origim i 1+ 1 [TU};;, = ‘ Ut 483 , (15)
the product of the precoders. In the following, we propose an A V&

iterative alternating algorithm to solve optimization piem wheree; is an all zeros vector except with a one at tib
(8). In particular, in each iteration of the algorithm, weyosition.

compute the source and relay precoders alternately. Miest, ysing
fix all the _relay precoders and optimize the source_precoder tr (UHU) = [lvec (U)H27 (16)
U by solving (8). Then, we use the obtain&d and fix all
the relay precoders except one, sBy, and optimize it by the second constraint in (12) can be written as
solving (8), and so on for the other relay precoders. Having
the new source and relay precoders, we repeat the same [vec (U)[| < v/ Ps,maz- (7)
procedu_re tl convergence. T_he convergence OT the ItL'Eﬂrat'Furthermore, the left hand side of the third constraint i) (1
alternating algorithm will be discussed later in this saatiln o

? . . can be simplified as
the following, we describe the computation of the precoders

in more detail. M M
Ztr (F,H,UUTHIFY) =tr (UH (Z HAFH FiHi> Ul .
i=1 i=1
: (18)
A. Computation of the Source Precoder
Using Cholesky decomposition, we have
Let us assume that the relay precoders are fixed and compute

the source precoder that maximizes the cost function in (8). M I "
Rewriting optimization problem (8) and after some simplifi- ZHz F/F:H; =L"L. (19)
cations, we obtain =1
Combining (16), (18), and (19), the third constraint in (12)
max A can be rewritten as
U,
[Tu; ..]2 Ivee (LU)|| < /Py (20)
27 .
s 1. L 2 2A j=1...,L Finally, optimization problem (12) can be recast as
> [T, | +a
k#j max A
t‘r (UUH) S PS,’H’L(L.’L‘ U7)\ 1 H H
, U“"T"e;
M s. t. 1+TU,.2’ 7, j=1,...,L
>t (FH,UUYH]F]) < Py, (12) 3 UL Va;
=l [vec (U)|| < v/ Ps,max
M [lvec (LU)|| < +/Pr. (21)
where \ is a real-valued slack variabl®, = >~ WG, F;H;, ) L _
i=1 Note that for a given\, optimization problem (21) is an SOCP
M Npgr 2 T . e .
a; = Ufzr S i [WGiFi]jk’ +627, and P, = Prpas — feasibility problem. Therefore, for a g|veh, opt|m|;at|on_
i=1 k=1 - problem (21) can be solved optimally using interior point

algorithms [25], and the optimal can be found using a simple

M
2 wH
In, ,L; tr (B ). bisection search [26].



B. Computation of Relay PrecodeFs constraint in (26), we obtain the SDR of (26), which is a

Now, let us assume that all source and relay precoders 8fheralized quasiconvex problem and can be efficientlyesolv
fixed except the precoder at relay, F,,. The optimization by a bisection search [25]. In particular, by introducingeavn

problem forF,, becomes variable \, the SDR of problem (26) can be written as
M 2 gm}; A
max min L; QzFZP’] ii s. t. tr (]:D,m’j;_m) > Mt (Conj®), j=1,...,L
Fr je{l,.i.,L}zL: [%QFP} 102 %%[QF] ‘2+a-2 _ tr (DTtbm <P,
izilli= 1jk i P | L B t_r (Te,) =1
st tr(Fp (PuP2 +02 1Iy,)FE) < P, (22) @ = 0. (27)

where Q; = WG,, P, — H,U, and P,, = P, _ For the special case of one relay, id.= 1, problem (23) is

M ’ v o oo a homogeneous fractional QCQP since in this case we have
> tr (F; (P;PH + 02 Iy, ) FH). Optimization problem amj = 0, Gy = 0, Vi = 0, and v, ; = 72 ;. Hence,
1=1 9,

igm ) ) problem (27) reduces to
(22) can be recast as (see Appendix for the details)

o fHALf, +fla, ball £ ta,,  BOY2
B el BV f + B AV B fomy S b 0 (A @) 2 M (Vi) + Ao g, =1, L
ot £4D,. £, < P, (23) tr (D, ®@,,) < P,
®,, 0. (28)

wheref,, = vec(F,,) andD,, = (P,,PZ +a,217.INR)T ®
In,, and A,, ;, a,, j, anda,, ; are defined after (46), andwhere®,, = f,,f/.

Vi Vmj, and v, ; are given in (52), (53), and (54), Note that for a given\, both optimization problems (27)
respectively. Optimization problem (23) is a non—convec{fr and (28) reduce to feasibility problems that can be solved
tional quadratically constrained quadratic program (QEQEfficiently using software packages like the convex optaniz
and is NP-hard. To solve (23), we propose to relax it intion toolbox CVX [27]. The optimal\ can easily be found

a semidefinite program (SDP) referred to as semidefiniising a simple bisection search [25], [26]. It is worth ngtin
relaxation (SDR). Note that the cost function in (23) is ithat the obtained solution is not necessarily of rank one.
inhomogeneous form. Let us first write (23) as a homogenedNsvertheless, we can obtain a rank—one solution via rank

fractional QCQP. We define reduction techniques [26], [28]. Lab, denote the obtained
D. 0 A oA optimal solution of problem (27). Depending on the rank of
D,, = " B,,=| g7 ™ &*  we have the following two cases:
m 0 0 9 m,j am i am,j 9 m? g .

; Case 1 (ank (®7,) = 1): If @}, is of rank one, then this

Chnj= [ V}}W’ Vm,j } , and f,, = { } . (29) solution is also optimal for the rank—constrained optirioa
Vin,g  Um.j t problem (26) since problems (26) and (27) are equivalent in

where|t|* = 1. Using (24), optimization problem (23) can bethis case. We can gd}, = F:”T’t*} from ®, by eigen—

written as a homogeneous fractional QCQP as follows decomposition. Then, we computg — Fr /t*. Finally, we

. £1B,, fn get F*, = vec™! (f*). For the case of a single relay, i.e.,
H%ix je{r{??@} £HC,, it M =1, let ®7, denote the obtained optimal rank—one solution
s.t. FUD,E, <P, ' of problem (28). In this casef, is obtained from®:, by
fZI‘f _I (25) eigen—decomposition arlll;, = vec™" (f}).
m=tm = Case 2 fank (®},) > 1): Our aim in this case is to extract
00 .= - . an optimal rank—one solution fron®,, if possible, and if
where I = 0 1 ] Letting @, = finf,, and using the not, a suboptimal rank—one solution. We have the following
fact thatx! Ax = tr(Axx!?), optimization problem (25) can proposition.
be written equivalently as Proposition 1: An optimal rank—one solution for problem
tt (B, ®1) (27) can always be obtained frod?, if either L = 2 (VM)
max min < — " or L < 3 (if M = 1); otherwise, only suboptimal rank—one
o JE{LL} tr (Crn ) solutions can be obtained.
s.t. tr(Dy,®m) < Py, Proof: The proof is based on the following lemma.
tr (p.i,m) -1 Lemma 1:The SDR of a complex—valued homogeneous
&, =0 QCQP with K constraints has an optimal solution with rank

r < L\/E , where || denotes the largest integer smaller
than or equal toz. Moreover, for a feasibility problem
Optimization problem (26) is still non—convex because thgith K quadratic constraints, an optimal solution with rank
rank constraint is not convex. By relaxing (dropping) thekra r < L\/K — lj for its SDR exists.

rank (&’m) =1. (26)



We refer the reader to [29], [30] for the proof of the first parftlgorithm 1 Algorithm for solving optimization problem (8)
of the lemma, and [26] for the second part. Input: H;,G;,i=1,...,M, 02,, ando?.
Then, if L = 2, we have K = 4 constraints (without Output: Solution: U*, F7,...,F%,.
®,, = 0). According to Lemma 1, in this case, problem (27) 1: Set feasibleU, Fq, ..., F,.
has an optimal solution with rank< |/3] = 1,i.e.,ithasan 2. Set the precision, initial cost functionC F(), m = 0.

optimal rank—one solution. The optimal rank—one solutian ¢ 3: repeat

then be extracted fron?*, using the rank reduction technique 4: m=m+ 1.
in [28]. Once we have the rank—one solutidi;, can be s: ObtainU* by solving problem (21).
computed in a similar way as in Case 1 above. 6: fori=1— M do
Now, for the special case of one relay, i.&f,= 1, problem  7: if M =1 then
(28) hasK = L + 1 constraints. Hence, according to Lemmas: Obtain ®; by solving problem (28).
1, for M = 1, problem (28) has always an optimal rank—oneo: if rank (®7) = 1 then
solution if L < 3. Again, the optimal rank—one solution canzo: Set®,* = ®;.
be extracted from®}, using the rank reduction technique ini1: else if L <3 then
[28]. Once we have the rank—one solution, we canKjgtin - 12: Obtain optimal rank—one squtio@}’*
a similar way as in Case 1 above. from @7 using the rank reduction
In all other cases, i.el. > 3 (if M > 1) or L > 4 (if technique in [28].
M = 1), we cannot ensure the extraction of an optimal rankss: else
one solution when the rank of the obtained optimal solutiom: Obtain suboptimal rank—one solution
@, of problem (27) (or (28) ifM = 1) is greater than one. ~ &,* from & using the randomization
However, we can extract a suboptimal rank—one solutiongusin technique in [26].
the randomization technique in [26]. This concludes thepro 15: end if
16 Obtain f¥ from rank-one solution®; ™
All relay precoders are computed in the described manner. We through eigen—decomposition.
repeat the procedure of computing the precoders alteyniatel 17: else
each iteration till convergence. 18: Obtain & by solving problem (27).
Algorithm 1 summarizes the steps for solving optimizationo: if rank (®}) = 1 then
problem (8). 20: Setd)* = &7,
Since optimization problem (8) is non—convex, the obtaineg}: else if L = 2 then
solution provided by the proposed iterative alternatingoal 22 Obtain optimal rank—one solutioﬁﬁv*
rithm is not guaranteed to be globally optimal and in general from ®; using the rank reduction
the algorithm converges to a fixed point. We have the follgwin technique in [28].
proposition. 23: else
Proposition 2: If the obtained solution for each precoder isa: Obtain suboptimal rank—one solution
optimal, the proposed iterative alternating algorithmwawges <i>11’* from @& using the randomization
to a fixed point. Otherwise, the convergence to a fixed point technique in [26].
is not guaranteed. 25: end if
Proof: We first prove the first part of the proposition.2e: Obtain f* from rank—one solutioniﬁ’*

We note that the cost function is upper bounded. Also, if the through eigen—-decomposition.
obtained solution for each precoder is optimal, then the co Let B — F‘*T t*]T
function in (8) is nondecreasing after each iteration. Kenc ¢ v

since the cost function is upper bounded and nondecreas#iy E_valuatefi* = £ /t*.

after each iteration, the convergence of Algorithm 1 to adfixe2®: end if

point is guaranteed [31]. Therefore, according to Propmsit, 30: SetF; = vec™! (ff).

a sufficient condition for convergence to a fixed point is@ith 3 end for o

L =2 (VM) or L <3 (if M =1). We now prove the second 32~ Compute the cost function in @CFm =
part of the proposition. If the obtained solution for one of ,6{1{1}?_1“ SINR;.

the precoders is suboptimal, we cannot guarantee that #te cg,. il ICF(m — CFMm=1| < ¢
function in (8) is nondecreasing after each iteration. Henc
even if the cost function is upper bounded, the convergence

to a fixed point is not guaranteed in this case. [ ]

Note that according to Proposition 1, if either> 2 (VM) or

L > 3 (if M = 1), the iterative alternating algorithm is notof practical interest since at the end—user we have a camtstra
guaranteed to converge to a fixed point. In this case, to get tn power consumption and size, and hence on the number of
best possible solution, we propose to keep the best valleof antennas. Thus, accommodating more than two signal streams
cost function and its corresponding precoders after upgatimay be challenging in practice. For the caselof= 2 and
each precoder. It is worth mentioning that the casd.ef 2, for any number of relays the proposed iterative alternating
which corresponds to the transmission of two signal stre@amnsalgorithm converges to a fixed point.




C. Individual Relay Transmit Power Constraints where~ > 0 is the given worst stream SINR.

In this subsection, we discuss the practical case where théptimization problem (32) is non—-convex and in general

HetH ) - compute the precoders alternately, i.e., in each iteratizn
Pri=tr (Fv (HiUU H; +C’n,-INR) F; ) (29)  fix all the precoders except one and optimize the non-fixed

The optimization problem for individual relay transmit pew Precoder, and similarly for the other precoders.

constraints is the same as that in (8) except that the tdtal re

transmit power constraint (second constraint) is replamgd Feasibility of Problem (32)

individual relay transmit power constraints given by . o
Before describing how to optimize the source and relay pre-

P.i < Primaz, i=1,....M (30) coders, we first verify the feasibility of optimization ptem
where P, .. i the maximum available transmit power(32)- To this end, we need to check whether for a given worst
at relay i. Following the same reasoning as in Subsecticiiréam SINRyo, a solution exists such that [23]

[1I-A, we can show that the resulting optimization probleon f 2

M
the source precoddd when individual relay transmit power [Z WGZ-FZ-HZ-U}
constraints are used is given by . i=1 i
min 5
max A J L M ) M Ngr 2 ,
U ) [ZWGZ»FZ-HZ»U} 02,3 3 [WGF],| +32,
1 UHTHej ' k#j|Li=1 jk i=1k=1
s. t. 1+X[TU]J7 > H e , j=1,...,L > Yo- (33)
[lvec (U)|| < v/ Ps,max Similar to [23], we consider the signal-to—interferencgora

[vee (F,H,U)| < \/E, i=1,...,M (31) (SIR)_ to verify the feasibility since this is simpler compdr
) " o to using the SINR It should be noted that the SIR is used
wherePy ; = Py maz—0y, tr (F;F{'). Optimization problem ingtead of SINR only to verify the feasibility of optimizati
(31) is an SOCP feasibility problem and therefore, simi@r t)roplem (32) but for the design of the precoders we always
optimization problem (21), for a given, it can be solved ;g the SINR. We have

optimally using interior point algorithms [25].

The optimization problem for relay precodEy, is exactly
the same as that in (22) except thiat on the right hand side
of the inequality in the constraint is replaced by the maximu

2

i=1

M
{Z WGiFiHiU]
Jj

2
available transmit power at relay, P, maz- Itis worth not- & | [ X J— s L Nr w1 2o
ing that in the computation of relay precodgy,, the source g;j L;WGZF’HZU]M +U”ri;k§1 [WGZFz]J’k‘ tOu;
and the other relay transmit power constraints are notectiv 2
since they do not depend df,,. Therefore, the resulting {%WGFHU}
optimization problem for precoddF,, with individual relay ] e i
transmit power constraints can be solved exactly in the sam& 2 (34)

manner as problem (22) and hence Proposition 1 regarding the EL:
optimality of the solution holds. Moreover, the convergenc  r=;
result in Proposition 3 also holds for the maximization O‘P e following proposition gives us a condition for the feasi
the SINR under source and individual relay transmit pow%lf?it 9 prop 9

constraints problem. In particular, the alternating itieea Y- " ) . |
algorithm converges to a fixed point if all the precoders are Proposition 3:For a given worst stream SINF, a solu-

solved optimally in each iteration; otherwise, the coneaae tion such that

M
[Z WGiFiHiU]
ik

i=1

is not guaranteed. M ?
{Z WGZ-FZ-HZ-U}
IV. SOURCE-RELAY TRANSMIT POWER MINIMIZATION . i=1 i
min 7 270 (35)
UNDER QOS CONSTRAINTS oL lrm
In some applications, we are interested in ensuring a given kz {;WGiFiHiU] '
QoS with the smallest transmit power possible. The QoS A b= gk
metric here is the worst stream SINR which is closely relatexists if
to the BER. Here, we aim at minimizing the total transmit 1
power of the source and the relays. The optimization problem Yo < L 1 (36)
in this case can be expressed as min (L% min(mnk(Hi)m,,k(Gi)))
i=1
min Pr 1 ) L
U,Fy,....Fy Note that the difference between SINR and SIR can be madegitggli
s t. min  SINR; > v (32) by scalingU by a large factor which corresponds to the high SNR regime.

je{l,...,.L} This makes the noise terms negligible compared to the intexdere



Proof: The proof is based on the proof of Proposition The SDR of (40) can be obtained, in a similar way as that in

in [23]. From [23], we can show that Subsection 1lI-B, as
1 i D, &
o < : —. (37) ‘uin tr (D ®yn)
rau’lk(z:i\i1 WGleHl) s. t. tr (Bfm,jénL) > ytr (Cm,j(i”m) ’ .7 =1,... aL
Moreover, using the inequalites rank(A  + tr (0®,,) =1
B) < rank(A) + rank(B) and rank(AB) < ®,, = 0. (41)

i k(A k(B)) in (37), we obtain (36). This - .
rcrg;lélﬁjnes( trzér;??ocgf. ) in @7, w n(36) I Problem (41) can be solved efficiently using software paekag

For example, in case of one relay, to ensure the fel <e the convex optimization toolbox CVX [27]. Note that the

sibility of the problem for any~o, we need to have © tained solution is not necessarily of rank one. Nevesgs!

min(rank(H, ), rank(G 1)) > L. Assuming random channels,w_e can obtain a rank—one solution via rank reduction tech-

H; and G; are full rank with probability one. Therefore,nlques [26], [28]. The qbservgtions regarding how to extrac
the feasibility condition of the problem for any, reduces the rank—one solution, its optimality, and convergencehef t
to min(Ns, Ni, Np) > L iterative alternating algorithm made in Subsection IlI-Boa

. . . hold true here.
Assuming that problem (32) is always feasible, we now The algorithm for solving problem (32) is similar to Al-

focus on the computation of the source and relay precodersbrithm 1 except that in line 5UU* is obtained by solving

problem (39), in line 18®7 is obtained by solving problem

B. Computation of the Source Precodér (41), in line 32, we compute the cost function in (32) and put

: . CF(™) = Pr, and in line 8,®} is obtained by solving the
As in Subsection IlI-A, let us assume that the r8|a¥ollowing optimization problem

precoders are fixed and compute the source precoder that
minimizes the cost function in (32). Rewriting optimizatio r}gin tr (D, @)

problem (32) and after some simplifications, we obtain St b0 (A ®m) = Y (Vi o)+ Y0mgs G=1oe. L

M ®,, = 0. (42)
i H HUUTHIFH -
min tr (UU )Jthr (F,H,UU"HIF])
=1 ) V. NUMERICAL RESULTS
_ ‘[TU] jj‘ In this section, we assess the performance of the proposed
8. t. min =7 (38) jterative alternating algorithms. We refer to the maxirtiza

. 2
Jethen Zk;ﬁj‘[TU]jk‘ +ay of the worst SINR and minimization of the total power
o ) ) ) schemes asProposed Max—Min SINRand “Proposed Min
Similar to the development in Subsection 1lI-A, it can by ep respectively. We compare the proposed algorithms
shown that optimization problem (38) can be written in thg; the case where the receiver is not fixed, i.e., the receiv
form of an SOCP as follows is equipped with an equalizer which is jointly optimized hwit
min ||vec (LU))| the source ar_ld relay precoders [12], [1_6], [17], [32]._ _The
U comparison with the case where the equalizer at the redsiver
[ 1 UHTHe, jointly optimized with the source and relay precoders alow
8. %. 1+; [TU]jj = H v ' us to evaluate how much we loose in performance by using
) _ ~_prefixed receivers. Ref. [12] assumed single relay networks
This SOCP problem can be solved optimally using interiqfhere several cost functions were studied. Here, for the sak
point algorithms [25]. of comparison, we consider the cost function based on the
minimization of the maximum mean square error (MSE),
since it is equivalent to the maximization of the minimum
SINR cost function used in our proposed scheme, and refer
Assume now that all precoders are fixed exdept Solving to it as “Min-Max MSE with Equalizér For the multiple
problem (32) with respect t&',,, is equivalent to solving the relay case, since there are no works in the literature that
following optimization problem consider the maximization of the minimum SINR for the joint
design of source, relays, and destination, we compare with
the scheme in [32] in which the precoders are optimized for
2 minimization of the sum of MSEs of the signal streams subject

, j=1,...,L.(39)

C. Computation of Relay PrecodeFs

I{:‘lin tr (Fm (PmPyHn + U?LTINR) Fg)

m

[% QiFiPi:| to source and relay power constraints. We will refer to the

i=1 i scheme in [32] asMin Sum MSE with Equalizér For the

s t. o 2 VN ) Z7%  minimization of the total power consumption subject to QoS
> |:ZQiFiPi:| +o2 3 f [QiFi]jk’ +572w_ constraints, we compare our scheme with the scheme in [16]
k#j|Li=1 ik i=1k=1 which will be referred to as Min Power with Equalizér

j=1,...,L. (40) and the scheme in [17] which will be referred to adif



Power with Equalizer 1 for a single relay and multiple
relays, respectively. Furthermore, we compare the prapos
algorithms with point—to—point MIMO transmission without
relaying, where the destination is also equipped with axedfi
receiver [23]. We refer to the maximization of the worst atre
SINR and the minimization of the transmit power in [23] a
“Max—Min SINR without Relayirigand “Min Power without
Relaying, respectively. To evaluate the BER of the scheme
we assume that the transmitted symbols are drawn from a
QAM constellation. The entries of the channel matridés
and G; are modeled as i.i.d. zero mean complex Guaussi
random variables. Moreover, we assume that the relays .
located in the middle between the source and the destinati
and the path-loss exponent3$. Unless specified otherwise,
we assume that the source-relay and relay—destination it
have the same average SNR, iSNRsr = SNRrp = SNR,
Py ez = 1, @and P, 0, = 1. In case of multiple relays and

SINR (dB)
2 B & B & &5 X & B
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100

individual relay transmit power constraints, ... is divided Fig. 2. SINR vs. number of iterations for several random redifins of the
evenly among all relays, i.e., each relay has a maximughannels. We assume =1 and M = 2 relays,L. = Ng = Ng = Np =

transmit powerp,. ., /M. For fairness reasons, we assumg and SNR
that the maximum available transmit power for the scheme

without relaying isP,,q, = 2.

A. SINR Maximization Under Source and Relay Transn
Power Constraints

In Fig. 2, we investigate the convergence rate of tt
proposed iterative alternating optimization algorithnt fhe
Max—Min SINR scheme. We show the instantaneous SIN
vs. the number of iterations for several random realizatiol
of the channels. We assume = 1 and M = 2 relays,
L =Ng = Nr=Np =2, andSNR = 25 dB. We observe

BER

=25 dB.

that the algorithm converges relatively quickly. It is alélbat Proposed Max-Min SINR .

the convergence speed depends on the channel realizati —G—EFOPOSGS max-mm imi yFMSE \\
—_ ropose ax—Min

For the case of one relay, we can see that the performai - — = Min-Max MSE with Equalizer [12] N

gain between the first iteration and steady state is in géne
relatively small. However, for the case of two relays, th
performance improvement over the iterations is significant

10

0 5

In Fig. 3, we show the performance of the proposed Maxg. 3.

T T

10 15
SNR (dB)

BER vs. SNR for three different choices for the prefixeceiver.

Min SINR scheme in terms of BER vs. SNR for three differerit/e assumeV =1, L = Ng = Ngr = Np = 2.

prefixed receiver structures referred to as Max—Min SINR,

Max—Min SINR ZF, and Max—Min SINR MMSE. In Max—

Min SINR, we assume thaWw = I, y,, i.e., the prefixed three structures provide comparable performance. Thisiés d
receiver does not perform any equalization. In Max—Mitp the fact that the prefixed ZF and MMSE equalizers do
SINR ZF and Max-Min SINR MMSE, we assume that th&ot consider the end-to—end channel and thus, do not offer
prefixed receivers are the linear ZF equalizer and linear MMS\n advantage compared to the receiver without equalization
equalizer for the relay—destination channel, respegtivitl Hence, knowing the CSI at the destination does not improve
should be noted that the ZF and MMSE equalizers equalitfée performance in the case of prefixed receivers. As exgecte
only the relay—destination channel since the prefixed vecei the Min-Max MSE scheme performs better than the schemes
is oblivious to the existence of the relay precoder and wadth prefixed receivers because the MMSE equalizer of the
designed for point-to—point systems. As a baseline scherf@mer is jointly optimized with the source and relay pre-
we consider the Min—-Max MSE with Equalizer scheme. Recdlpders. In the following simulations, we consider only the
that in Min-Max MSE with Equalizer, the MMSE equlizerprefixed receiver without equalizer, i.8¥ = I n),.

is jointly optimized with the source and relay precoders and Fig. 4 compares the performance of the proposed Max—Min
it equalizes the end-to—end channel including the presod&NR scheme with the schemes in [12] and [23] in terms of
at source and relay. In this figure, we addpt = 1 relay, BER vs. SNR for various numbers of antennas at the relay.
L = 2 signal streams and each node is equipped with tWie adoptM = 1 relay, L = 2 signal streams, and each node
antennas, i.e.Ng = Np = Np = 2. We observe that the is equipped with two antennas, i.\Vg = Ngp = Np = 2.
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BER
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107}

Proposed Max—Min SINR: M=1
= = = Min—-Max MSE with Equalizer [12]: M=1
10" | —©— Proposed Max-Min SINR: M=2

= © = Min Sum MSE with Equalizer [32]: M=2

Proposed Max-Min SINR \ —X7— Proposed Max-Min SINR: M=3
= = = Min—-Max MSE with Equalizer [12] . A =¥ = Min Sum MSE with Equalizer [32]: M=3
|- H = Max-Min SINR without Relaying [23] ‘\ ,| L= B = Max-Min SINR without Relaying [23]
10’ 1 I I i 1 10’ 1 I I i kY
0 3 9 12 15 18 0 3 9 12 15 18
SNR (dB) SNR (dB)

Fig. 4. BER vs. SNR for various numbers of antennas at the.rélayadopt Fig. 5. BER vs. SNR for various numbers of relays. We adopt Ng =
M =1, L=Ng=Np =2. Nr =Np =2.

We observe that increasing the number of antennas at the relgerefore, Figs. 4 and 5 suggest that we can compensate for
significantly improves the performance. In fact, incregsine the perfqrmance Ios; mtroduped by the prefixed receivéreat t
number of antennas at the relay, allows a better cancelafiord€stination node by increasing the number of antennas at the
inter—antenna interference and hence better performatiee. '€1ay and/or the number of relays.

also notice that the Min—Max MSE with Equalizer scheme '" Fig- 6, we evaluate the performance of the proposed
performs better than the proposed Min—-Max SINR and th@ldorithm in terms of BER vs. SNR in the case where con-
the gap between them slightly increases as the numberV§f9€Nce is not guaranteed. In particular, we consider 2
antennas at the relay increases especially in the high SRRA L = Ns = Nr = Np = 3, for which, according to
region. This is due to the fact that the equalizer of the Minth® convergence analysis in Section IlI, the convergence of
Max MSE with Equalizer scheme is jointly optimized with thdhe proposed algorithm is not guaranteed. For the sake of

source and relay precoders contrary to the proposed schefiiParison, we also consider the case whefe= 1 and
Hat= 3, for which the convergence of the proposed algorithm

where a prefixed receiver is assumed. We also observe tk '
as expected, the scheme without relaying provides the wostduaranteed. Interestingly, we observe that the proposed

performance. This figure shows that the performance loss @ Min SINR scheme performs very closely to the Min—
to using a prefixed receiver is relatively small comparechwiti@x MSE with Equalizer for one relay and the Min Sum
the scheme in which the equalizer is jointly optimized with!SE Wwith Equalizer scheme for two relays. It should be
the source and relay precoders. noted that the convergence conditions we derived are siffici

In Fig. 5, we show BER vs. SNR for various numbers okfm not necessary. More_over, we observe that in_creasing the
relays. We considel, — Ny — Nz = Nj, — 2. For the number of relays results in a huge performance ggm. Frosm.thl
multiple relay case (herelf = 2 and M = 3), we compare flgu_re, we can clearly see that tr_le proposed algc_)rlthm pesvid
our proposed Max-Min SINR scheme with the scheme ﬁ{:\tlsfactory performance even in cases where its conveggen

[32]. We note that the relay power constraint in [32] is agannot be guaranteed.

the output of the relay—destination channel, which may Ier{\dln Fig. 7, we investigate the effect of using individual gela

to a very high power at the output of the relays. We obser\f@nsm't powe_r constraints instead of a total relay trabsmi
wer constraint on the performance of the proposed algo-

that, as expected, increasing the number of relays allowsﬁ[&lm_ We show BER vs. SNR for different numbers of relays.

considerably improve the performance. Furthermore, the—MiW b that th ; £ th 4 alaorith
Max MSE with Equalizer and Min Sum MSE with Equalizer € observe that the performance of the proposed aigorithm
th total relay transmit power constraint is slightly lestthan

schemes perform better than the proposed Max—Min Sl oo . d "
scheme. This is due to the fact that the MMSE equalize at with individual relay transmit power constraints. §fé
of the Min—Max MSE with Equalizer and Min Sum MSEexpected since with total relay transmit power constrdiet t

with Equalizer schemes are jointly optimized with the SeurCrelays can share the total available power to achieve the bes

and relay precoders contrary to the proposed scheme Whet%e([iformance.

prefixed receiver is assumed. We note that, contrary to time Mi ) o

Sum MSE criterion where the worst signal stream dominatBs Source-Relay Transmit Power Minimization Under QoS
the performance, in our scheme the Max—Min SINR criteriggOnstraints

ensures fairness among the signal streams. As expected, thHeig. 8 compares the performance of the proposed scheme
scheme without relaying provides the worst performanceith the schemes in [16] and [23] in terms of total power
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Fig. 6. BER vs. SNR fol/ = 1 andM = 2 relays andL = Ng = Ny =

Np = 3.

BER
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107

10

T
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Total Relay Transmit Power Constraint
= = =|ndividual Relay Transmit Power Constraint:

3 Relays
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2 Relays

Fig. 7. BER of the proposed algorithm with total and indiatlitelay transmit
power constraints vs. SNR fa¥/ = 2 and M = 3 relays andL = Ng =

Ng =Np =2.

consumption vs. required Qos We assumeV = 1 relay,

9 12
SNR (dB)

Fig. 8. Total power consumption vs. We assumeV/ = 1, L = Ng =
Nr = Np = 2, and the noise variance at each receive relay and destinatio
antenna is equal te-25 dB.

constant source transmit power. We refer to our modified
scheme asProposed Min Power "1 It is important to note
that under the assumption of constant source transmit power
both the optimization problem in [17] and our problem may be
infeasible. In Fig. 9, we show the feasibility of the optitin
problems (in %) for different values of source transmit psve
P,. We observe that the feasibility percentage of the Min
Power with Equalizer 1 scheme is higher than that of our
modified scheme. This is due to the fact that our scheme is
iterative and as the required SINR increases, it becomes
more challenging to find a feasible initial solution to staith.

By increasing the source transmit powy the feasibility of

both problems improves and the gap between them decreases.
Note that as shown in Section 1V, our considered optimizatio
problem is always feasible if we jointly minimize the source
and relay powers.

In Fig. 10, we compare our proposed Min Power 1 scheme
and the Min Power with Equalizer 1 scheme [17]. We plot the
total power consumption vs. required SINRfor different
values of source transmit powef;. We observe that, as

L = 2 streams and each node is equipped with two antennggpected, the Min Power with Equalizer 1 scheme outperforms

ie., Ng = Nrp = Np =

2. We observe that the total our scheme. This is due to the fact that the Min Power with

power consumption increases linearly with increasing irequ Equalizer 1 scheme optimizes its equalizer along with the
QoS ~. As expected, the Min Power with Equalizer schemeource and relay precoders and provides the optimal solutio
outperforms the proposed scheme and the scheme withgid also notice that for small to moderate required SHNEhe

relaying.

smaller the source transmit power the smaller the total powe

Now, for the case of multiple relays, we compare owonsumption. This is due to the fact that small source and
scheme with the Min Power with Equalizer 1 scheme [17}elay powers are sufficient to satisfy small required SINRS a
In the scheme in [17], the source and relay precoders as wadince the total transmit power largely depends on the adopte
as the receiver are jointly optimized through the minimi@at constant source transmit power. We also observe that for a
of the relay power subject to QoS constraints under thmequired SINR around0 dB, the total power consumption for
assumption that the source transmit powercemstant To P, = 1 becomes greater than that f&% = 2. This is due to
have a fair comparison between our scheme and the scheheefact that for large required SINR, small source powend li
in [17], we modify our optimization problem such that wahe performance and a large relay transmit power is required
only minimize the relay power under the assumption of @ meet the SINR constraint.
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simulation results, we conclude that prefixed receiversigeo
low complexity at the cost of a performance loss compared to
non-prefixed receivers where the equalizer is jointly dwesib
) with the source and relay precoders. The proposed design
provides a good complexity and performance tradeoff and is
suitable for systems where receiver complexity is an issue.
However, if the receiver can afford high complexity, thenjoi

10

()

951

90

—O©— Proposed Min Power 1: Ps=1
85| = @ = Min Power with Equalizer 1 [17]: Ps=1
Proposed Min Power 1: Ps=2

Feasibility of optimization problem (%)

80| = = =Mij i i : Ps= . . .
Min Power with Equalizer 1 [17): Ps=2 design of the source, relays, and destination may be peeferr
751 due its superior performance.
701
APPENDIX
651
ool In this appendix, we express the terms in the denominator
D and numerator of the cost function in (22) as functions of
55, s m 15 2 optimization variablef,,, = vec(F,,,). We have
y (dB)
M M
Fig. 9. Feasibility of optimization problem (in %) vs.for various different Z Q,F;P; = |QunFnPy + Z Q.F,P;
values of source transmit powét;. We assumeV/ = 2 relays,L = Ng = i=1 ik i=1
Np = 2 antennas, and the noise variance at each receive relay stikedien izm ik
antenna is equal te-25 dB. _ [Q"lFum]jk + T/)m.,jk, (43)
. M
Porposed Min Power 1 Wherewm’jk = [‘I’m]jk = ; Q.F:P;
7H= =" Min Power with Equalizer 1 [17] | i%m ik

Moreover, we have
[QmFum]jk - fg (pm,k & Qm,j) - fg;bm,,jkv (44)

whereq,,_; is the jth column vector onfL, Pm,k IS the kth
column vector ofP,,,, andb,, ;i = Pm.k @ Am,j-
Plugging (44) into (43) yields

M
[Z QiF:P;

Using (45), the numerator of the cost function in (22) is give
by

Total power consumption (dB)
S

- fg;bm,jk + wm,jlv (45)

jk

M
Fig. 10. Total power consumption vs. We assumeV/ = 2 relays,L = Z Q,F.P; — |fTbm i Vmij ’2
Ng = Np = 2 antennas, and the noise variance at each receive relay and Pl m ’ ’

destination antenna is equal 25 dB.

33
= £ A jE + £l an j +a)l i+ amj, (46)

VI. CONCLUSION where A, ; = by, ;b 550 amj = Pm.j;b}, 55, anday, ; =
|‘¢/Jm7jj\2. Again, using (45) the first term in the denominator
In this paper, we studied the problem of joint optimizatidn cof the cost function in (22) is given by
the source and relay precoders for prefixed receivers ini-mult )
antenna multi-relay networks. We considered two different » [M

L
criteria, namely the maximization of the worst stream SINR Z Z Q.F,P; - Z £ b0 i + d)m,jk\z
k=1

subject to source and relay power constraints, and the mini- k=t | Li=t ik K=t

mization of the joint source and relay powers while ensueng ' '

certain QoS. Both optimization problems are non—convex and L . . - L .

to solve them we proposed iterative alternating algorithifos =t Z br kb i | fm + Z Yrm. kb, ji
both problems, we have shown that the optimization of the o hei

source and relay precoders can be formulated as SOCP and . .

SDR problems, respectively. Since the proposed altegpatin X T 2

gorithms are iterative, we provided sufficient conditiomsler * ; U, jkPomjk fm+; [Vm il - (47)

which convergence to a fixed point is guaranteed. From our ki ks
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Now, we compute the second term in the denominator of th@] Y. Yang, H. Hu, J. Xu, and G. Mao, “Relay technologies foiiMdx

cost function in (22). We have

M Ngr Ngr 5
SN [QFL] = S QuFal] o @9
i=1 k=1 k=1
Nr 2
whereg, ; = ) [QiFi}jk‘ -
i#m
Moreover, we have
[QmFm]jk - fg,; (ek (24 6lm,j) = frﬂxm,jkv (49)
wherex,, jr = er ® qm, ;-
Therefore, substituting (49) into (48) yields
M Ngr 9 Ngr )
ZZ [QiFi]jk‘ = Z |ErXm k|~ + Pm.
i=1 k=1 k=1
Nr
> X Xk | i+ dm g (50)
k=1

(5]

(6l

(7]

(8]

El

(10]

(11]

(12]

Using (47) and (50), the denominator of the cost function in

(22) can be written as

performance analysislEEE Trans. Communvol. 51, no. 11, pp. 1939—
1948, Nov. 2003.

(13]
M Ng
~2
> |[Sare 722 [1Q Flu| +02, g
k#j =1 ik =1 k=
= £V B+ £V + VI o+ U, (51) [
where
[16]
Vm’j = Z by, ]k:bm ik + 02 me Jk:xm gk (52)
k=1 [17]
7\#7
Vinj A Z Grm, kb ks (53) 18]
k#J
L [19]
_ 2
Ui G2+ Y [mgrl* + 02 Sy (54)
iy [20]
Furthermore, using the equality tr (ABA') =
vec(A)? (BT @ I) vec(A), the constraint in (22) can 2l
be recast as
H 2 H (22]
tr (Fm (Pum + O'nTINR) Fm)
T
= vec(F,,) ((PmPfi + aanNR) ® INR) vec(F,,) (23]
= 9D, £, (55)
s 24
wheref,, = vec(F,,) andD,, = (P,,PX 402 Iyn,) ®
Iy,. Using (46), (51), and (55) in (22) results in (23). [25]
[26]
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