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#### Abstract

An instance of the valued constraint satisfaction problem (VCSP) is given by a finite set of variables, a finite domain of labels, and a sum of functions, each function depending on a subset of the variables. Each function can take finite values specifying costs of assignments of labels to its variables or the infinite value, which indicates an infeasible assignment. The goal is to find an assignment of labels to the variables that minimizes the sum. We study, assuming that $\mathrm{P} \neq \mathrm{NP}$, how the complexity of this very general problem depends on the set of functions allowed in the instances, the so-called constraint language. The case when all allowed functions take values in $\{0, \infty\}$ corresponds to ordinary CSPs, where one deals only with the feasibility issue, and there is no optimization. This case is the subject of the algebraic CSP dichotomy conjecture predicting for which constraint languages CSPs are tractable (i.e., solvable in polynomial time) and for which they are NP-hard. The case when all allowed functions take only finite values corresponds to a finitevalued CSP, where the feasibility aspect is trivial and one deals only with the optimization issue. The complexity of finite-valued CSPs was fully classified by Thapper and Živný. An algebraic necessary condition for tractability of a general-valued CSP with a fixed constraint language was recently given by Kozik and Ochremiak. As our main result, we prove that if a constraint language satisfies this algebraic necessary condition, and the feasibility CSP (i.e., the problem of deciding whether a given instance has a feasible solution) corresponding to the VCSP with this language is tractable, then the VCSP is tractable. The algorithm is a simple combination of the assumed algorithm for the feasibility CSP and the standard LP relaxation. As a corollary, we obtain that a dichotomy for ordinary CSPs would imply a dichotomy for general-valued CSPs.
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1. Introduction. Computational problems from many different areas involve finding an assignment of labels to a set of variables, where that assignment must satisfy some specified feasibility conditions and/or optimize some specified objective function. In many such problems, the feasibility conditions are local and also the objective function can be represented as a sum of functions, each of which depends on some subset of the variables. Examples include: Gibbs energy minimization, Markov random fields (MRFs), conditional random fields (CRFs), min-sum problems, minimum cost homomorphism, constraint optimization problems (COPs), and valued constraint satisfaction problems (VCSPs) [7, 18, 40, 44, 53].

The constraint satisfaction problem provides a common framework for many theoretical and practical problems in computer science [19, 44]. An instance of the constraint satisfaction problem (CSP) consists of a collection of variables that must be assigned labels from a given domain subject to specified constraints [42]. The CSP is equivalent to the problem of evaluating conjunctive queries on databases [33], and

[^0]to the homomorphism problem for relational structures [23]. The CSP deals only with the feasibility issue: can all constraints be satisfied simultaneously?

There are several natural optimization versions of the CSP: Max CSP (or Min CSP) where the goal is to find the assignment maximizing the number of satisfied constraints (or minimizing the number of unsatisfied constraints) [15, 19, 30, 31], problems like Max-Ones and Min-Hom where the constraints must be satisfied and some additional function of the assignment is to be optimized [19, 32, 47], and, the most general version, valued CSP or VCSP (also known as soft CSP), where each combination of values for variables in a constraint has a cost and the goal is to minimize the aggregate cost $[13,17,35,49]$. Thus, an instance of the VCSP amounts to minimizing a sum of functions, each depending on a subset of variables. By using infinite costs to indicate infeasible combinations, VCSP can model both feasibility and optimization aspects and so considerably generalizes all the problems mentioned above $[13,17,39]$. There is much activity and there are very strong results concerning various aspects of approximability of (V)CSPs (see, e.g., $[5,8,12,19,21,22,26,43]$ for a small sample), but in this paper we focus on solving VCSPs to optimality.

We assume throughout the paper that $\mathrm{P} \neq \mathrm{NP}$. Since all the above problems are NP-hard in full generality, a major line of research in CSP tries to identify the tractable cases of such problems (see books/surveys [16, 19, 20, 39]), the primary motivation being the general picture rather than specific applications. The two main ingredients of a constraint are (a) variables to which it is applied and (b) relations/functions specifying the allowed combinations of values or the costs for all combinations. Therefore, the main types of restrictions on CSP are (a) structural where the hypergraph formed by sets of variables appearing in individual constraints is restricted [25, 41], and (b) language-based where the constraint language, i.e., the set of relations/functions that can appear in constraints, is fixed (see, e.g., $[10,16,19,23,49]$ ). The ultimate sort of results in these directions are dichotomy results, pioneered by [45], which characterize the tractable restrictions and show that the rest are as hard as the corresponding general problem (which cannot generally be taken for granted). The language-based direction is considerably more active than the structural one, there are many partial language-based dichotomy results, e.g., $[9,11,17,19,30,31,36,47]$, but many central questions are still open. In this paper, we study VCSPs with a fixed constraint language on a finite domain, and all further discussion concerns only such CSPs and VCSPs.

Related work. The CSP dichotomy conjecture, stating that each CSP is either tractable or NP-hard, was first formulated by Feder and Vardi [23]. The universalalgebraic approach to this problem was discovered in [10, 28, 29], and the precise boundary between the tractable cases and NP-hard cases was conjectured in algebraic terms in [10], in what is now known as the algebraic CSP dichotomy conjecture (see Conjecture 2.16). The hardness part was proved in [10], and it is the tractability part that is the essence of the conjecture. This conjecture is still open in full generality and is the object of much investigation, e.g., $[2,3,4,1,6,10,11,16,27]$. It is known to hold for domains with at most three elements [9, 45], for smooth digraphs [6], and for the case when all unary relations are available $[1,11]$. The main two polynomial-time algorithms used for CSPs are one based on local consistency ("bounded width") and the other based on compact representation of solution sets ("few subpowers"), and their applicability (in pure form) is fully characterized in [2, 4] and [27], respectively.

At the opposite (to CSP) end of the VCSP spectrum are the finite-valued CSPs, in which functions do not take infinite values. In such VCSPs, the feasibility aspect is trivial, and one has to deal only with the optimization issue. One polynomial-time
algorithm that solves tractable finite-valued CSPs is based on the so-called basic linear programming (BLP) relaxation, and its applicability (also for the general-valued case) was fully characterized in [35] (see Theorem 2.17). The complexity of finite-valued CSPs was completely classified in [49], where it is shown that all finite-valued CSPs not solvable by BLP are NP-hard.

For general-valued CSPs, full classifications are known for the Boolean case (i.e., when the domain is two-element) [17] and also for the case when all $0-1$-valued unary cost functions are available [36]. The algebraic approach to the CSP was extended to VCSPs in [13, 14, 17, 37], and was also key to much progress. An algebraic necessary condition for a VCSP to be tractable was recently proved by Kozik and Ochremiak in [37], where this condition was also conjectured to be sufficient (see Theorem 2.14 and Conjecture 2.15 below). This conjecture can be called the algebraic VCSP dichotomy conjecture, and it is a generalization of the corresponding conjecture for CSP. A large family of VCSPs satisfying the necessary condition from [37] has recently been shown tractable via a low-level Sherali-Adams hierarchy relaxation [48].

Our proof uses the technique of "lifting a language" introduced in [34].
Our contribution. We completely classify the complexity of VCSPs with a fixed constraint language modulo the complexity of CSPs (see Theorem 3.3). Clearly, for a VCSP to be tractable, it is necessary that the corresponding feasibility CSP is tractable. We prove that any VCSP satisfying this necessary condition and the necessary condition of Kozik and Ochremiak is tractable. The polynomial-time algorithm that solves such VCSP is a simple combination of the (assumed) polynomial-time algorithm for the feasibility CSP and BLP (see Theorem 3.4). Thus, our dichotomy theorem generalizes the dichotomy for finite-valued CSPs from [49], and, with the help of the CSP tractability result from [4], it also implies the tractability of VCSPs shown tractable in $[48,50]$.

Our classification result has the following several unexpected features. One is that the algorithm that solves all tractable VCSPs uses feasibility checking only as a black box. The other is that the algorithm is simply feasibility preprocessing followed by BLP - this was unexpected, for example, because higher levels of the SheraliAdams hierarchy were used in [48] to prove tractability of a wide class of VCSPs. Finally, the proof of our result avoids structural universal algebra present in most CSP classifications and in [37, 38].

Our result says that any dichotomy for CSP (not necessarily the one predicted by the algebraic CSP dichotomy conjecture) will imply a dichotomy for VCSP. However, if the algebraic CSP dichotomy conjecture holds, then the necessary algebraic condition of Kozik and Ochremiak guarantees tractability of the feasibility CSP (see [37]), implying that this algebraic condition alone is necessary and sufficient for tractability of a VCSP, and also that all the intractable VCSPs are NP-hard. In particular, the algebraic CSP dichotomy conjecture implies the algebraic VCSP dichotomy conjecture.

On the technical level, some of our proofs (e.g., those in section 7) use techniques established in [35, 49], while others (e.g., all of section 6) introduce new technical ideas.

Our result is the culmination of research into complexity classification of languagebased VCSPs in the sense that its scope cannot be widened, the yet unclassified part of the VCSP landscape is the (nonvalued) CSP. One could, of course, extend the classification framework by looking at other forms of algorithmic tractability, say, approximation algorithms or fixed-parameter tractability, and such extensions will have many open questions. It is also interesting to obtain tighter and more explicit
characterizations for important special cases of VCSP (as done in [50], for example), by deriving them from our main result or otherwise.

## 2. Preliminaries.

2.1. Valued constraint satisfaction problems. Throughout the paper, let $D$ be a fixed finite set and let $\overline{\mathbb{Q}}=\mathbb{Q} \cup\{\infty\}$ denote the set of rational numbers with (positive) infinity.

Definition 2.1. We denote the set of all functions $f: D^{n} \rightarrow \overline{\mathbb{Q}}$ by $\mathcal{F}_{D}^{(n)}$ and let $\mathcal{F}_{D}=\bigcup_{n \geq 1} \mathcal{F}_{D}^{(n)}$. We will often call the functions in $\mathcal{F}_{D}$ cost functions over $D$. For every cost function $f \in \mathcal{F}_{D}^{(n)}$, let $\operatorname{dom} f=\{x \mid f(x)<\infty\}$. Note that $\operatorname{dom} f$ can be considered both as an n-ary relation and as a n-ary function such that dom $f(x)=0$ if and only if $f(x)$ is finite.

We will call the set $D$ the domain, elements of $D$ labels (for variables), and say that the cost functions in $\mathcal{F}_{D}$ take values. Note that in some papers on VCSP, e.g., $[13,48]$, cost functions are called weighted relations.

Definition 2.2. An instance of the valued constraint satisfaction problem (VCSP) is a function from $D^{V}$ to $\overline{\mathbb{Q}}$ given by

$$
\begin{equation*}
f_{\mathcal{I}}(x)=\sum_{t \in T} f_{t}\left(x_{v(t, 1)}, \ldots, x_{v\left(t, n_{t}\right)}\right) \tag{1}
\end{equation*}
$$

where $V$ is a finite set of variables, $T$ is a finite set of constraints, and each constraint $i s$ specified by a cost function $f_{t}$ of arity $n_{t}$ and indices $v(t, k), k=1, \ldots, n_{t}$. The goal is to find an assignment (or labeling) $x \in D^{V}$ that minimizes $f_{\mathcal{I}}$. The value of an optimal assignment is denoted by $\operatorname{Opt}(\mathcal{I})$.

Definition 2.3. Any set $\Gamma \subseteq \mathcal{F}_{D}$ is called a valued constraint language over $D$, or simply a language. We will denote by $\operatorname{VCSP}(\Gamma)$ the class of all VCSP instances in which the constraint functions $f_{t}$ are all contained in $\Gamma$. Instances of $\operatorname{VCSP}(\Gamma)$ will sometimes be called just $\Gamma$-instances.

This framework subsumes many other frameworks studied earlier and captures many specific well-known problems, including $k$-Sat, Graph $k$-Colouring, Max Cut, Min Vertex Cover, and others (see [39]). Note that if every function in $\Gamma$ takes values in $\{0, \infty\}$ (such functions are often called crisp) then $\operatorname{VCSP}(\Gamma)$ is a pure feasibility problem, commonly known as $\operatorname{CSP}(\Gamma)$.

The main goal of our line of research is to classify the complexity of problems $\operatorname{VCSP}(\Gamma)$. Problems $\operatorname{CSP}(\Gamma)$ and $\operatorname{VCSP}(\Gamma)$ are called tractable if, for each finite $\Gamma^{\prime} \subseteq \Gamma, \operatorname{VCSP}\left(\Gamma^{\prime}\right)$ is tractable. Also, $\operatorname{VCSP}(\Gamma)$ is called NP-hard if, for some finite $\Gamma^{\prime} \subseteq \Gamma, \operatorname{VCSP}\left(\Gamma^{\prime}\right)$ is NP-hard. One advantage of defining tractability in terms of finite subsets is that the tractability of a valued constraint language is independent of whether the cost functions are represented explicitly (say, via full tables of values, or via tables for the finite-valued parts) or implicitly (via oracles). Following [10], we say that $\operatorname{VCSP}(\Gamma)$ is globally tractable there is a polynomial-time algorithm solving $\operatorname{VCSP}(\Gamma)$, assuming all functions in instances are given by full tables of values. For CSPs, there is no example of $\operatorname{CSP}(\Gamma)$ that is tractable, but not globally tractable, and it is conjectured in [10] that no such $\operatorname{CSP}(\Gamma)$ exists.
2.2. Polymorphisms, expressibility, cores. Let $\mathcal{O}_{D}^{(m)}$ denote the set of all operations $g: D^{m} \rightarrow D$ and let $\mathcal{O}_{D}=\cup_{m \geq 1} \mathcal{O}_{D}^{(m)}$. When $D$ is clear from the context, we will sometimes write simply $\mathcal{O}^{(m)}$ and $\mathcal{O}$.

Any language $\Gamma$ defined on $D$ can be associated with a set of operations on $D$, known as the polymorphisms of $\Gamma$, which allow one to combine (often in a useful way) several feasible assignments into a new one.

Definition 2.4. An operation $g \in \mathcal{O}_{D}^{(m)}$ is a polymorphism of a cost function $f \in \mathcal{F}_{D}$ if, for any $x^{1}, x^{2}, \ldots, x^{m} \in \operatorname{dom} f$, we have that $g\left(x^{1}, x^{2}, \ldots, x^{m}\right) \in \operatorname{dom} f$ where $g$ is applied component-wise.

For any valued constraint language $\Gamma$ over a set $D$, we denote by $\operatorname{Pol}(\Gamma)$ the set of all operations on $D$ which are polymorphisms of every $f \in \Gamma$.

Example 2.5. Let $f \in \mathcal{F}_{\{0,1\}}^{(n)}$ be such that $f(1, \ldots, 1,0)=\infty$ and $f\left(a_{1}, \ldots, a_{n}\right)=$ 0 otherwise. It corresponds to the Horn clause $\left(x_{1} \vee \ldots \vee x_{n-1} \vee \overline{x_{n}}\right)$. Then it is well known and easy to see that the binary operation $\min \in \mathcal{O}_{\{0,1\}}$ is a polymorphism of $f$.

Clearly, if $g$ is a polymorphism of a cost function $f$, then $g$ is also a polymorphism of dom $f$. For $\{0, \infty\}$-valued functions, which naturally correspond to relations, the notion of a polymorphism defined above coincides with the standard notion of a polymorphism for relations. Note that the projections (aka dictators), i.e., operations of the form $e_{n}^{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}$, are polymorphisms of all valued constraint languages. Polymorphisms play the key role in the algebraic approach to the CSP, but, for VCSPs, more general constructs are necessary, which we now define.

Definition 2.6. An m-ary fractional operation $\omega$ on $D$ is a probability distribution on $\mathcal{O}_{D}^{(m)}$. The support of $\omega$ is defined as $\operatorname{supp}(\omega)=\left\{g \in \mathcal{O}_{D}^{(m)} \mid \omega(g)>0\right\}$.

Definition 2.7. An m-ary fractional operation $\omega$ on $D$ is said to be a fractional polymorphism of a cost function $f \in \mathcal{F}_{D}$ if, for any $x^{1}, x^{2}, \ldots, x^{m} \in \operatorname{dom} f$, we have

$$
\begin{equation*}
\sum_{g \in \operatorname{supp}(\omega)} \omega(g) f\left(g\left(x^{1}, \ldots, x^{m}\right)\right) \leq \frac{1}{m}\left(f\left(x^{1}\right)+\cdots+f\left(x^{m}\right)\right) \tag{2}
\end{equation*}
$$

For a constraint language $\Gamma, \mathrm{fPol}(\Gamma)$ will denote the set of all fractional operations that are fractional polymorphisms of each function in $\Gamma$. Also, let $\mathrm{fPol}^{+}(\Gamma)=\{g \in$ $\left.\mathcal{O}_{D} \mid g \in \operatorname{supp}(\omega), \omega \in \operatorname{fPol}(\Gamma)\right\}$.

The intuition behind the notion of fractional polymorphism is that it allows one to combine several feasible assignments into new feasible assignments so that the expected value of a new assignment (nonstrictly) improves the average value of the original assignments.

Example 2.8. Suppose that $\omega$ is a binary fractional operation on $D=\{0,1\}$ such that $\omega(\min )=\omega(\max )=1 / 2$. Then it is well known and easy to check that the finite-valued functions with fractional polymorphism $\omega$ are the submodular functions. Moreover, functions with this fractional polymorphism that are not necessarily finitevalued precisely correspond to submodular functions defined on a ring family.

More examples of fractional polymorphisms can be found in [39, 35, 49].
We remark that, in some papers (e.g., in [13]), fractional polymorphisms (and closely related objects called weighted polymorphisms) are defined as rational-valued functions, which is sufficient for analyzing the complexity of VCSPs with finite constraint languages. However, real-valued fractional polymorphisms are necessary to analyze infinite constraint languages [24, 38, 49].

The key observation in the algebraic approach to (V)CSP is that neither the complexity nor the algebraic properties of a language $\Gamma$ change when functions "expressible" from $\Gamma$ in a certain way are added to it.

Definition 2.9. For a constraint language $\Gamma$, let $\langle\Gamma\rangle$ denote the set of all functions $f\left(x_{1}, \ldots, x_{k}\right)$ such that, for some instance $\mathcal{I}$ of $\operatorname{VCSP}(\Gamma)$ with objective function $f_{\mathcal{I}}\left(x_{1}, \ldots, x_{k}, x_{k+1}, \ldots, x_{n}\right)$, we have

$$
f\left(x_{1}, \ldots, x_{k}\right)=\min _{x_{k+1}, \ldots, x_{n}} f_{\mathcal{I}}\left(x_{1}, \ldots, x_{k}, x_{k+1}, \ldots, x_{n}\right) .
$$

We then say that $\Gamma$ expresses $f$, and call $\langle\Gamma\rangle$ the expressive power of $\Gamma$.
Lemma 2.10. [14, 17] Let $f \in\langle\Gamma\rangle$. Then

1. if $\omega \in \operatorname{fPol}(\Gamma)$ then $\omega$ is a fractional polymorphism of $f$ and of $\operatorname{dom} f$;
2. $\operatorname{VCSP}(\Gamma)$ is tractable if and only if $\operatorname{VCSP}(\Gamma \cup\{f, \operatorname{dom} f\})$ is tractable;
3. $\operatorname{VCSP}(\Gamma)$ is $N P$-hard if and only if $\operatorname{VCSP}(\Gamma \cup\{f$, $\operatorname{dom} f\})$ is NP-hard.

The dichotomy problem for VCSPs can be reduced to a class of constraint languages called rigid cores, defined below. Apart from reducing the cases that need to be considered, this reduction enabled the use of much more powerful results from universal algebra than what can be done without this restriction (see, e.g., [38]).

For a subset $D^{\prime} \subseteq D$, let $u_{D^{\prime}}$ be the function defined as follows: $u_{D^{\prime}}(d)=0$ if $d \in D^{\prime}$ and $u_{D^{\prime}}(d)=\infty$ otherwise. We write $u_{d}$ for $u_{\{d\}}$. Let $\mathcal{C}_{D}=\left\{\left\{u_{d}\right\} \mid d \in D\right\}$.

Lemma 2.11. [38] For any valued constraint language $\Gamma^{\prime}$ on a finite set $D^{\prime}$, there is a subset $D \subseteq D^{\prime}$ and a valued constraint language $\Gamma$ on $D$ such that $\mathcal{C}_{D} \subseteq \Gamma$ and the problems $\operatorname{VCSP}\left(\Gamma^{\prime}\right)$ and $\operatorname{VCSP}(\Gamma)$ are polynomial-time equivalent.

This language $\Gamma$ is called the rigid core of $\Gamma^{\prime}$, and it can be obtained from $\Gamma^{\prime}$ as follows. Let $g^{\prime}$ be a unary operation on $D^{\prime}$ with minimum $\left|g^{\prime}\left(D^{\prime}\right)\right|$ among all unary operations $g^{\prime} \in \mathrm{fPol}^{+}\left(\Gamma^{\prime}\right)$. Then $D$ is set to be $g^{\prime}\left(D^{\prime}\right)$ and $\Gamma$ is set to be $\left\{\left.f\right|_{D}: f \in \Gamma^{\prime}\right\} \cup \mathcal{C}_{D}$. Thus, the intuition behind moving to the rigid core is that (a) one removes labels from the domain that can always be (uniformly) replaced in any solution to an instance without increasing its value, and (b) one allows constraints of the form $u_{d}$ that can be used to fix labels for variables, leading to applicability of more powerful algebraic results.
2.3. Cyclic and symmetric operations. Several types of operations play a special role in the algebraic approach to (V)CSP.

Definition 2.12. An operation $g \in \mathcal{O}_{D}^{(m)}, m \geq 2$, is called

- idempotent if $g(x, \ldots, x)=x$ for all $x \in D$;
- Taylor if, for each $1 \leq i \leq m$, it satisfies an identity of the form $g\left(\Delta_{1}, \Delta_{2}\right.$, $\left.\ldots, \Delta_{m}\right)=g\left(\square_{1}, \square_{2}, \ldots, \square_{m}\right)$ where all $\triangle_{j}, \square_{j}$ are in $\{x, y\}$ and $\triangle_{i} \neq \square_{i}$.
- cyclic if $g\left(x_{1}, x_{2}, \ldots, x_{m}\right)=g\left(x_{2}, \ldots, x_{m}, x_{1}\right)$ for all $x_{1}, \ldots, x_{m} \in D$;
- symmetric if $g\left(x_{1}, x_{2}, \ldots, x_{m}\right)=g\left(x_{\pi(1)}, x_{\pi(2)}, \ldots, x_{\pi(m)}\right)$ for all $x_{1}, \ldots, x_{m} \in$ $D$, and any permutation $\pi$ on $[m]$.
A fractional operation $\omega$ is said to be idempotent/cyclic/symmetric if all operations in $\operatorname{supp}(\omega)$ have the corresponding property.

It is well known and easy to see that all polymorphisms and fractional polymorphisms of a rigid core are idempotent.

The following lemma is contained in the proof of Theorem 50 in [38].
Lemma 2.13. Let $\Gamma$ be a rigid core on a set $D$. Then the following are equivalent: 1. $\mathrm{fPol}^{+}(\Gamma)$ contains a Taylor operation of arity at least 2 ;
2. $\Gamma$ has a cyclic fractional polymorphism of (some) arity at least 2;
3. $\Gamma$ has a cyclic fractional polymorphism of every prime arity $p>|D|$.

The following theorem is Corollary 51 from [38].

TheOrem 2.14. [38] Let $\Gamma$ be a valued constraint language that is a rigid core. If $\mathrm{fPol}^{+}(\Gamma)$ does not contain a Taylor operation then $\operatorname{VCSP}(\Gamma)$ is NP-hard.

Kozik and Ochremiak state a conjecture (which they attribute to L. Barto) that the above theorem describes all NP-hard valued constraint languages, and all other languages are tractable. Using Lemma 2.13, we restate the original conjecture via cyclic fractional polymorphisms.

Conjecture 2.15. [37] Let $\Gamma$ be a valued constraint language that is a rigid core. If $\Gamma$ has a cyclic fractional polymorphism of arity at least 2 , then $\operatorname{VCSP}(\Gamma)$ is tractable.

Note that, for a finite core $\Gamma$ (but with fixed $D$ ), the above condition can be checked in polynomial time. Indeed, if $p>|D|$ is some fixed prime number, then it is sufficient to check for a cyclic fractional polymorphism of arity $p$. Such polymorphisms, by definition, are solutions to a system of linear inequalities. Since the number of cyclic operations of arity $p$ on $D$ is constant, the system will have size polynomial in $\Gamma$ and its feasibility can be decided by linear programming.

For the case when (possibly infinite) $\Gamma$ consists only of $\{0, \infty\}$-valued functions, $\operatorname{VCSP}(\Gamma)$ is actually a CSP. For such $\Gamma$, any probability distribution on polymorphisms (of the same arity) is a fractional polymorphism. Then a theorem and a conjecture (the latter now known as the algebraic CSP dichotomy conjecture) equivalent to Theorem 2.14 and Conjecture 2.15 were given in [10]. One of several equivalent forms of the algebraic CSP dichotomy conjecture is as follows.

Conjecture 2.16. [10, 3] Let $\Gamma$ be a valued constraint language that is a rigid core and that consists of $\{0, \infty\}$-valued functions. If $\Gamma$ has a cyclic polymorphism of arity at least 2 , then $\operatorname{VCSP}(\Gamma)$ is tractable. Otherwise, $\operatorname{VCSP}(\Gamma)$ is NP-hard.

In view of this, it is natural to call Conjecture 2.15 the algebraic VCSP dichotomy conjecture.
2.4. Basic LP relaxation. Symmetric operations are known to be closely related to LP-based algorithms for CSP-related problems. One algorithm in particular has been known to solve many VCSPs to optimality. This algorithm is based on the so-called basic LP relaxation, or BLP, defined as follows.

Let $\mathbb{M}_{n}=\left\{\mu \geq 0 \mid \sum_{x \in D^{n}} \mu(x)=1\right\}$ be the set of probability distributions over labelings in $D^{n}$. We also denote $\Delta=\mathbb{M}_{1}$; thus, $\Delta$ is the standard $(|D|-1)$ dimensional simplex. The corners of $\Delta$ can be identified with elements in $D$. For a distribution $\mu \in \mathbb{M}_{n}$ and a variable $v \in\{1, \ldots, n\}$, let $\mu_{[v]} \in \Delta$ be the marginal probability of distribution $\mu$ for $v$ :

$$
\mu_{[v]}(a)=\sum_{x \in D^{n}: x_{v}=a} \mu(x) \quad \forall a \in D .
$$

Given a VCSP instance $\mathcal{I}$ in the form (1), we define the value $\operatorname{BLP}(\mathcal{I})$ as follows:

$$
\begin{array}{rlrl}
\operatorname{BLP}(\mathcal{I})=\min & \sum_{t \in T} \sum_{x \in \operatorname{dom} f_{t}} \mu_{t}(x) f_{t}(x)  \tag{3}\\
\text { s.t. }\left(\mu_{t}\right)_{[k]} & =\alpha_{v(t, k)} & \forall t \in T, k \in\left\{1, \ldots, n_{t}\right\}, \\
\mu_{t} & \in \mathbb{M}_{n_{t}} & & \forall t \in T, \\
\mu_{t}(x) & =0 & & \forall t \in T, x \notin \operatorname{dom} f_{t}, \\
\alpha_{v} & \in \Delta & & \forall v \in V .
\end{array}
$$

If there are no feasible solutions then $\operatorname{BLP}(\mathcal{I})=\infty$. The objective function and all constraints in this system are linear, therefore this is a linear program. Its size is polynomial in the size of $\mathcal{I}$, so $\operatorname{BLP}(\mathcal{I})$ can be found in time polynomial in $|\mathcal{I}|$.

We say that $\operatorname{BLP}$ solves $\mathcal{I}$ if $\operatorname{BLP}(\mathcal{I})=\min _{x \in D^{n}} f_{\mathcal{I}}(x)$, and BLP solves $\operatorname{VCSP}(\Gamma)$ if it solves all instances $\mathcal{I}$ of $\operatorname{VCSP}(\Gamma)$. If BLP solves $\operatorname{VCSP}(\Gamma)$ and $\Gamma$ is a rigid core, then the optimal solution for every instance can be found by using the standard selfreducibility method. In this method, one goes through the variables in some order, finding $d \in D$ for the current variable $v$ such that instances $\mathcal{I}$ and $\mathcal{I}+u_{d}(v)$ have the same optimal value (which can be checked by BLP), updating $\mathcal{I}:=\mathcal{I}+u_{d}(v)$, and moving to the next variable. At the end, the instance will have a unique feasible assignment whose value is the optimum of the original instance. Note that in this case $\operatorname{VCSP}(\Gamma)$ is globally tractable.

Theorem 2.17 ([35]). BLP solves $\operatorname{VCSP}(\Gamma)$ if and only if, for every $m>1, \Gamma$ has a symmetric fractional polymorphism of arity $m$.

THEOREM 2.18 ([35, 49]). Let $\Gamma$ be a rigid core constraint language that is finitevalued. If $\Gamma$ has a symmetric fractional polymorphism of arity 2 then BLP solves $\operatorname{VCSP}(\Gamma)$, and so $\operatorname{VCSP}(\Gamma)$ is tractable. Otherwise, $\operatorname{VCSP}(\Gamma)$ is NP-hard.

## 3. Main result.

Definition 3.1. Let $\mathcal{I}$ be a VCSP instance over variables $V$ with domain $D$. The feasibility instance, $\operatorname{Feas}(\mathcal{I})$, associated with $\mathcal{I}$ is a CSP instance obtained from $\mathcal{I}$ by replacing each constraint function $f_{t}$ with $\operatorname{dom} f_{t}$.

For a language $\Gamma$, let $\operatorname{Feas}(\Gamma)=\{\operatorname{dom} f \mid f \in \Gamma\}$. Then the instances of the problem $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$ are the instances Feas $(\mathcal{I})$ where $\mathcal{I}$ runs through all instances of $\operatorname{VCSP}(\Gamma)$.

Definition 3.2. Let $\mathcal{I}$ be a VCSP instance over variables $V$ with domain $D$. For each variable $v \in V$, let $D_{v}=\{d \in D \mid d=\sigma(v)$ for some feasible solution $\sigma$ for $\mathcal{I}\}$. Then $(1, \infty)$-minimal instance $\overline{\mathcal{I}}$ associated with $\mathcal{I}$ is the VCSP instance obtained from $\mathcal{I}$ by adding, for each $v \in V$, the constraint $u_{D_{v}}\left(x_{v}\right)$.

Note that if $\Gamma$ is a rigid core and the problem $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$ is tractable, then, for any instance $\mathcal{I}$ of $\operatorname{VCSP}(\Gamma)$, one can construct the associated $(1, \infty)$-minimal instance in polynomial time. Indeed, to find out whether a given $d \in D$ is in $D_{v}$, one only needs to decide whether the CSP instance obtained from $\operatorname{Feas}(\mathcal{I})$ by adding the constraint $u_{d}\left(x_{v}\right)$ is satisfiable. Since $\Gamma$ is a rigid core, the latter instance is also an instance of $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$.

If $\Gamma$ is a rigid core then, for $\operatorname{VCSP}(\Gamma)$ to be tractable, $\Gamma$ must satisfy the assumption of Conjecture 2.15 , and also, clearly, the feasibility part of the problem, $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$, must be tractable. Our main result shows that if these necessary conditions are satisfied then $\operatorname{VCSP}(\Gamma)$ is indeed tractable.

Theorem 3.3. Let $\Gamma$ be a valued constraint language over domain $D$ that is a rigid core. If the following conditions hold then $\operatorname{VCSP}(\Gamma)$ is tractable:

1. $\Gamma$ has a cyclic fractional polymorphism of arity at least 2 , and
2. $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$ is tractable.

Otherwise, $\operatorname{VCSP}(\Gamma)$ is not tractable.
In Theorem 3.3, the intractability part for (absence of) the first condition follows from Theorem 2.14, and it is obvious for the second condition. The tractability part follows from Theorem 3.4 below.

Theorem 3.4. Let $\Gamma$ be an arbitrary language that has a cyclic fractional polymorphism of arity at least 2 . If $\mathcal{I}$ is an instance of $\operatorname{VCSP}(\Gamma)$ and $\overline{\mathcal{I}}$ is its associated $(1, \infty)$-minimal instance, then $\operatorname{Opt}(\mathcal{I})=\operatorname{BLP}(\overline{\mathcal{I}})$.
Indeed, if $\Gamma$ is a rigid core satisfying conditions (1) and (2) from Theorem 3.3 and $\mathcal{I}$ is an instance of $\operatorname{VCSP}(\Gamma)$ then the equality $\operatorname{Opt}(\mathcal{I})=\operatorname{BLP}(\overline{\mathcal{I}})$ means that we can efficiently find the optimum value for $\mathcal{I}$ by constructing $\overline{\mathcal{I}}$ (which we can do efficiently because $\Gamma$ is a rigid core and $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$ is tractable) and then applying BLP to $\overline{\mathcal{I}}$. Then we can find an optimal assignment for $\mathcal{I}$ by self-reduction (see the discussion before Theorem 2.17).

Recall the notion of global tractability from section 2.1. The algorithm that we just described gives the following.

Corollary 3.5. Let $\Gamma$ be a valued constraint language over domain $D$ that is a rigid core. If

1. $\Gamma$ has a cyclic fractional polymorphism of arity at least 2 , and
2. $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$ is globally tractable,
then $\operatorname{VCSP}(\Gamma)$ is globally tractable.
It also follows from Theorem 3.4 that, for every language $\Gamma$ that has a cyclic fractional polymorphism of arity at least $2, \operatorname{VCSP}(\Gamma)$ is polynomial-time equivalent to $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$. In particular, any complexity classification of CSPs, whether it is the dichotomy as predicted by Conjecture 2.16 or anything else, gives a complexity classification of VCSPs.

Let us now discuss how Theorem 3.3 can be combined with known CSP complexity classifications to obtain new, previously unknown, VCSP classifications which are tighter than Theorem 3.3.

As we explained in section 1, if the algebraic CSP dichotomy conjecture holds, then condition (2) in Theorem 3.3 can be omitted and all intractable VCSPs are NPhard. Since this conjecture holds when $|D| \leq 3[9,45]$ or when $D$ is arbitrary finite, but $\Gamma$ contains all unary crisp functions $[1,11]$, we get the following corollaries.

Corollary 3.6. Let $|D| \leq 3$ and let $\Gamma$ be a valued constraint language that is a rigid core on $D$. If $\Gamma$ has a cyclic fractional polymorphism then the problem $\operatorname{VCSP}(\Gamma)$ is tractable, otherwise it is NP-hard.

For the case $|D|=2$, the tractable cases can be characterized by six specific cyclic fractional polymorphisms [17], and it was shown in [38] that the presence of any cyclic fractional polymorphism (when $|D|=2$ ) implies the presence of one of those six. Also, Corollary 3.6 generalizes results from [51, 52] where the dichotomy was shown for the special case when $|D|=3$ and all noncrisp functions in $\Gamma$ are unary. The specific conditions for tractability in $[51,52]$ have not been shown to be directly implied by the presence of a cyclic fractional polymorphism, though.

Corollary 3.7. Let $\Gamma$ be a valued constraint language on $D$ that contains all unary crisp functions. If $\Gamma$ has a cyclic fractional polymorphism then the problem $\operatorname{VCSP}(\Gamma)$ is tractable, otherwise it is NP-hard.

Corollary 3.7 generalizes a result from [51] where the dichotomy was shown for the special case when $\Gamma$ includes all unary crisp functions and all noncrisp functions in $\Gamma$ are unary. Again, the specific condition for tractability in [51] is not known to be directly implied by the presence of a cyclic fractional polymorphism.

It is shown in [38] how Theorem 3.3 implies the dichotomy results (including specific conditions for tractability) for the finite-valued case from [49] (Theorem 2.18)
and for the case when $\Gamma$ contains all unary functions taking values in $\{0,1\}[36]$. The algorithm for the tractable case in [36] is somewhat similar in spirit to our algorithm, and actually inspired the latter.

Let us now explain how Theorem 3.3 implies the tractability result from [48] (stated below). An idempotent operation $g \in \mathcal{O}_{D}$ of arity at least 2 satisfying $g(y, x, x \ldots, x, x)=g(x, y, x, \ldots, x, x)=\cdots=g(x, x, x, \ldots, x, y)$ for all $x, y \in D$ is called a weak near-unanimity operation. The tractability result result from [48] states that if $\mathrm{fPol}^{+}(\Gamma)$ contains weak near-unanimity operations of all but finitely many arities, then $\operatorname{VCSP}(\Gamma)$ is tractable (in fact, via a specific algorithm based on Sherali-Adams hierarchy, which does not follow from our results). This condition on $\mathrm{fPol}^{+}(\Gamma)$ is well known in the algebraic approach to the CSP; it characterizes (when appropriately formulated) CSPs of bounded width [4]. So assume that $\mathrm{fPol}^{+}(\Gamma)$ satisfies this condition. Since $\mathrm{fPol}^{+}(\Gamma) \subseteq \operatorname{Pol}(\Gamma)$, the set $\operatorname{Pol}(\Gamma)$ also contains these operations, so $\operatorname{CSP}(\operatorname{Feas}(\Gamma))$ is tractable by [4]. Moreover, by [3], $\mathrm{fPol}^{+}(\Gamma)$ then also contains a cyclic operation of arity at least 2. Now (the proof of) Theorem 50 of [38] implies that $\Gamma$ has a cyclic fractional polymorphism of arity at least 2 , and then tractability of $\operatorname{VCSP}(\Gamma)$ follows from Theorem 3.3.

We remark that some known VCSP classifications with tighter and more explicit characterizations of tractability can be easily derived from our main result; e.g., the classification for the Boolean case $(|D|=2)$ can be easily derived following the lines of section 8 of [13]. However, it might take additional effort to derive some others for example, the dichotomy result from [50] was proved without using our theorem, and it is not known how to derive it from our main result.
4. Proof of Theorem 3.4: Reduction to a block-finite language. We will prove Theorem 3.4 by constructing, from a given (feasible) instance $\mathcal{I}$, a finite valued constraint language $\Gamma^{\prime}$ on some finite set $D^{\prime}$ and an instance $\mathcal{I}^{\prime}$ of $\operatorname{VCSP}\left(\Gamma^{\prime}\right)$ such that $\operatorname{Opt}(\mathcal{I})=\operatorname{Opt}(\overline{\mathcal{I}})=\operatorname{Opt}\left(\mathcal{I}^{\prime}\right)=\operatorname{BLP}\left(\mathcal{I}^{\prime}\right)=\operatorname{BLP}(\overline{\mathcal{I}})$. The first equality is immediate from the definition $\overline{\mathcal{I}}$, the second one will follow trivially from the construction of $\Gamma^{\prime}$ and $\mathcal{I}^{\prime}$, and the last equality holds by Lemma 4.1 below, while the key equality $\operatorname{Opt}\left(\mathcal{I}^{\prime}\right)=\operatorname{BLP}\left(\mathcal{I}^{\prime}\right)$ will follow from the fact that $\operatorname{BLP}$ solves $\operatorname{VCSP}\left(\Gamma^{\prime}\right)$ that we prove, using Theorem 2.17, in Theorem 4.4. The construction is inspired by [34], where a similar technique of "lifting" a language was used in a different context.

Let $V$ be the set of variables of instance $\mathcal{I}$, and let

$$
\begin{equation*}
f_{\mathcal{I}}(x)=\sum_{t \in T} f_{t}\left(x_{v(t, 1)}, \ldots, x_{v\left(t, n_{t}\right)}\right) \quad \forall x: V \rightarrow D \tag{4}
\end{equation*}
$$

be its objective function. For the $(1, \infty)$-minimal instance $\overline{\mathcal{I}}$, the objective function is

$$
\begin{equation*}
f_{\overline{\mathcal{I}}}(x)=\sum_{t \in T} f_{t}\left(x_{v(t, 1)}, \ldots, x_{v\left(t, n_{t}\right)}\right)+\sum_{v \in V} u_{D_{v}}\left(x_{v}\right) \quad \forall x: V \rightarrow D \tag{5}
\end{equation*}
$$

Now let $D_{v}^{\prime}=\left\{(v, a) \mid a \in D_{v}\right\}$ be a unique copy of $D_{v}$. We now define a new language $\Gamma^{\prime}$ over domain $D^{\prime}=\bigcup_{v \in V} D_{v}^{\prime}$ as follows:

$$
\Gamma^{\prime}=\bigcup_{t \in T}\left\{f_{t}^{\left\langle v(t, 1), \ldots, v\left(t, n_{t}\right)\right\rangle}, \operatorname{dom} f_{t}^{\left\langle v(t, 1), \ldots, v\left(t, n_{t}\right)\right\rangle}\right\} \cup \bigcup_{v \in V}\left\{u_{D_{v}^{\prime}}\right\} \cup\left\{={ }_{D^{\prime}}\right\}
$$

where functions $u_{D_{v}^{\prime}}$ are as defined above, $={ }_{D^{\prime}}$ is the binary $\{0, \infty\}$-valued function corresponding to the equality relation, and, for an $n$-ary function $f$ over $D$ and variables $v_{1}, \ldots, v_{n} \in V$, we define function $f^{\left\langle v_{1}, \ldots, v_{n}\right\rangle}:\left(D^{\prime}\right)^{n} \rightarrow \overline{\mathbb{Q}}$ as follows:

$$
f^{\left\langle v_{1}, \ldots, v_{n}\right\rangle}(x)=\left\{\begin{array}{ll}
f(\hat{x}) & \text { if } x=\left(\left(v_{1}, \hat{x}_{1}\right), \ldots,\left(v_{n}, \hat{x}_{n}\right)\right) \\
\infty & \text { otherwise }
\end{array} \quad \forall x \in\left(D^{\prime}\right)^{n} .\right.
$$

The above mentioned instance $\mathcal{I}^{\prime}$ of $\operatorname{VCSP}\left(\Gamma^{\prime}\right)$ is obtained from $\overline{\mathcal{I}}$ by replacing each function $f_{t}$ with $f_{t}^{\left\langle v(t, 1), \ldots, v\left(t, n_{t}\right)\right\rangle}$ and replacing each function $u_{D_{v}}$ with $u_{D_{v}^{\prime}}$.

It is straightforward to check that there is a one-to-one correspondence between the sets of feasible solutions to BLP relaxations for $\mathcal{I}^{\prime}$ and $\overline{\mathcal{I}}$, and that this correspondence also preserves the values of the solutions.

Lemma 4.1. We have $\operatorname{BLP}\left(\mathcal{I}^{\prime}\right)=\operatorname{BLP}(\overline{\mathcal{I}})$.
LEMMA 4.2. If $\Gamma$ has a cyclic fractional polymorphism of arity $m>1$ then $\Gamma^{\prime}$ has the same property.

Proof. Let $\omega$ be a cyclic fractional polymorphism of $\Gamma$. Fix an arbitrary element $d^{\prime} \in D^{\prime}$. For each operation $g \in \operatorname{supp}(\omega)$, define the operation $g^{\prime}$ on $D^{\prime}$ as follows:
$g^{\prime}\left(x_{1}, \ldots, x_{m}\right)= \begin{cases}\left(v, g\left(\hat{x}_{1}, \ldots, \hat{x}_{m}\right)\right) & \text { if } x_{1}=\left(v, \hat{x}_{1}\right), \ldots, x_{m}=\left(v, \hat{x}_{m}\right) \text { for some } v \in V, \\ d^{\prime} & \text { otherwise. }\end{cases}$
Clearly, each operation $g^{\prime}$ is cyclic. Consider the fractional operation $\omega^{\prime}$ on $D^{\prime}$ such that $\omega\left(g^{\prime}\right)=\omega(g)$ for all $g \in \operatorname{supp}(\omega)$. It is straightforward to check that $\omega^{\prime}$ is a fractional polymorphism of $\Gamma^{\prime}$.

To prove Theorem 3.4, it remains to show that $\operatorname{Opt}\left(\mathcal{I}^{\prime}\right)=\operatorname{BLP}\left(\mathcal{I}^{\prime}\right)$. We will prove the more general fact that BLP solves $\operatorname{VCSP}\left(\Gamma^{\prime}\right)$. The properties of the language $\Gamma^{\prime}$ that we use for this (apart from having a cyclic fractional polymorphism) are given below in Definition 4.3.

Definition 4.3. A finite language $\Gamma$ is called block-finite if its domain $D$ can be partitioned into disjoint subsets $\left\{D_{v} \mid v \in V\right\}$ such that
(a) For any $a \in D_{v}$ with $v \in V$ there exists a polymorphism $g_{a} \in \mathcal{O}^{(1)}$ of $\operatorname{Feas}(\Gamma)$ such that $g_{a}(b)=a$ for all $b \in D_{v}$.
(b) For any n-ary function $f \in \Gamma$, the relation $\operatorname{dom} f$ (viewed as a function $D^{n} \rightarrow\{0, \infty\}$ ) belongs to $\Gamma$. Furthermore, the binary equality relation on $D$, denoted as $=_{D}: D^{2} \rightarrow\{0, \infty\}$, also belongs to $\Gamma$.
(c) Any $n$-ary function $f \in \Gamma-\left\{=_{D}\right\}$ satisfies $\operatorname{dom} f \subseteq D_{v_{1}} \times \cdots \times D_{v_{n}}$ for some $v_{1}, \ldots, v_{n} \in V$.
It is easy to see that the language $\Gamma^{\prime}$ defined in the previous section is blockfinite. It obviously has properties (b) and (c), and it has property (a) because the instance $\mathcal{I}^{\prime}$ is $(1, \infty)$-minimal. Indeed, if $a=(v, d) \in D_{v}^{\prime}$ then, by definition, $\mathcal{I}$ has a feasible solution $\sigma: V \rightarrow D$ with $\sigma(v)=d$. Define function $g_{a}$ as follows: for each $a^{\prime}=\left(v^{\prime}, d^{\prime}\right) \in D^{\prime}$, set $g_{a}\left(a^{\prime}\right)=\left(v^{\prime}, \sigma\left(v^{\prime}\right)\right)$. It is easy to check that $g_{a}$ has the required properties.

From now on, we forget about the original language $\Gamma$ from the previous section and about the specific language $\Gamma^{\prime}$ and work with an arbitrary block-finite language that has a cyclic fractional polymorphism of arity at least 2 . For simplicity, we denote our language by $\Gamma$. Note that $\Gamma$ is not necessarily a (rigid) core, but this property is not required in Theorem 2.17. By Theorem 2.17, in order to prove Theorem 3.4, it remains to show the following.

Theorem 4.4. Suppose that a block-finite language $\Gamma$ admits a cyclic fractional polymorphism $\nu$ of arity at least 2. Then, for every $m \geq 2, \Gamma$ admits a symmetric fractional polymorphism $\omega_{m}^{\text {sym }}$ of arity $m$.

In the rest of the paper we prove Theorem 4.4. This will be done in two steps: (i) using the existence of $\nu$, prove the existence of $\omega_{2}^{\text {sym }}$; (ii) using the existence of $\omega_{m-1}^{\text {sym }}$ for some $m \geq 3$, prove the existence of $\omega_{m}^{\text {sym }}$. The claim will then follow by induction on $m$.

Note that for finite-valued languages step (i) was proved in [49] (or rather a very closely related statement), while step (ii) was established in [35]. However, in both cases it was essential that the language is finite-valued. The arguments in [35, 49] seem to break down when infinities are allowed. For example, we were unable to extend the approach in [49] that exploits the connectivity of a certain graph on $D$. To deal with block-finite languages, we will introduce (in section 6) a new technical tool where we first prove, via Farkas's lemma, the existence of a certain function with special properties in $\langle\Gamma\rangle$.
5. A graph of generalized operations. In this section we describe a basic tool that will be used for constructing new fractional polymorphisms, namely a graph of generalized operations introduced in [35].

Let $\mathcal{O}^{(m \rightarrow m)}$ be the set of mappings $\mathbf{g}: D^{m} \rightarrow D^{m}$ and let $\mathbb{1} \in \mathcal{O}^{(m \rightarrow m)}$ be the identity mapping. Consider a sequence $x$ of $m$ labelings $x \in\left[D^{n}\right]^{m}$; this means that $x=\left(x^{1}, \ldots, x^{m}\right)$ where $x^{i} \in D^{n}$ (think of $x$ as an $m \times n$ matrix whose rows are $x^{1}, \ldots$, $\left.x^{m}\right)$. For an $n$-ary function $f$, we define $f^{m}(x)=\frac{1}{m}\left(f\left(x^{1}\right)+\cdots+f\left(x^{m}\right)\right)$ (thus $f^{m}(x)$ is the average value of $f$ on the rows of $x)$. For a mapping $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \mathcal{O}^{(m \rightarrow m)}$, we also denote $x^{\mathbf{g} i}=g_{i}(x)$ for $i \in[m]$ and $\mathbf{g}(x)=\left(x^{\mathbf{g} 1}, \ldots, x^{\mathbf{g m}}\right.$ ) (so $g(x)$ is an $m \times n$ matrix where row $i$ is obtained by column-wise application of $g_{i}$ to $x$ ).

A probability distribution $\rho$ over $\mathcal{O}^{(m \rightarrow m)}$ will be called a (generalized) fractional polymorphism of $\Gamma$ of arity $m \rightarrow m$ if each function $f \in \Gamma$ satisfies

$$
\begin{equation*}
\sum_{\mathbf{g} \in \operatorname{supp}(\rho)} \rho(\mathbf{g}) f^{m}(\mathbf{g}(x)) \leq f^{m}(x) \quad \forall x \in[\operatorname{dom} f]^{m} \tag{6}
\end{equation*}
$$

We will sometimes represent fractional polymorphisms of arity $m$ and generalized fractional polymorphisms of arity $m \rightarrow m$ as vectors in $\mathbb{R}^{\mathcal{O}^{(m)}}$ and $\mathbb{R}^{\mathcal{O}^{(m \rightarrow m)}}$, respectively. For $g \in \mathcal{O}^{(m)}$ and $\mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}$, we denote the corresponding characteristic vectors by $\chi_{g}$ and $\chi_{\mathbf{g}}$ respectively. It can be checked that a generalized fractional polymorphism $\rho$ of arity $m \rightarrow m$ can be converted into a fractional polymorphism $\rho^{\prime}$ of arity $m$, as follows:

$$
\rho^{\prime}=\sum_{\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \operatorname{supp}(\rho)} \frac{\rho(\mathbf{g})}{m}\left(\chi_{g_{1}}+\cdots+\chi_{g_{m}}\right)
$$

We will use the following construction in several parts of the proof. Assume that we have some probability distribution $\omega$ with a finite support such that (i) each element $s \in \operatorname{supp}(\omega)$ corresponds to an element of $\mathcal{O}^{(m \rightarrow m)}$ denoted as $\mathbb{1}^{s}$, and (ii) this distribution satisfies the following property for each $f \in \Gamma$ :

$$
\begin{equation*}
\sum_{s \in \operatorname{supp}(\omega)} \omega(s) f^{m}\left(\mathbb{1}^{s}(x)\right) \leq f^{m}(x) \quad \forall x \in[\operatorname{dom} f]^{m} \tag{7a}
\end{equation*}
$$

Condition (7a) then can be rephrased as saying that vector $\sum_{s \in \operatorname{supp}(\omega)} \omega(s) \chi_{1^{s}}$ is a fractional polymorphism of $\Gamma$ of arity $m \rightarrow m$. We will also consider the following condition:

$$
\begin{equation*}
\sum_{s \in \operatorname{supp}(\omega)} \omega(s) f\left(x^{1^{s} i}\right) \leq f^{m-1}\left(x_{-i}\right) \quad \forall x \in[\operatorname{dom} f]^{m}, i \in[m] \tag{7b}
\end{equation*}
$$

where $x_{-i} \in[\operatorname{dom} f]^{m-1}$ denotes the sequence of $m-1$ labelings obtained from $x$ by removing the $i$ th labeling. Note that condition (7b) implies (7a) (since summing (7b) over $i \in[m]$ and dividing by $m$ gives (7a)). The second condition will be used only in one of the results; unless noted otherwise, $\omega$ is only assumed to satisfy (7a).

For a mapping $\mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}$ denote $\mathbf{g}^{s}=\mathbb{1}^{s} \circ \mathbf{g}$. (This notation is consistent with the earlier one since $\mathbb{1}^{s} \circ \mathbb{1}=\mathbb{1}^{s}$ for any $\left.s\right)$. We use $\mathbf{g}^{s_{1} \ldots s_{k}}$ to denote $\left(\cdots\left(\mathbf{g}^{s_{1}}\right)^{\cdots}\right)^{s_{k}}=$ $\mathbb{1}^{s_{k}} \circ \cdots \circ \mathbb{1}^{s_{1}} \circ \mathbf{g}$. Next, define a directed graph $(\mathbb{G}, E)$ as follows:

- $\mathbb{G}=\left\{\mathbb{1}^{s_{1} \ldots s_{k}} \mid s_{1}, \ldots, s_{k} \in \operatorname{supp}(\omega), k \geq 0\right\}$ is the set of all mappings that can be obtained from $\mathbb{1}$ by applying operations from $\operatorname{supp}(\omega)$;
- $E=\left\{\left(\mathbf{g}, \mathbf{g}^{s}\right) \mid \mathbf{g} \in \mathbb{G}, s \in \operatorname{supp}(\omega)\right\}$.

This graph can be decomposed into strongly connected components, yielding a directed acyclic graph (DAG) on these components. We define Sinks( $\mathbb{G}, E)$ to be the set of those strongly connected components $\mathbb{H} \subseteq \mathbb{G}$ of $(\mathbb{G}, E)$ that are sinks of this DAG (i.e., have no outgoing edges). Any DAG has at least one sink, therefore Sinks( $\mathbb{G}, E)$ is nonempty. We denote $\mathbb{G}^{*}=\bigcup_{\mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)} \mathbb{H} \subseteq \mathbb{G}$ and $\operatorname{Range}_{n}\left(\mathbb{G}^{*}\right)=\left\{\mathbf{g}^{*}(x) \mid \mathbf{g}^{*} \in\right.$ $\left.\mathbb{G}^{*}, x \in\left[D^{n}\right]^{m}\right\}$. Also, for a tuple $\hat{x} \in D^{m}$ we will denote $\mathbb{G}(\hat{x})=\{\mathbf{g}(\hat{x}) \mid \mathbf{g} \in \mathbb{G}\} \subseteq D^{m}$.

The following facts can easily be shown (see Appendices A. 1 and A.2).
Proposition 5.1.
(a) If $\mathbf{g}, \mathbf{h} \in \mathbb{G}$ then $\mathbf{h} \circ \mathbf{g} \in \mathbb{G}$. Moreover, if $\mathbf{g} \in \mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)$ then $\mathbf{h} \circ \mathbf{g} \in \mathbb{H}$.
(b) Consider connected components $\mathbb{H}^{\prime}, \mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)$. For each $\mathbf{g}^{\prime} \in \mathbb{H}^{\prime}$ there exists $\mathbf{g} \in \mathbb{H}$ satisfying $\mathbf{g} \circ \mathbf{g}^{\prime}=\mathbf{g}^{\prime}$.
(c) For each $x \in$ Range $_{n}\left(\mathbb{G}^{*}\right)$ and $\mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)$ there exists $\mathbf{g} \in \mathbb{H}$ satisfying $\mathbf{g}(x)=x$.
Proposition 5.2. Suppose that $\hat{x} \in$ Range $_{1}\left(\mathbb{G}^{*}\right)$ and $x \in \mathbb{G}(\hat{x})$.
(a) There holds $x \in$ Range $_{1}\left(\mathbb{G}^{*}\right)$.
(b) There exists $\mathbf{g} \in \mathbb{G}$ such that $\mathbf{g}(x)=\hat{x}$.

We now state main theorems related to the graph $(\mathbb{G}, E)$, that are slight extensions of the results in [35]. Their proofs use the same techniques as [35] and can be found in Appendices A.3, A.4, and A.5.

THEOREM 5.3. Let $\widehat{\mathbb{G}}$ be a subset of $\mathbb{G}$ satisfying the following property: for each $\mathbf{g} \in \mathbb{G}$ there exists a path in $(\mathbb{G}, E)$ from $\mathbf{g}$ to some node $\widehat{\mathbf{g}} \in \widehat{\mathbb{G}}$. Then there exists a fractional polymorphism $\rho$ of $\Gamma$ of arity $m \rightarrow m$ with $\operatorname{supp}(\rho)=\widehat{\mathbb{G}}$.
We will use this result either for the set $\widehat{\mathbb{G}}=\mathbb{G}$ or for the set $\widehat{\mathbb{G}}=\mathbb{G}^{*}$; clearly, both choices satisfy the condition of the theorem. The first choice gives that $\Gamma$ admits a fractional polymorphism $\rho$ with $\operatorname{supp}(\rho)=\mathbb{G}$; therefore, if $\mathbf{g} \in \mathbb{G}, f \in\langle\Gamma\rangle$ and $x \in[\operatorname{dom} f]^{m}$ then $\mathbf{g}(x) \in[\operatorname{dom} f]^{m}$.

Theorem 5.4. Consider function $f \in\langle\Gamma\rangle$ of arity $n$ and labelings $x \in \operatorname{Range}_{n}\left(\mathbb{G}^{*}\right) \cap$ $[\operatorname{dom} f]^{m}$.
(a) There holds $f^{m}(\mathbf{g}(x))=f^{m}(x)$ for any $\mathbf{g} \in \mathbb{G}$.
(b) Suppose that condition (7b) holds. Then there exists a probability distribution $\lambda$ over $\mathbb{G}^{*}$ (which is independent of $\left.f, x\right)$ such that $f_{i^{\prime}}^{\lambda}(x)=f_{i^{\prime \prime}}^{\lambda}(x)$ for any $i^{\prime}, i^{\prime \prime} \in[m]$ where

$$
\begin{equation*}
f_{i}^{\lambda}(x)=\sum_{\mathbf{g} \in \mathbb{G}^{*}} \lambda_{\mathbf{g}} f\left(x^{\mathbf{g} i}\right) \tag{8}
\end{equation*}
$$

6. Constructing special functions. In this section, we construct special functions in $\langle\Gamma\rangle$ that play an important role in the proof of Theorem 4.4.

For a sequence $x=\left(x^{1}, \ldots, x^{m}\right) \in D^{m}$ and a permutation $\pi$ of $[m]$, we define $x^{\pi}=\left(x^{\pi(1)}, \ldots, x^{\pi(m)}\right)$. Similarly, for a mapping $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \mathcal{O}^{(m \rightarrow m)}$ define $\mathbf{g}^{\pi}=\left(g_{\pi(1)}, \ldots, g_{\pi(m)}\right)$. Let $\Omega$ be the set of mappings $\mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}$ that satisfy the following condition:

Equivalently, $g_{\pi(i)}(x)=g_{i}\left(x^{\pi}\right)$ for any $i \in[m]$.

$$
\begin{equation*}
\mathbf{g}^{\pi}(x)=\mathbf{g}\left(x^{\pi}\right) \text { for any } x \in D^{m} \text { and any permutation } \pi \text { of }[m] . \tag{9}
\end{equation*}
$$

Proposition 6.1. If $\mathbf{g}, \mathbf{h} \in \Omega$, then $\mathbf{g} \circ \mathbf{h} \in \Omega$.
Proof. Just note that

$$
(\mathbf{g} \circ \mathbf{h})^{\pi}(x)=\mathbf{g}^{\pi}(\mathbf{h}(x))=\mathbf{g}\left(\mathbf{h}^{\pi}(x)\right)=\mathbf{g}\left(\mathbf{h}\left(x^{\pi}\right)\right)=(\mathbf{g} \circ \mathbf{h})\left(x^{\pi}\right)
$$

for any $x \in D^{m}$.
Consider all generalized fractional polymorphisms $\omega$ of $\Gamma$ of arity $m \rightarrow m$ satisfying $\operatorname{supp}(\omega) \subseteq \Omega$. At least one such polymorphism exists, namely $\omega=\chi_{1}$ where $\mathbb{1} \in \mathcal{O}^{(m \rightarrow m)}$ is the identity mapping. Among such $\omega$ 's, pick one with the largest support. It exists due to the following observation: if $\omega^{\prime}, \omega^{\prime \prime}$ are generalized fractional polymorphisms of $\Gamma$ of arity $m \rightarrow m$ then so is the vector $\omega=\frac{1}{2}\left[\omega^{\prime}+\omega^{\prime \prime}\right]$, and $\operatorname{supp}(\omega)=\operatorname{supp}\left(\omega^{\prime}\right) \cup \operatorname{supp}\left(\omega^{\prime \prime}\right)$.

Let us apply the construction of section 5 starting with the chosen distribution $\omega$, where for $\mathbf{g} \in \operatorname{supp}(\omega)$ we define operation $\mathbb{1}^{\mathbf{g}} \in \mathcal{O}^{(m \rightarrow m)}$ via $\mathbb{1}^{\mathbf{g}}=\mathbf{g}$. Let the resulting graph be $(\mathbb{G}, E)$. It is straightforward to check that condition (7a) holds: it simply expresses the fact that $\omega$ is a generalized fractional polymorphsism of $\Gamma$ of arity $m \rightarrow m$.

Proposition 6.2. It holds that $\operatorname{supp}(\omega)=\mathbb{G}$.
Proof. If $\mathbf{g} \in \operatorname{supp}(\omega)$ then $\mathbf{g}=\mathbb{1}^{\mathbf{g}} \in \mathbb{G}$. Conversely, suppose that $\mathbf{g} \in \mathbb{G}$. We can write $\mathbf{g}=\mathbb{1}^{\mathbf{g}_{k}} \circ \cdots \circ 1^{\mathbf{g}_{1}}=\mathbf{g}_{k} \circ \cdots \circ \mathbf{g}_{1}$ with $\mathbf{g}_{1}, \ldots, \mathbf{g}_{k} \in \operatorname{supp}(\omega) \subseteq \Omega$. Since $\Omega$ is closed under composition by Proposition 6.1, we get $\mathbf{g} \in \Omega$. By Theorem 5.3 there exists a generalized fractional polymorphism $\rho$ with $\operatorname{supp}(\rho)=\mathbb{G}$, and so $\mathbf{g} \in \operatorname{supp}(\rho)$. By maximality of $\omega$ we get $\mathbf{g} \in \operatorname{supp}(\omega)$.

In the remainder of this section we prove the following theorem.
Theorem 6.3. For any $\hat{x} \in D^{m}$ there exists a function $f \in\langle\Gamma\rangle$ of arity $m$ with $\arg \min f=\mathbb{G}(\hat{x})$.

Proof. Let $\Gamma^{+}$be the set of pairs $(f, x)$ with $f \in \Gamma$ and $x \in[\operatorname{dom} f]^{m}$. Let $\Omega^{\prime} \subseteq \Omega$ be the set of mappings $\mathbf{g} \in \Omega$ that satisfy $\mathbf{g}(x) \in[\operatorname{dom} f]^{m}$ for all $(f, x) \in \Gamma^{+}$. Note that $\mathbb{G}=\operatorname{supp}(\omega) \subseteq \Omega^{\prime}$. By the choice of $\omega$, the following system does not have a solution with rational $\rho$ :

$$
\begin{array}{rlrl}
\rho(\mathbf{g}) & \geq 0 & & \forall \mathbf{g} \in \Omega^{\prime}, \\
\sum_{\mathbf{g} \in \Omega^{\prime}} \rho(\mathbf{g}) f^{m}(x)-\sum_{\mathbf{g} \in \Omega^{\prime}} \rho(\mathbf{g}) f^{m}(\mathbf{g}(x)) & \geq 0 & \forall(f, x) \in \Gamma^{+}, \\
\sum_{\mathbf{g} \in \Omega^{\prime}-\mathbb{G}}-\rho(\mathbf{g}) & <0 . & \tag{10c}
\end{array}
$$

Next, we use the following well-known result (see, e.g., [46]).
Lemma 6.4 (Farkas's lemma). Let $A$ be a $p \times q$ matrix and b be a $p$-dimensional vector. Then exactly one of the following is true:

- There exists $\lambda \in \mathbb{R}^{q}$ such that $A \lambda=b$ and $\lambda \geq 0$.
- There exists $\mu \in \mathbb{R}^{p}$ such that $\mu^{T} A \geq 0$ and $\bar{\mu}^{T} b<0$.

If $A$ and $b$ are rational then $\lambda$ and $\mu$ can also be chosen in $\mathbb{Q}^{q}$ and $\mathbb{Q}^{p}$, respectively. By this lemma, the following system has a solution with rational $\lambda \geq 0$ :

$$
\begin{array}{ll}
\lambda(\mathbf{g})+\sum_{(f, x) \in \Gamma^{+}} \lambda(f, x)\left(f^{m}(x)-f^{m}(\mathbf{g}(x))=0\right. & \forall \mathbf{g} \in \mathbb{G}, \\
\lambda(\mathbf{g})+\sum_{(f, x) \in \Gamma^{+}} \lambda(f, x)\left(f^{m}(x)-f^{m}(\mathbf{g}(x))=-1\right. & \forall \mathbf{g} \in \Omega^{\prime}-\mathbb{G} . \tag{11b}
\end{array}
$$

We will now define several instances of $\operatorname{VCSP}(\Gamma)$ where it will be convenient to use constraints with rational positive weights; these weights can always be made integer by multiplying the instances by an appropriate positive integer, which would not affect the reasoning, but make notation cumbersome.

We will define a $\Gamma$-instance $\mathcal{I}$ with $m|D|^{m}$ variables $\mathcal{V}=\{(i, z) \mid i \in[m], z \in$ $\left.D^{m}\right\}$. The labelings $\mathcal{V} \rightarrow D$ for this instance can be identified with mappings $\mathbf{g}=$ $\left(g_{1}, \ldots, g_{m}\right) \in \mathcal{O}^{(m \rightarrow m)}$, if we define $\mathbf{g}(i, z)=g_{i}(z)$ for the coordinate $(i, z) \in \mathcal{V}$. We define the cost function of $\mathcal{I}$ as follows:

$$
\begin{equation*}
f_{\mathcal{I}}(\mathbf{g})=\sum_{(f, x) \in \Gamma^{+}, \lambda(f, x) \neq 0} \lambda(f, x) f^{m}(\mathbf{g}(x)) \quad \forall \mathbf{g} \in \mathcal{O}^{(m \rightarrow m)} \tag{12}
\end{equation*}
$$

From (11) we get

$$
\begin{array}{ll}
f_{\mathcal{I}}(\mathbb{1})=f_{\mathcal{I}}(\mathbf{g})-\lambda(\mathbf{g}) \leq f_{\mathcal{I}}(\mathbf{g})<\infty & \forall \mathbf{g} \in \mathbb{G}, \\
f_{\mathcal{I}}(\mathbb{1})<f_{\mathcal{I}}(\mathbf{g})-\lambda(\mathbf{g}) \leq f_{\mathcal{I}}(\mathbf{g})<\infty & \forall \mathbf{g} \in \Omega^{\prime}-\mathbb{G} . \tag{13b}
\end{array}
$$

Furthermore, $f^{m}(\cdot)$ is invariant with respect to permuting its arguments, and thus

$$
\begin{equation*}
f_{\mathcal{I}}(\mathbf{g})=f_{\mathcal{I}}\left(\mathbf{g}^{\pi}\right) \quad \forall \mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}, \text { permutation } \pi \text { of }[m] \tag{13c}
\end{equation*}
$$

Let $T$ be the set of tuples $(i, j, x, y)$ where $i, j \in[m], x, y \in D^{m}$ and $i=\pi(j)$, $y=x^{\pi}$ for some permutation $\pi$ of $[m]$. Define another $\Gamma$-instance $\mathcal{I}^{\prime}$ with variables $\mathcal{V}$ and the cost function
$f_{\mathcal{I}^{\prime}}(\mathbf{g})=f_{\mathcal{I}}(\mathbf{g})+\sum_{(i, j, x, y) \in T}={ }_{D}(\mathbf{g}(i, x), \mathbf{g}(j, y))+\sum_{(f, x) \in \Gamma^{+}}(\operatorname{dom} f)^{m}(\mathbf{g}(x)) \quad \forall \mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}$,
where $={ }_{D}$ is the equality relation on $D$. The instance $\mathcal{I}^{\prime}$ is a $\Gamma$-instance because of condition (b) in the definition of a block-finite language. Note that the second term in (14) for $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right)$ equals 0 if $g_{\pi(j)}(x)=g_{j}\left(x^{\pi}\right)$ for all $j \in[m], x \in D^{m}$ and permutation $\pi$ of $[m]$. Otherwise the second term equals $\infty$. In other words, the second term is zero if and only if mapping $\mathbf{g}$ satisfies condition (9), i.e., if and only if $\mathbf{g} \in \Omega$. Similarly, the third term in (14) is zero if $\mathbf{g} \in \Omega^{\prime}$, and $\infty$ if $\mathbf{g} \in \Omega-\Omega^{\prime}$. We obtain that

$$
\begin{array}{ll}
f_{\mathcal{I}^{\prime}}(\mathbb{1}) \leq f_{\mathcal{I}^{\prime}}(\mathbf{g})<\infty & \forall \mathbf{g} \in \mathbb{G}, \\
f_{\mathcal{I}^{\prime}}(\mathbb{1})<f_{\mathcal{I}^{\prime}}(\mathbf{g})<\infty & \forall \mathbf{g} \in \Omega^{\prime}-\mathbb{G}, \\
f_{\mathcal{I}^{\prime}}(\mathbf{g})=\infty & \forall \mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}-\Omega^{\prime} . \tag{15c}
\end{array}
$$

These equations imply that $\mathbb{1} \in \arg \min f_{\mathcal{I}^{\prime}} \subseteq \mathbb{G}$. We will show next that $\arg \min f_{\mathcal{I}^{\prime}}=\mathbb{G}$.

For an index $k \in \mathbb{Z}$ let $\bar{k} \in[m]$ be the unique index with $\bar{k}-k=0(\bmod m)$. Let $\pi_{k}$ be the cyclic permutation of $[m]$ with $\pi_{k}(1)=\bar{k}$. In particular, $\pi_{1}$ is the identity permutation. Also, for $k \in \mathbb{Z}$ let $e^{k} \in \mathcal{O}^{(m)}$ be the projection to the $\bar{k}$ th coordinate. For a mapping $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \mathcal{O}^{(m \rightarrow m)}$ and a tuple $z \in D^{m}$ we will denote $\mathbf{g}(k, z)=\mathbf{g}(\bar{k}, z) \in D$. From the definition, for any permutation $\pi$ of $[m]$ and any $(i, z) \in \mathcal{V}$ we have $\mathbf{g}^{\pi}(i, z)=\left(g_{\pi(1)}, \ldots, g_{\pi(m)}\right)(i, z)=g_{\pi(i)}(z)=\mathbf{g}(\pi(i), z)$. In particular, $\mathbf{g}^{\pi_{j}}(i, z)=\mathbf{g}(i+j-1, z)$.

From (13c) we have $f_{\mathcal{I}}\left(\mathbb{1}^{\pi_{1}}\right)=\cdots=f_{\mathcal{I}}\left(\mathbb{1}^{\pi_{m}}\right)=f_{\mathcal{I}}(\mathbb{1})$. Recall that $f_{\mathcal{I}} \in\langle\Gamma\rangle$ admits a generalized fractional polymorphism $\omega$ with $\operatorname{supp}(\omega)=\mathbb{G}$. Applying this polymorphism gives

$$
\begin{equation*}
\sum_{\mathbf{g} \in \operatorname{supp}(\omega)} \omega(\mathbf{g}) f_{\mathcal{I}}^{m}\left(\mathbf{g}\left(\mathbb{1}^{\pi_{1}}, \ldots, \mathbb{1}^{\pi_{m}}\right)\right) \leq f_{\mathcal{I}}^{m}\left(\mathbb{1}^{\pi_{1}}, \ldots, \mathbb{1}^{\pi_{m}}\right)=f_{\mathcal{I}}(\mathbb{1}) . \tag{16}
\end{equation*}
$$

Here we view $\mathbb{1}^{\pi_{1}}, \ldots, \mathbb{1}^{\pi_{m}}$ (and later $\mathbf{g}^{\pi_{1}}, \ldots, \mathbf{g}^{\pi_{m}}$ ) as labelings for the instance $\mathcal{I}$, while $\mathbf{g}$ is a mapping in $\mathcal{O}^{(m \rightarrow m)}$ acting on the first $m$ labelings coordinate-wise. We claim that $\mathbf{g}\left(\mathbb{1}^{\pi_{1}}, \ldots, \mathbb{1}^{\pi_{m}}\right)=\left(\mathbf{g}^{\pi_{1}}, \ldots, \mathbf{g}^{\pi_{m}}\right)$ for each $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \operatorname{supp}(\omega)$. Indeed, we need to show that $g_{j}\left(\mathbb{1}^{\pi_{1}}, \ldots, \mathbb{1}^{\pi_{m}}\right)=\mathbf{g}^{\pi_{j}}$ for each $j \in[m]$. Let us prove this for coordinate $(i, z) \in \mathcal{V}$. We can write

$$
\begin{aligned}
g_{j}\left(\mathbb{1}^{\pi_{1}}(i, z), \ldots, \mathbb{1}^{\pi_{m}}(i, z)\right) & =g_{j}\left(e^{i}(z), \ldots, e^{i+m-1}(z)\right) \\
& =g_{j}\left(z^{\pi_{i}}\right)=g_{\pi_{i}(j)}(z)=\mathbf{g}(i+j-1, z)=\mathbf{g}^{\pi_{j}}(i, z)
\end{aligned}
$$

which proves the claim. We can now rewrite (16) as follows:

$$
\begin{equation*}
\sum_{\mathbf{g} \in \operatorname{supp}(\omega)} \omega(\mathbf{g}) f_{\mathcal{I}}^{m}\left(\mathbf{g}^{\pi_{1}}, \ldots, \mathbf{g}^{\pi_{m}}\right) \leq f_{\mathcal{I}}(\mathbb{1}) . \tag{17}
\end{equation*}
$$

Using (13c) and the fact that $f_{\mathcal{I}}(\mathbf{g})=f_{\mathcal{T}^{\prime}}(\mathbf{g})$ for each $\mathbf{g} \in \operatorname{supp}(\omega)=\mathbb{G}$, we obtain

$$
\begin{equation*}
\sum_{\mathbf{g} \in \operatorname{supp}(\omega)} \omega(\mathbf{g}) f_{\mathcal{I}^{\prime}}(\mathbf{g}) \leq f_{\mathcal{I}^{\prime}}(\mathbb{1}) . \tag{18}
\end{equation*}
$$

Since $\mathbb{1} \in \arg \min f_{\mathcal{T}^{\prime}}$, we conclude that $\mathbb{G}=\operatorname{supp}(\omega) \subseteq \arg \min f_{\mathcal{T}^{\prime}}$. Therefore, $\arg \min f_{\mathcal{I}^{\prime}}=\mathbb{G}$.

We can finally prove Theorem 6.3. We define function $f \in\langle\Gamma\rangle$ with $m$ variables as follows:

$$
f(x)=\min _{\mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}: \mathbf{g}(\hat{x})=x} f_{\mathcal{I}^{\prime}}(\mathbf{g}) \quad \forall x \in D^{m} .
$$

Consider tuple $x \in D^{m}$. We have $x \in \arg \min f$ if and only if there exists $\mathbf{g} \in$ $\arg \min f_{\mathcal{T}^{\prime}}=\mathbb{G}$ with $\mathbf{g}(\hat{x})=x$. The latter condition holds if and only if $x \in \mathbb{G}(\hat{x})$.
7. Proof of Theorem 4.4. We will prove the following result.

Theorem 7.1. Assume that one of the following holds:
(a) $m=2$ and $\Gamma$ admits a cyclic fractional polymorphism of arity at least 2 .
(b) $m \geq 3$ and $\Gamma$ admits a symmetric fractional polymorphism of arity $m-1$.

Let $f \in\langle\Gamma\rangle$ be a function of arity $m$ with $\arg \min f=\mathbb{G}(\hat{x})$, where $\hat{x} \in$ Range $_{1}\left(\mathbb{G}^{*}\right)$.
Then for every distinct pair of indices $i, j \in[m]$ there exists $x \in \arg \min f$ with $x_{i}=x_{j}$.

We claim that this will imply Theorem 4.4. Indeed, we can use the following observation.

Proposition 7.2. Suppose that $\hat{x} \in$ Range $_{1}\left(\mathbb{G}^{*}\right)$, and there exists $x \in \mathbb{G}(\hat{x})$ with $x_{i}=x_{j}$ for some $i, j \in[m]$. Then $\hat{x}_{i}=\hat{x}_{j}$.

Proof. By Proposition $5.2(\mathrm{~b})$, there exists $\mathbf{g} \in \mathbb{G}$ such that $\mathbf{g}(x)=\hat{x}$. Let $\pi$ be the permutation of $[m]$ that swaps $i$ and $j$. By the choice of $x$, we have $x^{\pi}=x$. We can write $\hat{x}_{j}=g_{j}(x)=g_{\pi(i)}(x)=g_{i}\left(x^{\pi}\right)=g_{i}(x)=\hat{x}_{i}$. This proves the claim.

Corollary 7.3. If the precondition of Theorem 7.1 holds, then $\Gamma$ admits a symmetric fractional polymorphism of arity $m$.

Proof. Using Theorem 6.3, Theorem 7.1 and Proposition 7.2, we conclude that for any $\hat{x} \in \operatorname{Range}_{1}\left(\mathbb{G}^{*}\right)$ we have $\hat{x}_{1}=\cdots=\hat{x}_{m}$. Indeed, by Theorem 6.3 there exists a function $f \in\langle\Gamma\rangle$ with $\mathbb{G}(\hat{x})=\arg \min f$. Theorem 7.1 implies that the precondition of Proposition 7.2 holds for any distinct pair of indices $i, j \in[m]$, and therefore $\hat{x}_{i}=\hat{x}_{j}$.

By Theorem 5.3, there exists a generalized fractional polymorphism $\rho$ of $\Gamma$ of arity $m \rightarrow m$ with $\operatorname{supp}(\rho)=\mathbb{G}^{*}$. Vector $\sum_{\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \mathbb{G}^{*}} \rho(\mathbf{g}) \frac{1}{m}\left[\chi_{g_{1}}+\cdots+\chi_{g_{m}}\right]$ is then an $m$-ary fractional polymorphism of $\Gamma$; all operations in its support are symmetric because $\mathbb{G}^{*} \subseteq \Omega$ and $\hat{x}_{1}=\cdots=\hat{x}_{m}$ for any $\hat{x} \in \operatorname{Range}_{1}\left(\mathbb{G}^{*}\right)$.

It remains to prove Theorem 7.1. A proof of parts (a) and (b) of Theorem 7.1 is given in sections 7.1 and 7.2 , respectively. In both parts we will need the following result; it exploits the fact that $\Gamma$ is block-finite.

Lemma 7.4. Suppose that $\hat{x} \in$ Range $_{1}\left(\mathbb{G}^{*}\right), x \in \mathbb{G}(\hat{x})$ and $f$ is an m-ary function in $\langle\Gamma\rangle$ with $\arg \min f=\mathbb{G}(\hat{x})$. Then $(a, \ldots, a) \in \operatorname{dom} f$ for any $a \in\left\{x_{1}, \ldots, x_{m}\right\}$.

Proof. We say that a tuple $z \in D^{m}$ is proper if $z_{1}, \ldots, z_{m} \in D_{v}$ for some $v \in V$. We will show that $x$ is proper; the lemma will then follow from condition (a) from the definition of a block-finite language and the fact that $x \in \operatorname{dom} f$.

Fix an arbitrary element $a \in D$, and define mapping $\mathbf{g} \in \mathcal{O}^{(m \rightarrow m)}$ as follows:

$$
\mathbf{g}(z)= \begin{cases}z & \text { if } z \text { is proper } \\ (a, \ldots, a) & \text { otherwise }\end{cases}
$$

We claim that $\mathbf{g} \in \Omega$. Indeed, consider $z \in D^{m}$. If $\mathbf{g}(z)=z$, the condition (9) holds trivially. Otherwise, we can easily check that

$$
\mathbf{g}^{\pi}(z)=(a, \ldots, a)^{\pi}=(a, \ldots, a)=\mathbf{g}\left(z^{\pi}\right)
$$

and so the condition (9) holds either way.
Let us now show that the vector $\rho=\chi_{\mathbf{g}}$ is a generalized fractional polymorphism of $\Gamma$ of arity $m \rightarrow m$. Checking inequality (6) for binary equality relation $f=\left(=_{D}\right)$ is straighforward. Consider function $f \in \Gamma-\left\{=_{D}\right\}$. Since $\Gamma$ is block-finite, we have $\operatorname{dom} f \subseteq D_{v_{1}} \times \cdots \times D_{v_{n}}$ for some $v_{1}, \ldots, v_{n} \in V$. This implies that for any $x \in[\operatorname{dom} f]^{m}$ we have $\mathbf{g}(x)=x$ (this can be checked coordinate-wise). Therefore, we have an equality in (6).

By the results above we obtain that $\mathbf{g} \in \mathbb{G}$. We are now ready to prove that $x$ is proper. Suppose that this is not true; then $\mathbf{g}(x)=(a, \ldots, a)$. We have $\hat{x} \in$ Range $_{1}\left(\mathbb{G}^{*}\right)$ and $x \in \mathbb{G}(\hat{x})$, so by Proposition $5.2\left(\right.$ a) we conclude that $x \in$ Range $_{1}\left(\mathbb{G}^{*}\right)$. We also have $(a, \ldots, a) \in \mathbb{G}(x)$, so Proposition 7.2 gives that $x_{1}=\cdots=x_{m}$. This means that $x$ is proper, which contradicts the earlier assumption.
7.1. Case $\boldsymbol{m}=\mathbf{2}$ : Proof of Theorem 7.1(a). We start with the following observation.

Proposition 7.5. If $(a, b) \in \mathbb{G}(\hat{x})$ then $(b, a) \in \mathbb{G}(\hat{x})$.
Proof. Consider mapping $\overline{\mathbb{1}}=\left(e_{2}^{2}, e_{2}^{1}\right)$, where $e_{2}^{k} \in \mathcal{O}^{(2)}$ is the projection to the the $k$ th variable. It can be checked that $\overline{\mathbb{1}} \in \Omega$, and $\chi_{\overline{\mathbb{1}}}$ is a generalized fractional polymorphism of $\Gamma$ of arity $2 \rightarrow 2$. Therefore, $\overline{\mathbb{1}} \in \mathbb{G}$.

We have $(a, b)=\mathbf{g}(\hat{x})$ for some $\mathbf{g} \in \mathbb{G}$. We also have $(b, a)=(\overline{1} \circ \mathbf{g})(\hat{x})$ and $\overline{\mathbb{1}} \circ \mathbf{g} \in \mathbb{G}$, and therefore $(b, a) \in \mathbb{G}(\hat{x})$.

Denote $A=\left\{x_{1} \mid x \in \mathbb{G}(\hat{x})\right\} \subseteq D$, and let $a$ be an element in $A$ that minimizes $f(a, a)$. Note that $(a, a) \in \operatorname{dom} f$ by Lemma 7.4. Condition $\arg \min f=\mathbb{G}(\hat{x})$ and Proposition 7.5 imply that $(a, b),(b, a) \in \arg \min f$ for some $b \in A$. By assumption, $\Gamma$ admits a cyclic fractional polymorphism $\nu$ of some arity $r \geq 2$. Let us apply it to tuples $(a, b),(b, a),(a, a), \ldots,(a, a)$, where $(a, a)$ is repeated $r-2$ times:

$$
\begin{equation*}
\sum_{h \in \operatorname{supp}(\nu)} \nu(h) f(h(a, b, a, \ldots, a), h(b, a, a, \ldots, a)) \leq \frac{2}{r} f(a, b)+\frac{r-2}{r} f(a, a) \tag{19}
\end{equation*}
$$

We have $h(a, b, a, \ldots, a)=h(b, a, a, \ldots, a)$ since $\nu$ is cyclic; denote this element as $a_{h}$. We claim that $a_{h} \in A$ for any $h \in \operatorname{supp}(\nu)$. Indeed, consider a unary function $u_{A}\left(x_{1}\right)=\min _{x_{2}} f\left(x_{1}, x_{2}\right)$. It can be checked that $\arg \min u_{A}=A$. Then the presence of $u_{A}$ in $\langle\Gamma\rangle$ implies that after applying $\nu$ to $(a, b, a, \ldots, a)$ one gets

$$
\sum_{h \in \operatorname{supp}(\nu)} \nu(h) u_{A}\left(a_{h}\right) \leq \frac{r-1}{r} u_{A}(a)+\frac{1}{r} u_{A}(b)=\min u_{A}
$$

and thus indeed $a_{h} \in \arg \min u_{A}=A$ for any $h \in \operatorname{supp}(\nu)$.
By the choice of $a$ we have $f(a, a) \leq f\left(a_{h}, a_{h}\right)$ for any $h \in \operatorname{supp}(\nu)$. From (19) we thus get

$$
\begin{equation*}
f(a, a) \leq \frac{2}{r} f(a, b)+\frac{r-2}{r} f(a, a) \tag{20}
\end{equation*}
$$

and so $f(a, a) \leq f(a, b)$, implying $(a, a) \in \arg \min f$.
7.2. Case $\boldsymbol{m} \geq 3$ : proof of theorem $\mathbf{7 . 1}(\mathrm{b})$. We define binary function $\bar{f} \in\langle\Gamma\rangle$ as follows: $\bar{f}(a, b)=\min _{x \in D^{m}: x_{i}=a, x_{j}=b} f(x)$.

If $z=\left(z_{1}, \ldots, z_{m}\right)$ is some sequence of size $m$ and $k$ is an index in $[m]$ then we will use $z_{-k}$ to denote the subsequence of $z$ of size $m-1$ obtained by deleting the $k$ th element.

Let $\tilde{\omega}$ be a symmetric fractional polymorphism of $\Gamma$ of arity $m-1$. Following the construction in [35], we define graph $(\tilde{\mathbb{G}}, \tilde{E})$ as described in section 5 , starting with the distribution $\tilde{\omega}$ where for $s \in \operatorname{supp}(\tilde{\omega})$ mapping $\mathbb{1}^{s} \in \mathcal{O}^{(m \rightarrow m)}$ is defined as follows:

$$
\mathbb{1}^{s}(x)=\left(s\left(x_{-1}\right), \ldots, s\left(x_{-m}\right)\right) \quad \forall x \in D^{m}
$$

It can be checked that if $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right) \in \tilde{\mathbb{G}}$ and $s \in \operatorname{supp}(\tilde{\omega})$ then $\mathbf{g}^{s}=(s \circ$ $\mathbf{g}_{-1}, \ldots, s \circ \mathbf{g}_{-m}$ ). It can also be checked that condition (7b) holds for any $f \in$ $\Gamma$ : it corresponds to the fractional polymorphism $\tilde{\omega}$ applied to $m-1$ tuples $x_{-i} \in$ $[\operatorname{dom} f]^{m-1}$.

Proposition 7.6. There holds $\tilde{\mathbb{G}} \subseteq \mathbb{G}$.
Proof. We claim that $\mathbb{1}^{s} \in \Omega$ for any $s \in \operatorname{supp}(\tilde{\omega})$. Indeed, for a permutation $\pi$ of $[m]$ and $x \in D^{m}$ we can write

$$
\mathbb{1}^{s}\left(x^{\pi}\right)=\left(s\left(x_{-1}^{\pi}\right), \ldots, s\left(x_{-m}^{\pi}\right)\right)=\left(s\left(x_{-\pi(1)}\right), \ldots, s\left(x_{-\pi(m)}\right)\right)=\left(\mathbb{1}^{s}\right)^{\pi}(x)
$$

where the second equality uses that $s$ is symmetric. Since each $\mathbf{g} \in \tilde{\mathbb{G}}$ has the form $\mathbf{g}=\mathbb{1}^{s_{k}} \circ \cdots \circ \mathbb{1}^{s_{1}}$ for some $s_{1}, \ldots, s_{k} \in \operatorname{supp}(\tilde{\omega})$ and $\Omega$ is closed under composition by Proposition 6.1 , we get $\tilde{\mathbb{G}} \subseteq \Omega$.

Applying Theorem 5.3 (with $\tilde{\mathbb{G}}$ as both $\mathbb{G}$ and $\widehat{\mathbb{G}}$ ), we obtain a generalized fractional polymorphism $\tilde{\rho}$ with $\operatorname{supp}(\tilde{\rho})=\tilde{\mathbb{G}} \subseteq \Omega$. By maximality of $\omega$ we get the desired $\tilde{\mathbb{G}}=\operatorname{supp}(\tilde{\rho}) \subseteq \operatorname{supp}(\omega)=\mathbb{G}$.

For each $\mathbf{g} \in \tilde{\mathbb{G}}$ and $k \in[m]$ let us define labeling $x^{[\mathbf{g} k]} \in D^{2}$ as follows: set $x=\mathbf{g}(\hat{x})$, and then

- If $k=i$, set $x^{[\mathbf{g} k]}=\left(x_{i}, x_{j}\right)$. We have $x^{[\mathbf{g} i]} \in \arg \min \bar{f}$ since $x \in \mathbb{G}(\hat{x})=$ $\arg \min f$.
- If $k=j$, set $x^{[\mathrm{g} k]}=\left(x_{j}, x_{i}\right)$.
- If $k \neq i$ and $k \neq j$, set $x^{[\mathrm{g} k]}=\left(x_{k}, x_{k}\right)$. We have $x^{[\mathrm{g} k]} \in \operatorname{dom} \bar{f}$ by Lemma 7.4.
$\underset{\tilde{\mathbb{G}}}{ }$ Proposition 7.7. Suppose that $\mathbf{g} \in \tilde{\mathbb{G}}$ and $\mathbf{g}^{s}=\mathbf{h}$ where $s \in \operatorname{supp}(\tilde{\omega})$ (so that $\mathbf{h} \in \tilde{\mathbb{G}})$. Then

$$
\mathbb{1}^{s}\left(x^{[\mathbf{g} 1]}, \ldots, x^{[\mathbf{g} m]}\right)=\left(x^{[\mathbf{h} 1]}, \ldots, x^{[\mathbf{h} m]}\right)
$$

Proof. Denote $x=\mathbf{g}(\hat{x})$ and $y=\mathbf{h}(\hat{x})$. We have $y=\mathbb{1}^{s}(x)$, or $y_{k}=s\left(x_{-k}\right)$ for any $k \in[m]$. Also,

$$
x^{[\mathbf{g} k]}=\left\{\begin{array}{ll}
\left(x_{i}, x_{j}\right) & \text { if } k=i, \\
\left(x_{j}, x_{i}\right) & \text { if } k=j, \\
\left(x_{k}, x_{k}\right) & \text { if } k \neq i \text { and } k \neq j,
\end{array} \quad x^{[\mathbf{h} k]}= \begin{cases}\left(y_{i}, y_{j}\right) & \text { if } k=i, \\
\left(y_{j}, y_{i}\right) & \text { if } k=j, \\
\left(y_{k}, y_{k}\right) & \text { if } k \neq i \text { and } k \neq j\end{cases}\right.
$$

It can be checked coordinate-wise (using that $s$ is symmetric) that

$$
x^{[\mathbf{h} k]}=s\left(\left(x^{[\mathbf{g} 1]}, \ldots, x^{[\mathbf{g} m]}\right)_{-k}\right)
$$

for any $k \in[m]$. This gives the claim.
Denote $\tilde{\mathbb{G}}^{*}=\bigcup_{\mathbb{H} \in \operatorname{Sinks}(\tilde{\mathbb{G}}, \tilde{E})} \mathbb{H} \subseteq \tilde{\mathbb{G}}$. Let us fix an arbitrary $\tilde{\mathbf{g}} \in \tilde{\mathbb{G}}^{*}$, and define $\tilde{x}=\left(x^{[\tilde{\mathbf{g}} 1]}, \ldots, x^{[\check{\mathbf{g}} m]}\right) \in\left[D^{2}\right]^{m}$.

Proposition 7.8. For any $\mathbf{g} \in \tilde{\mathbb{G}}$ there holds $\mathbf{g} \circ \tilde{\mathbf{g}} \in \tilde{\mathbb{G}}$. Furthermore, $\mathbf{g}(\tilde{x})=$ $\left(x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) 1]}, \ldots, x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) m]}\right)$.

Proof. The first claim is by Proposition 5.1(a); let us show the second one. Let $d(\mathbb{1}, \mathbf{g})$ be the shortest distance from $\mathbb{1}$ to $\mathbf{g}$ in the graph $(\tilde{\mathbb{G}}, \tilde{E})$. (By the definition of this graph, we have $0 \leq d(\mathbb{1}, \mathbf{g})<\infty$ for any $\mathbf{g} \in \tilde{\mathbb{G}}$, and $\mathbb{1} \in \tilde{\mathbb{G}}$.) We will use induction on $d(\mathbb{1}, \mathbf{g})$. The base case $d(\mathbb{1}, \mathbf{g})=0$ (i.e. $\mathbf{g}=\mathbb{1}$ ) holds by construction. Suppose that the claim holds for all mappings $\mathbf{g} \in \mathbb{\mathbb { G }}$ with $d(\mathbb{1}, \mathbf{g})=k \geq 0$, and consider mapping $\mathbf{h} \in \tilde{\mathbb{G}}$ with $d(\mathbb{1}, \mathbf{h})=k+1$. There must exist mapping $\mathbf{g} \in \tilde{\mathbb{G}}$ and operation $s \in \operatorname{supp}(\tilde{\omega})$ such that $d(\mathbb{1}, \mathbf{g})=k$ and $\mathbf{g}^{s}=\mathbf{h}$. Observe that $(\mathbf{g} \circ \tilde{\mathbf{g}})^{s}=$ $\mathbb{1}^{s} \circ \mathbf{g} \circ \tilde{\mathbf{g}}=\mathbf{g}^{s} \circ \tilde{\mathbf{g}}=\mathbf{h} \circ \tilde{\mathbf{g}}$. We can thus write
$\mathbf{h}(\tilde{x})=\left(\mathbb{1}^{s} \circ \mathbf{g}\right)(\tilde{x})=\mathbb{1}^{s}(\mathbf{g}(\tilde{x})) \stackrel{(1)}{=} \mathbb{1}^{s}\left(x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) 1]}, \ldots, x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) m]}\right) \stackrel{(2)}{=}\left(x^{[(\mathbf{h} \circ \tilde{\mathbf{g}}) 1]}, \ldots, x^{[(\mathbf{h} \circ \tilde{\mathbf{g}}) m]}\right)$,
where (1) holds by the induction hypothesis and (2) is by Proposition 7.7.

Proposition 7.9. There holds $\tilde{x} \in$ Range $_{2}\left(\tilde{\mathbb{G}}^{*}\right) \cap[\operatorname{dom} \bar{f}]^{m}$.
Proof. By Proposition 5.1(b) there exists $\mathbf{g} \in \tilde{\mathbb{G}}^{*}$ with $\mathbf{g} \circ \tilde{\mathbf{g}}=\tilde{\mathbf{g}}$. Using Proposition 7.8 , we can write $\mathbf{g}(\tilde{x})=\left(x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) 1]}, \ldots, x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) m]}\right)=\left(x^{[\tilde{\mathbf{g}} 1]}, \ldots, x^{[\tilde{\mathbf{g}} m]}\right)=\tilde{x}$. This shows that $\tilde{x} \in$ Range $_{2}\left(\widetilde{\mathbb{G}}^{*}\right)$.

Now let us show $x^{[\tilde{\mathbf{g}} k]} \in \operatorname{dom} \bar{f}$ for each $k \in[m]$. It suffices to prove it for $k=j$ (for other indices $k$ the claim holds by construction). We have $\tilde{\mathbf{g}} \in \mathbb{H}$ for some strongly connected component $\mathbb{H} \in \operatorname{Sinks}(\widetilde{\mathbb{G}}, \tilde{E})$. There is a path from $\tilde{\mathbf{g}}$ to $\tilde{\mathbf{g}}$ in $(\mathbb{H}, E[\mathbb{H}])$, therefore there exists mapping $\mathbf{h} \in \mathbb{H} \subseteq \tilde{\mathbb{G}}^{*}$ and $s \in \operatorname{supp}(\tilde{\omega})$ with $\mathbf{h}^{s}=\tilde{\mathbf{g}}$. Define $x=\left(x^{[\mathbf{h} 1]}, \ldots, x^{[\mathbf{h} m]}\right)$, then by Proposition 7.7 we have $\mathbb{1}^{s}(x)=\tilde{x}$. In particular, $x^{[\tilde{\mathbf{g}} j]}=s\left(x_{-j}\right)$. Also, we have $x_{-j} \in[\operatorname{dom} \bar{f}]^{m-1}$ by construction. Since $\Gamma$ admits $\tilde{\omega}$ and $s \in \operatorname{supp}(\tilde{\omega})$, we conclude that $x^{[\tilde{\mathbf{g}} j]} \in \operatorname{dom} \bar{f}$.

Pick $k \in[m]-\{i, j\}$. By Theorem 5.4(b) we obtain that there exists a probability distribution $\lambda$ over $\tilde{\mathbb{G}}^{*}$ such that $\bar{f}_{i}^{\lambda}(\tilde{x})=\bar{f}_{k}^{\lambda}(\tilde{x})$. Using Proposition 7.8 , we can rewrite this condition as

$$
\sum_{\mathbf{g} \in \tilde{\mathbb{G}}^{*}} \lambda_{\mathbf{g}} \bar{f}\left(x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) i]}\right)=\sum_{\mathbf{g} \in \tilde{\mathbb{G}}^{*}} \lambda_{\mathbf{g}} \bar{f}\left(x^{[(\mathbf{g} \circ \tilde{\mathbf{g}}) k]}\right) .
$$

Every tuple $x^{[(\boldsymbol{g} \circ \tilde{\mathbf{g}}) i]}$ on the left-hand side belongs to $\arg \min \bar{f}$. Therefore, every tuple $x^{[(\operatorname{go} \circ \tilde{\mathbf{g}}) k]}$ on the right-hand side corresponding to mapping $\mathbf{g} \in \tilde{\mathbb{G}}^{*}$ with $\lambda_{\mathbf{g}}>0$ also belongs to $\arg \min \bar{f}$.

We proved that there exists $x \in \arg \min f$ with $x_{i}=x_{j}$.

## Appendix A. Proofs for section 5.

In this section we prove the properties of graph $(\mathbb{G}, E)$ stated in section 5 .

## A.1. Proof of Proposition 5.1.

Part (a). We have $\mathbf{g}=\mathbb{1}^{s_{1} \ldots s_{k}}$ and $\mathbf{h}=\mathbb{1}^{s_{k+1} \ldots s_{\ell}}$ for some $s_{1}, \ldots, s_{\ell} \in \operatorname{supp}(\omega)$ and $0 \leq k \leq \ell$. Therefore, $\mathbf{h} \circ \mathbf{g}=\left[\mathbb{1}^{s_{\ell}} \circ \cdots \circ \mathbb{1}^{s_{k+1}}\right] \circ\left[\mathbb{1}^{s_{k}} \circ \cdots \circ \mathbb{1}^{s_{1}}\right]=\mathbb{1}^{s_{1} \ldots s_{\ell}} \in \mathbb{G}$. Also, $\mathbf{h} \circ \mathbf{g}=\mathbf{g}^{s_{k+1} \ldots s_{\ell}}$, and so there is path from $\mathbf{g}$ to $\mathbf{h} \circ \mathbf{g}$ in $(\mathbb{G}, E)$. Since no edges leave the strongly connected component $\mathbb{H}$, we obtain that if $\mathbf{g} \in \mathbb{H}$ then $\mathbf{h} \circ \mathbf{g} \in \mathbb{H}$.

Part (b). Pick $\hat{\mathrm{g}} \in \mathbb{H}$. Since $\mathbb{H}^{\prime}$ is strongly connected, there is a path from $\hat{\mathbf{g}} \circ \mathbf{g}^{\prime} \in \mathbb{H}^{\prime}$ to $\mathbf{g}^{\prime} \in \mathbb{H}^{\prime}$ in $(\mathbb{G}, E)$, i.e., $\mathbf{g}^{\prime}=\left[\hat{\mathbf{g}} \circ \mathbf{g}^{\prime}\right]^{s_{1} \ldots s_{k}}=\mathbf{h} \circ \hat{\mathbf{g}} \circ \mathbf{g}^{\prime}$ where $\mathbf{h}=\mathbb{1}^{s_{1} \ldots s_{k}}$. It can be checked that mapping $\mathbf{g}=\mathbf{h} \circ \hat{\mathbf{g}}$ has the desired properties.

Part (c). By assumption, $x=\mathbf{g}^{\prime}(y)$ for some $\mathbf{g}^{\prime} \in \mathbb{H}^{\prime} \in \operatorname{Sinks}(\mathbb{G}, E)$ and $y \in$ $\left[D^{n}\right]^{m}$. By part (b) there exists $\mathbf{g} \in \mathbb{H}$ satisfying $\mathbf{g} \circ \mathbf{g}^{\prime}=\mathbf{g}^{\prime}$. We get that $\mathbf{g}(x)=$ $\mathbf{g}\left(\mathbf{g}^{\prime}(y)\right)=\left(\mathbf{g} \circ \mathbf{g}^{\prime}\right)(y)=\mathbf{g}^{\prime}(y)=x$.
A.2. Proof of Proposition 5.2. By assumption, we have $\hat{x}=\mathbf{g}^{*}(y)$ for some $\mathbf{g}^{*} \in \mathbb{G}^{*}, y \in D^{m}$ and $x=\mathbf{h}(\hat{x})$ for some $\mathbf{h} \in \mathbb{G}$.

Part (a). We have $x=\left(\mathbf{h} \circ \mathbf{g}^{*}\right)(y)$ with $\mathbf{h} \circ \mathbf{g}^{*} \in \mathbb{G}^{*} ;$ this establishes the claim.
Part (b). Let $\mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)$ be the strongly connected component to which $\mathbf{g}^{*}$ belongs. There exists a path in $(\mathbb{H}, E[\mathbb{H}])$ from $\mathbf{h} \circ \mathbf{g}^{*} \in \mathbb{H}$ to $\mathbf{g}^{*} \in \mathbb{H}$, i.e., $\mathbf{g}^{*}=\mathbb{1}^{s_{1} \ldots s_{k}} \circ \mathbf{h} \circ \mathbf{g}^{*}$ for some $s_{1}, \ldots, s_{k} \in \operatorname{supp}(\omega)=\mathbb{G}$. Define $\mathbf{g}=\mathbb{1}^{s_{1} \ldots s_{k}} \in \mathbb{G}$, then $\mathbf{g}^{*}=\mathbf{g} \circ \mathbf{h} \circ \mathbf{g}^{*}$. We have $\hat{x}=\mathbf{g}^{*}(y)=\left(\mathbf{g} \circ \mathbf{h} \circ \mathbf{g}^{*}\right)(y)=(\mathbf{g} \circ \mathbf{h})(\hat{x})=\mathbf{g}(x)$, as claimed.
A.3. Proof of Theorem 5.3. First, we make the following observation.

Proposition A.1. Suppose vector $\rho$ is a fractional polymorphism of $\Gamma$ of arity $m \rightarrow m$ and $\mathbf{g} \in \operatorname{supp}(\rho)$. Then the following vector is also a fractional polymorphism of $\Gamma$ of arity $m \rightarrow m$ :

$$
\begin{equation*}
\rho[\mathbf{g}]=\rho+\frac{\rho(\mathbf{g})}{2}\left[-\chi_{\mathbf{g}}+\sum_{s \in \omega} \omega(s) \chi_{\mathbf{g}^{s}}\right] . \tag{21}
\end{equation*}
$$

Proof. Denote the vector in the square brackets as $\delta$. Consider function $f \in \Gamma$ and labeling $x \in[\operatorname{dom} f]^{m}$. Since $\rho$ is a fractional polymorphism of $\Gamma$, we have $\mathbf{g}(x) \in[\operatorname{dom} f]^{m}$. We can write

$$
\sum_{\mathbf{h} \in \operatorname{supp}(\rho[\mathbf{g}])} \delta(\mathbf{h}) f^{m}(\mathbf{h}(x))=-f^{m}(\mathbf{g}(x))+\sum_{s \in \operatorname{supp}(\omega)} \omega(s) f^{m}\left(\mathbf{g}^{s}(x)\right) \leq 0
$$

where the last inequality follows from condition (7a) applied to labelings $\mathbf{g}(x)$. Thus, adding the extra term to $\rho$ in (21) will not violate the fractional polymorphism inequality for any $x \in[\operatorname{dom} f]^{m}$.
Note that $\operatorname{supp}(\rho[\mathbf{g}])=\operatorname{supp}(\rho) \cup\left\{\mathbf{g}^{s} \mid s \in \operatorname{supp}(\omega)\right\}$ for $\mathbf{g} \in \operatorname{supp}(\rho)$.
We claim that $\Gamma$ admits a fractional polymorphism $\widehat{\rho}$ with $\operatorname{supp}(\widehat{\rho})=\mathbb{G}$. Indeed, we can start with vector $\rho=\chi_{1}$ and then repeatedly modify it as $\rho \leftarrow \rho[\mathbf{g}]$ for mappings $\mathbf{g} \in \operatorname{supp}(\rho)$ that haven't appeared before; after $|\mathbb{G}|-1$ steps we get a vector $\widehat{\rho}$ with the claimed property.

Let $\Omega$ be the set of fractional polymorphisms $\rho$ of $\Gamma$ with $\operatorname{supp}(\rho) \subseteq \mathbb{G}$ that satisfy $\rho(\mathbf{g}) \geq \widehat{\rho}(\mathbf{g})$ for all $\mathbf{g} \in \widehat{\mathbb{G}}$. Set $\Omega$ is nonempty since it contains $\widehat{\rho}$. Let $\rho$ be a vector in $\Omega$ that maximizes $\rho(\widehat{\mathbb{G}})=\sum_{\mathbf{g} \in \widehat{\mathbb{G}}} \rho(\mathbf{g})$. (This maximum is attained since $\Omega$ is a compact subset of $\left.\mathbb{R}^{|\mathbb{G}|}\right)$. We claim that $\operatorname{supp}(\rho)=\widehat{\mathbb{G}}$. Indeed, the inclusion $\widehat{\mathbb{G}} \subseteq \operatorname{supp}(\rho)$ is by construction. Suppose there exists $\mathbf{g} \in \operatorname{supp}(\rho)-\widehat{\mathbb{G}}$. By the condition of Theorem 5.3 there exists a path $\mathbf{g}_{0}, \ldots, \mathbf{g}_{k}$ in $(\mathbb{G}, E)$ from $\mathbf{g}_{0}=\mathbf{g}$ such that $\mathbf{g}_{0}, \ldots, \mathbf{g}_{k-1} \in \mathbb{G}-\widehat{\mathbb{G}}$ and $\mathbf{g}_{k} \in \widehat{\mathbb{G}}$. It can be checked that vector $\rho^{\prime}=\rho\left[\mathbf{g}_{0}\right] \cdots\left[\mathbf{g}_{k-1}\right]$ satisfies $\rho^{\prime} \in \Omega$, $\rho^{\prime}(\mathbf{g}) \geq \rho(\mathbf{g})$ for $\mathbf{g} \in \widehat{\mathbb{G}}$, and $\rho^{\prime}\left(\mathbf{g}_{k}\right)>\rho\left(\mathbf{g}_{k}\right)$. This contradicts the choice of $\rho$.
A.4. Proof of Theorem 5.4(a). Consider component $\mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)$, and denote $\mathbb{H}^{*}=\arg \min \left\{f^{m}(\mathbf{g}(x)) \mid \mathbf{g} \in \mathbb{H}\right\}$. We claim that $\mathbb{H}^{*}=\mathbb{H}$. Indeed, consider $\mathbf{g} \in \mathbb{H}^{*}$. Applying inequality (7a) to labelings $\mathbf{g}(x) \in[\operatorname{dom} f]^{m}$ gives

$$
\begin{equation*}
\sum_{s \in \operatorname{supp}(\omega)} \omega(s) f^{m}\left(\mathbf{g}^{s}(x)\right) \leq f^{m}(\mathbf{g}(x)) \quad \forall x \in[\operatorname{dom} f]^{m} \tag{22}
\end{equation*}
$$

For each $s \in \operatorname{supp}(\omega)$ we have $\mathbf{g}^{s} \in \mathbb{H}$ and thus $f^{m}\left(\mathbf{g}^{s}(x)\right) \geq f^{m}(\mathbf{g}(x))$. This means that $f^{m}\left(\mathbf{g}^{s}(x)\right)=f^{m}(\mathbf{g}(x))$. We showed that if $\mathbf{g} \in \mathbb{H}^{*}$ and $(\mathbf{g}, \mathbf{h}) \in E$ then $\mathbf{h} \in \mathbb{H}^{*}$. Since $\mathbb{H}$ is a strongly connected component of $(\mathbb{G}, E)$, we conclude that $\mathbb{H}=\mathbb{H}^{*}$.

We showed that $f^{m}(\mathbf{g}(x))$ is the same for all $\mathbf{g} \in \mathbb{H}$. By Proposition 5.1(c) there exists $\mathbf{h} \in \mathbb{H}$ with $\mathbf{h}(x)=x$, and therefore $f^{m}(\mathbf{g}(x))=f^{m}(\mathbf{h}(x))=f^{m}(x)$ for all $\mathbf{g} \in \mathbb{H}$. Since this holds for any $\mathbb{H} \in \operatorname{Sinks}(\mathbb{G}, E)$, the claim follows.
A.5. Proof of Theorem 5.4(b). We mainly follow an argument from [49] (although without using the language of Markov chains, relying on the Farkas lemma instead, as in [35]).

Let $\left(\mathbb{G}^{*}, E^{\prime}\right)$ be the subgraph of $(\mathbb{G}, E)$ induced by $\mathbb{G}^{*}$. For an edge $(\mathbf{g}, \mathbf{h}) \in E^{\prime}$, define positive weight $w(\mathbf{g}, \mathbf{h})=\sum_{s \in \operatorname{supp}(\omega): \mathbf{g}^{s}=\mathbf{h}} \omega(s)$. Note that we have $\sum_{\mathbf{h}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h})=$ 1 for all $\mathbf{g} \in \mathbb{G}^{*}$.

We claim that there exists vector $\lambda \in \mathbb{R}_{\geq 0}^{\mathbb{G}^{*}}$ that satisfies

$$
\begin{gather*}
\sum_{\mathbf{g}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h}) \lambda_{\mathbf{g}}-\lambda_{\mathbf{h}}=0 \quad \forall \mathbf{h} \in \mathbb{G}^{*}  \tag{23a}\\
\sum_{\mathbf{g} \in \mathbb{G}^{*}} \lambda_{\mathbf{g}}=1 \tag{23b}
\end{gather*}
$$

Indeed, suppose system (23) does not have a solution. By Farkas's lemma (see Lemma 6.4), there exists a vector $y \in \mathbb{R}^{\mathbb{G}^{*}}$ and a scalar $z \in \mathbb{R}$ such that

$$
\begin{align*}
& z-y_{\mathbf{g}}+\sum_{\mathbf{h}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h}) y_{\mathbf{h}} \geq 0 \quad \forall \mathbf{g} \in \mathbb{G}^{*},  \tag{24a}\\
& z<0 . \tag{24b}
\end{align*}
$$

Consider $\mathbf{g} \in \mathbb{G}^{*}$ with the maximum value of $y_{\mathbf{g}}$. We have

$$
0 \leq z-y_{\mathbf{g}}+\sum_{\mathbf{h}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h}) y_{\mathbf{h}} \leq z-y_{\mathbf{g}}+\sum_{\mathbf{h}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h}) y_{\mathbf{g}}=z-y_{\mathbf{g}}+y_{\mathbf{g}}=z
$$

This contradicts (24b), and thus proves that vector $\lambda \geq 0$ satisfying (23) exists. Next, we will show that this vector satisfies the property of Theorem 5.4(b).

Let us rewrite condition (7b) as follows:

$$
\begin{equation*}
\sum_{s \in \operatorname{supp}(\omega)} \omega(s) f\left(x^{\mathbf{g}^{s} i}\right) \leq \frac{1}{m-1} \sum_{j \in[m]-\{i\}} f\left(x^{\mathbf{g} j}\right) \quad \forall \mathbf{g} \in \mathbb{G}^{*}, i \in[m] \tag{25}
\end{equation*}
$$

Multiplying this inequality by $\lambda_{\mathbf{g}}$ and summing over $\mathbf{g} \in \mathbb{G}^{*}$ (for a fixed $i \in[m]$ ) gives
$(26) \sum_{\mathbf{g} \in \mathbb{G}^{*}} \sum_{\mathbf{h}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h}) \lambda_{\mathbf{g}} f\left(x^{\mathbf{h} i}\right) \leq \frac{1}{m-1} \sum_{\mathbf{g} \in \mathbb{G}^{*}} \lambda_{\mathbf{g}} \sum_{j \in[m]-\{i\}} f\left(x^{\mathbf{g} j}\right) \quad \forall i \in[m]$.
Rearranging terms gives
(27) $\sum_{\mathbf{h} \in \mathbb{G}^{*}}\left[\sum_{\mathbf{g}:(\mathbf{g}, \mathbf{h}) \in E^{\prime}} w(\mathbf{g}, \mathbf{h}) \lambda_{\mathbf{g}}\right] f\left(x^{\mathbf{h} i}\right) \leq \frac{1}{m-1} \sum_{j \in[m]-\{i\}} \sum_{\mathbf{g} \in \mathbb{G}^{*}} \lambda_{\mathbf{g}} f\left(x^{\mathbf{g} j}\right) \quad \forall i \in[m]$.

By (23a) the expression in the square brackets equals $\lambda_{\mathbf{h}}$, and therefore (27) can be rewritten as

$$
\begin{equation*}
f_{i}^{\lambda}(x) \leq \frac{1}{m-1} \sum_{j \in[m]-\{i\}} f_{j}^{\lambda}(x) \quad \forall i \in[m] \tag{28}
\end{equation*}
$$

Consider index $i \in[m]$ with the maximum value of $f_{i}^{\lambda}(x)$. We have $f_{i}^{\lambda}(x) \geq f_{j}^{\lambda}(x)$ for all $j \in[m]-\{i\}$, which together with (28) gives $f_{i}^{\lambda}(x)=f_{j}^{\lambda}(x)$ for all $j \in[m]-\{i\}$, as claimed.
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