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An Adaptive Cracking Particle Method for 2D Crack Propagation
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SUMMARY

(TO BE REVISED ONCE TEXT IS COMPLETE) An adaptive Cracking Particle Method is
developed to model the crack propagation process. A set of cracking particles are used to describe
the crack patterns and can be easily updated when the crack propagates. The change of cracking
angle is recorded in discrete segments of broken lines which makes this methodology suitable to model
discontinuous cracks. The node arrangements can be set up automatically by the adaptivity approach
throughout the whole propagation steps to keep the accuracy and efficiency of the analysis. The
system stiffness is calculated and stored in local matrices, so only a small influenced domain should
be recalculated for each step while the remainder can be read directly form the storage, which greatly
reduces the computational expense. The methodology is applied to several 2D crack problems and
good agreements are achieved.Copyright c⃝ 2015 John Wiley & Sons, Ltd.
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2 AI AND AUGARDE

1. INTRODUCTION

Despite the antiquity of the problem of engineering fracture, its modelling remains a key
research topic in computational solid mechanics as it challenges numerical methods which
have proved more than adequate for other applications. The traditional finite element method
(FEM) has been adapted for fracture modelling into interelement separation methods where a
crack is allowed to propagate along defined paths (interelement edges) [1, 2]. However, results
have been shown to strongly depend on the shape and orientation of meshes, and there is
an overestimation of the fracture energy when the actual crack path is not along interelement
edges. The Extended FEM (XFEM) models cracks embedded inside elements without reference
to the mesh arrangement via an enrichment that accounts for the discontinuity at the crack
face. This, however, requires an explicit description of the crack pattern, which is often provided
by a signed distance function or equivalent level sets, as in [3, 4, 5, 6, 7], an approach that
becomes cumbersome when considering problems with many cracks. Meshless methods, which
discretise on the basis of nodes alone, largely remove the link to a predefined mesh met with
standard FEMs and also deliver solutions to other problems such as mesh distortion and
volumetric locking and it is no surprise that they have been applied with vigour to fracture
problems for 20 years [8, 9, 10]. More recently meshless methods have been combined with
explicit crack descriptions, again using level sets (e.g. [6, 7]), although with the same issues as
mentioned above for the XFEM. In 2004 the Cracking Particle Method (CPM) was presented
in [11] as an alternative and pragmatic approach to meshless modelling of fracture, where the
crack path is not represented explicitly but instead in an approximate manner by the use of
nodes which are deemed “cracked”; the locations of the collection of cracked nodes being an
approximation for the crack path (or paths). While the CPM makes it easy to update cracks
by adding or deleting cracking particles, fine nodal arrangements are required to accurately
simulate crack patterns and to obtain accurate stress intensity factors.

In this paper a modified CPM is presented which improves modelling of curved crack
paths and also addresses the issue of accuracy by incorporating adaptivity. The method is
demonstrated for the case of linear elastic fracture mechanics problems in 2D but extension to
cohesive cracking and to 3D is conceptually trivial. The structure of this paper is as follows:
the background governing equations for the modelling are are given in Section 2 followed by
a more detailed description (in Section 3) of the original CPM and the crack propagation
criterion used. The adaptive approach is described in Section 4, and some numerical examples
are provided in Section 5 to explore the performance of the proposed methodology.

2. GOVERNING EQUATIONS AND APPROXIMATION FRAMEWORK

We consider the following two dimensional (2D) problem in the domain Ω with boundary Γ.
The strong form of the equilibrium equation is

∇ · σ + b = 0 in Ω (1)

with boundary conditions

σ · n = t̄ on Γt , (2)

u = ū on Γu , (3)

where σ and u are the stress tensor and displacement vector respectively and b is the vector
of body forces (if present). n is the unit normal to the domain Ω, t̄ and ū are traction and
displacement constraints on the boundary Γ with Γ = Γt

∪
Γu.

The CPM uses the Element-Free Galerkin method (EFGM) to discretise a weak form of
Eqns 1 to 3 [12, 13]. The approximate displacement at location x in Ω, uh(x) is given by a
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linear combination of shape functions Φi(x) and nodal displacements ui as

uh(x) =

n∑
i=1

Φi(x)ui = ΦTu , (4)

where i is the node index with coordinate xi and n is the number of nodes within Ω. The shape
functions Φi(x) are determined via a moving least squares (MLS) approximation, defined by
a basis vector p(xi) and weight functions wi(x− xi) as

Φ(x) = pT(x)A(x)−1B(x) , (5)

where

A(x) =

n∑
i

wi(x− xi)p
T(xi)p(xi) , (6)

and
B(x) = [w1(x− x1)p(x1), w2(x− x2)p(x2), ..., wn(x− xn)p(xn)] . (7)

Generally, the weight functions wi(x− xi) are chosen as positive so that the A matrix is
positive definite, and also to decrease with the distance between x and xi due to the fact
that the node i should be influenced more by nearer nodes. A small domain Ωi is defined and
associated with node i outside of which the weight function wi(x− xi) is zero. A point in the
domain is supported by nodes for which the weight function is non-zero at that location. A
typical weight function (a quartic spline) is

wi(x− xi) = w(s) =

{
1− 6s2 + 8s3 − 3s4 if s ≤ 1

0 if s > 1 ,
(8)

where

s =
∥ x− xi ∥

Ri
. (9)

These weight functions have radial symmetry in x where Ri is the influence domain radius
of node i (a user defined parameter) and ∥ · ∥ is the L2 norm. Many other weight functions
have been proposed in the many EFGM references, e.g. [12, 8, 9, 13]. The essential boundary
conditions cannot be imposed directly in the EFGM due to the non-interpolatory nature of the
MLS approximation and in common with many other references, here Lagrange Multipliers
are used. Further mathematical details of the conversion to the weak form, the moving least
squares approximation used in the EFGM and the imposition of essential boundary conditions
using Lagrange multipliers is contained in many other papers and is not repeated here.

3. A NEW CRACKING PARTICLES METHOD

The original CPM was introduced in 2004 by Rabczuk [11] who later extended it to 3D and
to large deformation problems [14, 15]. It is fair to say that since its introduction the CPM
has not had the same level of interest as enrichment-type methods for meshless fracture, but
a number of papers have appeared recently applying CPM to dynamic fracture [16], the use
of obscuration zones [17], ductile fracture [18, 19] and in [20] some issues associated with
integration have been addressed using stabilized nodal methods.

Fig. 1 shows the CPM concept. In all versions of the CPM, the N nodes in the domain Ω
are divided into two groups: cracking particles Nc and normal particles Nn. Displacement is
continuous in Ω but discontinuous at the crack. (By comparison, in the XFEM the crack is
independent of the nodes and elements and is represented in a continuous fashion). In the
original CPM the crack was modelled by a set of discrete line segments, which are restricted
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4 AI AND AUGARDE

to pass through meshless nodes (or “particles”) [11] and additional unknowns were introduced
into the formulation to simulate the displacement discontinuity at the crack passing through
the particle. A later CPM dispenses with this by splitting each particle into two new particles
when a crack is to be modelled [15]. The difference being this and the original approach is
shown in Figs. 2A and 2B. Cracking particles are split into two parts located on the opposite
sides S+ and S− of the crack segment and the crack opening displacement becomes

[[u(x)]] =
∑
i∈S+

Φi(x
+)ui +

∑
i∈S−

Φi(x
−)ui (10)

where [[·]] stands for the distance between a pair of cracking particles, x+ and x− are nodes
located in opposite sides S+ and S− respectively. In this work, the CPM of Fig. 2B is amended

Figure 1. The original cracking particle method with straight crack segments at cracked nodes

Figure 2. The development of the CPM

to allow better representation of curved cracks, by splitting the crack segment associated with
a particle into two linear sections, as shown in Fig. 2C. The nodal support is split into two
sectors according to the crack pattern where, for a given cracking particle i, the two segment
arm directions are defined by angles θi1, θ

i
2 where θ ∈ (−π, π] and

θi1 = arctan(
yi+1 − yi
xi+1 − xi

), θi2 = arctan(
yi−1 − yi
xi−1 − xi

), i ∈ Nc . (11)

The relationship is depicted in Fig. 3 (here arctan should be atan2 in Matlab) .
The crack tip location is influenced by nodes to both sides of the crack path, so is not itself

split. This key difference between the original CPM and that proposed here is illustrated in
Fig. 4. For a circular path, for example, the approximated path will be formed of tangents in
the former method and chords in the latter method. For a fine nodal arrangement, both will
approach the true path. However an advantage of the proposed method is that crack segments
do not cross, a feature which can produce spurious cracking, a problem in the original CPM
[15].
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AN ADAPTIVE CRACKING PARTICLE METHOD FOR 2D CRACK PROPAGATION 5

Figure 3. The two segment arm directions of a cracking particle

Figure 4. Comparison between current CPM and previous one

To capture the displacement jump along cracks in any meshless method, the supports of
nodes adjacent to crack faces need adjustment, to avoid nodes on one side of a crack having
influence over parts of the domain which are unconnected across the crack. There are two
methods to fulfill this task: the visibility criterion [12] and the diffraction criterion [21]. In the
visibility criterion, the modified support becomes the area receiving “light” from node i and
ignores the part of support which is in the “shadow” caused by the discontinuity, as shown in
Fig. 5. By contrast, the diffraction method takes a small part of the shadow into consideration
akin to “ray diffraction” around the crack tip, which makes a more moderate truncation. The
input parameter r0 = ∥x− xi∥ of the weight function w(∥x− xi∥) is modified correspondingly
as

r0 =

(
∥x− xi∥+ ∥xc − xi∥

r0

)γ

r0 (12)

where xc is the coordinate of the crack tip and γ is a constant for which a reasonable choice
is 1 or 2 according to [21]. The diffraction method provides more accurate results than the
visibility criterion, but becomes computationally complex when used for non-planar cracks in
3D or for multiple cracks in 2D and 3D, so the visibility criterion is employed in this paper
(although without the additional tie elements proposed in [6] for simplicity).

Figure 5. Visibility and diffraction criterion
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6 AI AND AUGARDE

3.1. SIFs and crack propagation

To complete the new CPM for fracture propagation two more components are required: a
means to calculate Stress Intensity Factors (SIFs) and a rule for propagation direction. The
well-known J integral proposed by Rice [22], which is path-independent and therefore can be
evaluated from far field results, is used here. The J integral in 2D is defined by

J =

∫
Γ

(
W dy −T

∂u

∂x
ds

)
, (13)

(index notation used here which clashes with matrix-vector elsewhere. Can this be rewritten
in matrix-vector?) where path Γ is a curve surrounding the crack tip, strain energy density is
W = 1

2σijui,j and traction T is Ti = σijnj defined according to the outward normal along Γ.
The relationship between J integral and the SIFs is

J = α(K2
I +K2

II) , (14)

and

α =

{
(1− ν2)/E for plane strain ,

1/E for plane stress ,
(15)

where E is the Young’s modulus and ν is the Poisson’s ratio. (Is this section relevant if the J
integral approach was used here?)(I think this part is to simply describe how to calculate the J
integral.) There are generally two methods to calculate the J integral: contour integrals [23, 24]
and domain integrals [25]. The integral path for the contour integral usually follows a circle or
a square around a crack tip (in 2D), but this method becomes complex for a kinked crack or
for a mixed-mode problem. In contrast, the domain integral is a more general and is applicable
to both linear and non-linear problems [26]. By applying the divergence theorem, the contour
integral is converted into a domain form. In this domain, two independent equilibrium states
of an elastically deformed body are considered, a real state u and an defined auxiliary state
uaux where the superscript implies the auxiliary state. The ”so-called” interaction integral I
of the superimposed state is

I =

∫
A

(σaux
ij uj,1 + σiju

aux
j,1 − σaux

jk εjkδ1i)q,i dA, i, j, k ∈ [1, 2] , (16)

where q is a predefined weight function with values varying from 1 on the domain boundary
to 0 on the centre, and i, j and k are the index notation. The SIFs can be obtained through
the relation below

I = 2α(KIK
aux
I +KIIK

aux
II ) , (17)

where Kaux
I and Kaux

II are the SIFs associated with the auxiliary state and are defined initially.
For instance, if Kaux

I = 1 and Kaux
II = 0 then KI can be found by KI = I/(2α). Further details

of this method can be found in [25].
Different crack propagation criteria are discussed in [27], and the maximum principal stress

criterion is the simplest but provides good results. This approach is employed here, which
defines crack propagation direction as perpendicular to the maximum principal stress [28].
Thus, the crack growth angle θ in the tip local polar coordinate system as in Fig. 6 (this
should be indicated on a figure somewhere) is decided by setting the shear stress to zero so
that

KI sin θ +KII(3 cos θ − 1) = 0 . (18)

Solving this gives

θ = 2arctan
1

4

 KI

KII
− sign(KII)

√(
KI

KII

)2

+ 8

 . (19)

Then an increment is set up along θ and a normal particle becomes cracking or a new cracking
particle is introduced if there is no particle already there.
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AN ADAPTIVE CRACKING PARTICLE METHOD FOR 2D CRACK PROPAGATION 7

Figure 6. New cracking particle due to crack propagation

4. ADDING ADAPTIVITY TO THE CPM

A major challenge for accurate computational modelling in linear elastic fracture mechanics is
the stress singularity at the crack tip, and to a lesser extent, the high gradients of displacements
close to the crack tip. In a meshless method, a large number of nodes, or a high order basis (or
both), are required around a crack tip to achieve accurate results, but away from the crack tip
there is rarely a need for the same level of refinement. Currently, how to set up the arrangement
of nodes automatically to achieve a given level of accuracy is a challenge, particularly when
there is crack propagation and an adaptive procedure is needed for efficiency.

a posteriori adaptive finite element methods, which comprise an error estimation step
followed by an amendment to the discretisation of the problem, have a long history and a
well-developed mathematical basis. For this class of adaptive methods most error estimators
belong to two categories: recovery based [29, 30, 31, 32] or residual based [33, 34, 35]. Reviews
on this topic can be found in [36, 37]. Three main strategies for amending the discretisation
are: mesh refinement (h-adaptivity), increasing the polynomial degree of the shape functions
(p-adaptivity) and the combination of the two (hp-adaptivity) [38]. All approaches have been
tried with meshless methods over the years, e.g. [12, 39, 40, 29] but there is at present no
firm mathematical basis for error estimators for meshless methods, indeed recent studies
indicate that simply applying FEM-based adaptive approaches to meshless methods may be
problematic [41].

In this study we supplement the new CPM described above with an adaptive capability
using a recovery based error estimator computed in a convenient form based on the difference
between the “exact” stress σ and the calculated stress σh using the error energy norm

∥eσ∥ =

{
1

2

∫
Ω

(σ − σh)TD−1(σ − σh)dΩ

}1/2

, (20)

with the elastic constitutive matrix being

D =
E

1− ν2

 1 ν 0
ν 1 0
0 0 (1− ν)/2

 for plane stress . (21)

Apart from validation exercises the exact stress σ is unknown and instead a reference or
projected stress must be used. For the EFGM, Chung and Belytscho [42] proposed a simple
way to determine a suitable “projected” stress σp by

∥eσ∥ ≈ ∥Eg∥ =

{
1

2

∫
Ω

(σp − σh)TD−1(σp − σh)dΩ

}1/2

(22)

The “projected” stress σp is evaluated by using an approximation at a point based on smaller
nodal supports where

σp =

m∑
k=1

Ψk(x)σ
h(xk) , (23)

in which m is the number of surrounding nodes which affect the point x with smaller supports
and σh(xk) is the calculated stress vector at node k (define surrounding, is σh(xk) the approx
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8 AI AND AUGARDE

stress vector at node k?) and Ψk(x) are the shape functions obtained with this smaller support.
This procedure is relatively inexpensive since there is no need for matrix solution procedure
(is this correct, still need inversion to obtain Ψk do we not?), a feature of some other error
estimation procedures for meshless methods, e.g. [43, 44].

The EFGM uses a grid of integration cells to determine contributions to the domain stiffness
matrix and it is convenient to arrange nodes at vertices of grid cells for the adaptive procedure.
Error is estimated for each cell with subdomain Ωi from

∥Ei∥ =

{
1

2

∫
Ωi

(σp − σh)TD−1(σp − σh)dΩi

}1/2

. (24)

The accuracy of the current solution can be evaluated by a relative error measure ηg which is
defined as

ηg =
∥Eg∥
∥U∥

, (25)

with

∥U∥ =

{
1

2

∫
Ω

(σh)TD−1σhdΩ

}1/2

. (26)

The adaptivity process is applied when the global error is above the target error (this was less
than in the original paper which does not sound right;)(if it was less than, there is no need for
adaptivity since the global error is small) ηg > ηt. The relative error attributed to each cell
can be evaluated as

ηi =
∥Ei∥

∥U∥ /√ncell
, (27)

where ncell is the total number of cells. Predefined threshold error levels drive refinement and
recovery (i.e. the opposite of refinement) by{

ηi > Lfin to be refined ,

ηi < Lrec to be recovered ,
(28)

where Lfin and Lrec are the refinement and recovery limits respectively defined according to
the target error. Two steps of adaptivity are suggested: if the global error is much larger than
the target error, a ‘‘coarse’’ adaptivity is adopted with a lower adaptivity requirement so more
cells are considered. If the global error is close to the target error, a ‘‘fine’’ adaptivity is taken
with higher adaptivity requirement. This is achieved by the following:{

Lfin = α1ηt, Lrec = β1ηt if γηt < ηi ,

Lfin = α2ηt, Lrec = β2ηt if ηt < ηi ≤ γηt .
(29)

These constants are defined according to the accuracy needed, and typical values have been
found to be α1 = 2, β1 = 0.5, α2 = 2.5, β2 = 0.3, γ = 1.3 and ηt = 0.08.

4.1. Adaptive strategy

Where h-adaptivity has been used with meshless methods in the past, refinement strategies can
be sub-divided on the basis of the integration method employed. Specifically, for those using
Gaussian integration, the original cell is usually divided into four small cells with five nodes
added as in [29, 34, 31, 32]. By contrast, for those studies based on Voronoi integration cells,
nodal refinement takes place by the addition of nodes on the cell edges and the updating of
surrounding Voronoi cells [45, 35]. Note that a recovery procedure is proposed in Lee et al. [29]
to combine the four small cells into the “mother” cell during the crack propagation process,
an approach adopted in this work to control the number of degrees of freedom. The whole
procedure of adaptivity is illustrated in Fig. 7.
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Prepared using nmeauth.cls DOI: 10.1002/nme



AN ADAPTIVE CRACKING PARTICLE METHOD FOR 2D CRACK PROPAGATION 9

Figure 7. The flow chart of adaptivity process

The strategy of adaptivity for the new CPM presented here is shown in Fig. 8, by which
new nodes are added or old nodes are deleted. For example, if the error of cell 1 is larger than
Lfin, it is divided into four small cells, 1, 2, 3 and 4, which are recorded in a family matrix as
a family. Further refinement of cell 2, leads to four new smaller cells 2, 5, 6 and 7, which are
also recorded in the family matrix. Cells 1 and 2 inherit the index of the “mother” cell, which
will be used if there is subsequent recovery. When four family members, cells 2, 5, 6 and 7, all
have smaller errors than Lrec, these four cells will be recovered into the “mother” cell 2. And
for further recovery, cells 1, 2, 3 and 4 will be recovered into their “mother” cell 1.

Figure 8. The strategy of refinement and recovery

For a good balance of accuracy and efficiency, nodal support sizes should be set up according
to the density of surrounding nodes. When the background cells change their size during the
adaptivity process, the support size of nodes should change correspondingly, the whole process

Copyright c⃝ 2015 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2015)
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10 AI AND AUGARDE

is illustrated in Fig. 9. If a cell with refinement level lr is flagged for refinement, five nodes are
added with support ri = r0 · 0.5lr+1, where i=5, 6, 7, 8 and 9 and r0 is the support size of
initial nodes, while the four nodes (1, 2, 3 and 4) of the cell need to change their support size
with ri = ri · 4

√
0.5, i=1, 2, 3 and 4. If four cells around node 1 are all refined, for example,

its support size becomes the same as that of five added nodes (5, 6, 7, 8 and 9). The recovery
process works in an opposite way to the refinement process, with ri = ri/

4
√
0.5, i=1, 2, 3 and

4. The nodes in the set 5, 6, 7, 8 and 9, which do not belong to other cells, are deleted. In the
initial configuration, all nodes are almost uniformly distributed with the same support size r0
and all cells are defined with refinement level lr = 0.

Figure 9. The change of nodal support size due to refinement and recovery

4.2. Amending the stiffness matrix

Calculations using the new CPM can be accelerated by calculating and storing the system
stiffness at cell level as in [46]. In this way, there is no need to reform the large system matrix
frequently. The contribution of each cell to the system stiffness can be stored in a small local
matrix, which makes the storage inexpensive. A transfer function is defined to transfer the
local stiffness matrix into the system form as in Fig. 10. The local matrix of each cell can be
obtained by looping over all Gauss points in the cell to evaluate the integration. All nodes
involved have local index i and system index v(i), where i = 1, 2, · · · , n where n is the number
of nodes. When nodes are added or deleted during the adaptivity and crack propagation
process, the vector v(i) will be updated accordingly.

When adaptivity or crack propagation occurs, only the contribution of influenced cells is
required to be recalculated and the remainder can be read directly from storage. Since each
propagation step leads to changes in a small zone, only a few cells need to be recalculated
for each step, which reduces the computational expense of the whole process. The influenced
domain for adaptivity can be determined by summing the support of deleted and added nodes
as in Fig. 11, and those nodes changing their support will be considered in the two groups.
By contrast, for the crack propagation process, a new cracking segment is introduced which
cuts the support of some nodes as in Fig. 12. The influence domain is the combination of all
shadow areas, but it is difficult to describe the influenced domain explicitly. An alternative
is to use the “possible” domain, which contains all possible shadow areas. Then the system
stiffness matrix can be obtained as

K =
∑
i∈Ω1

T (k(i)new) +
∑
j∈Ω2

T
(
k(j)old

)
, (30)

where K is the system stiffness matrix, k is the local matrix and T is the transfer function
and the superscripts new and old indicate the state after and before the change due to the
adaptivity or crack propagation respectively. When the domain Ω1 is small, the system stiffness

Copyright c⃝ 2015 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2015)
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AN ADAPTIVE CRACKING PARTICLE METHOD FOR 2D CRACK PROPAGATION 11

Figure 10. Transfer the local stiffness matrix into the system form

matrix can be obtained by

K = Kold −
∑
i∈Ω1

T
(
k(i)old

)
+

∑
i∈Ω1

T (k(i)new) . (31)

Here, the matrix operation should be adopted to change the old form matrix to the new form
so that they have the same degree. The whole analysis process is illustrated in Fig. 13.

Figure 11. Influenced domain due to adaptivity

5. NUMERICAL EXAMPLES

Several 2D crack problems are now presented to demonstrate the performance of the proposed
CPM, and in all examples plane stress conditions and elastic material properties are assumed.
For all examples, a linear basis is used to build the shape functions and 4× 4 Gauss points
are applied to evaluate stiffness contributions in each cell. All the problems are assumed to
be subject to quasi-static loading and only the propagating path of cracks is studied, so the
critical KI is set to a low value with KIC = 1000N/mm3/2. The initial support size is r0 = 2lc,
where lc is the average length of cell edges at the start, where the factor of 2 is chosen within
the range 2.0 - 4.0 following the advice in [47, 41], and the projected support size in the error
estimation part is r = 0.8ri, where ri is the support of node i.

Copyright c⃝ 2015 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2015)
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12 AI AND AUGARDE

Figure 12. Influenced domain due to crack propagation

Figure 13. The flow chart of whole analysis process

5.1. An edge crack

The first example is a simple problem, the edge crack, but there are theoretical solutions which
can be used to test the accuracy of the proposed methodology. The geometry of edge crack
problem is shown in Fig. 14 with a = 20mm, b = 100mm and h = 100mm. The plate is loaded
by a uniform force q = 100N/mm and the material properties are E = 74GPa and ν = 0.3.
The adaptivity input parameters are set with α1 = 2, β1 = 0.5, α2 = 2.5, β2 = 0.3, γ = 1.3
and ηt = 0.08, and the maximum refinement level is 6 so the smallest distance between nodes
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Prepared using nmeauth.cls DOI: 10.1002/nme



AN ADAPTIVE CRACKING PARTICLE METHOD FOR 2D CRACK PROPAGATION 13

is 2−6r0 = r0/64. The problem is symmetric so the crack will propagate horizontally without
considering the change of cracking angle.

The adaptive process combined with the crack propagation is presented in Fig. 15, in which
the mass of nodes moves with the crack tip travelling. The whole process is controlled by the
refinement function to add nodes around the crack tip and by the recovery function to delete
nodes around the old crack tip in the previous steps. The mode I SIF is extracted through the
domain integration as mentioned above and is compared with exact values as in [48] by

KI = q
√
πa

[
1.122− 0.231(

a

b
) + 10.550(

a

b
)2 − 21.710(

a

b
)3 + 30.382(

a

b
)4
]
. (32)

As shown in Fig. 16, good results can be obtained during the crack propagation process and
node arrangements are set up automatically to guarantee the efficiency and accuracy.

Figure 14. Configuration and initial nodes of edge crack

Figure 15. Crack propagation and corresponding nodal arrangement (steps 3, 6, 9, 12)
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Figure 16. Comparison between calculated mode I stress intensity factor with theoretic solutions

5.2. A double cantilever beam

The second example, the double cantilever beam, is more complex than the first one and the
change of cracking angle is considered. The geometry of double cantilever beam is depicted
in Fig. 17 with L = 30 cm, h = 10 cm, a = 10 cm, ∆x = 0.76 cm and dθ = 0.1, with the same
specimen as in [29]. The material properties are are E = 206.8GPa and ν = 0.3. The adaptivity
input parameters are set with α1 = 2, β1 = 0.5, α2 = 2.5, β2 = 0.3, γ = 1.3 and ηt = 0.08, and
the maximum refinement level is 6. The right side of beam is fully clamped while the left side
is loaded by two groups of traction with q = 175N/cm.

The whole crack propagation process is shown in Fig. 18 and the crack direction changes
from horizon to vertical due to the perturbation at the crack tip. There is also a mass of
nodes travelling with the crack tip, which is controlled by the adaptivity approach. When
the crack propagates, fine nodes are added around the crack tip while those far away from
the tip are recovered. Note that since the crack is simulated by discrete segments, fine node
arrangements are required around crack path where there is a sudden change, which therefore
are not recovered. The maximum number of nodes is 970, compared to initial nodal number
397. The predicted crack path shows good agreements with previous results [29] as shown in
Fig. 19.

Figure 17. Configuration and initial nodes of Double Cantilever Beam
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Figure 18. Crack propagation and corresponding nodal arrangement (steps 5, 10, 15, 20 and 24)

Figure 19. Predicted crack propagation compared with previous results

5.3. Multiple cracks in a plate with two holes

The last example is the most challenging problem, where multiple cracks are considered. And
there are two holes in the plate, so elements around the hole are no longer square. The geometry
of this problem is illustrated in Fig. 20, which is the same as [49, 50]. Particularly, L = 20mm,
h = 10mm, a = 1mm, h0 = 2.85mm, R = 2mm and d = 3mm. The top and down sides of
the plate are both loaded by a uniform tensile and the value of force is not mentioned in
[49]. Here the load is achieved by fixing the down side and giving the top side a displacement
with 0.02h to approximate the original problem. The adaptivity input parameters are set with
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α1 = 2, β1 = 0.4, α2 = 1.6, β2 = 0.8, γ = 1.2 and ηt = 0.08, and the maximum refinement
level is 5. The whole crack propagation process is shown in Fig. 21, and there are two groups

Figure 20. Configuration and initial nodes of multiple-crack problem

of fine nodes around both crack tips, travelling with cracks propagating. The two cracks firstly
propagate towards the nearest hole to themselves, then both of them change the cracking angle
horizontally until they meet each other in the centre of plate. The two cracks are attracted by
each other and propagate closely to the opposing crack. Finally, two cracks are attracted by
the hole which was far from them and move towards it. During this process, the adaptivity
approach controls the node arrangements around two crack tips and the maximum number
of nodes is 4372, which is nearly 8 times larger than initial nodal number 532. The predicted
crack path is compared with previous results in [49] and good agreements are achieved as in
Fig. 22.

The proposed adaptive CPM shows good performance when solving fracture problems as
shown above. Currently, the crack branching problems, which were mentioned in Rabzuk’s
paper [11], are complex for the adaptivity process, so they are not included in this work.
But the CPM has shown the ability to handle multiple-crack problems and crack branching
problems and solving a large number of cracks at the same time becomes possible with the
proposed methodology, which is one of the tasks for future research.

6. CONCLUSIONS

In this paper, an adaptive Cracking Particle Method is developed for 2D quasi-static crack
propagation analysis. The crack is described by discrete segments and can be easily updated by
adding cracking particles, which makes this methodology much simpler than methods based
on level sets and can be used to handle multiple crack problems. The density and support
size of nodes are controlled by the adaptivity approach to make sure the whole analysis is
accurate and efficient. The discrete segments are achieved through cracking particles with
broken lines but not by straight lines, so they barely cross with each other and there is no
spurious cracking. The broken lines can record the angular change of crack propagation, which
makes it suitable to describe discontinuous cracks. Calculating and storing the system stiffness
at cell level is introduced into the adaptivity to accelerate the whole process. In this way, only
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Figure 21. Adaptive process of multiple-crack problem with steps 7, 14, 21, 28 and 33

a small influenced domain is required to be calculated for each step while the remainder can
be read directly from the storage, which highly reduces the cost of the whole calculation. This
approach can also be applied to other kinds of adaptivity process as a kind of acceleration. Some
numerical examples are carried out to explore the performance of the proposed methodology
and good agreements are obtained. In the last example, the proposed methodology is used to
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Figure 22. Comparison between predicted crack path and previous result

solve a problem with two cracks, which shows its potential to handle more complex problems
and the crack branching will be considered in future work.
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