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Microstructures of negative and positive azeotropes† 

J. J. Shephard,a, b S. K. Callear,c S. Imberti,c J. S. O. Evansb and C. G. Salzmann*a 

Azeotropes famously impose fundamental restrictions on distillation processes, yet their special thermodynamic properties 

make them highly desirable for a diverse range of industrial and technological applications. Using neutron diffraction, we 

investigate the structures of two prototypical azeotropes, the negative acetone-chloroform and the positive benzene-

methanol azeotrope. C–H···O hydrogen bonding is the dominating interaction in the negative azeotrope but C–Cl···O halogen 

bonding contributes as well. Hydrogen-bonded chains of methanol molecules, which are on average longer than in pure 

methanol, are the defining structural feature of the positive azeotrope illustrating the fundamentally different local mixing 

in the two kinds of azeotropes. The emerging trend for both azeotropes is that the more volatile components experience 

the more pronounced structural changes in their local environments as the azeotropes form. The mixing of the acetone-

chloroform azeotrope is essentially random above 20 Å where the running Kirkwood-Buff integrals of our structural model 

converge closely to the ones expected from thermodynamic data. The benzene-methanol azeotrope on the other hand 

displays extended methanol-rich regions and consequently, the running Kirkwood-Buff integrals oscillate up to at least 60 

Å. Our study provides first insights into the microstructures of azeotropes and a direct link with their thermodynamic 

properties. Ultimately, this will provide a route for creating tailored molecular environments in azeotropes to improve and 

fine-tune their performances. 

Introduction 

Azeotropes are mixtures of liquids whose vapour has the same 

composition as the liquid phase.1-4 They form at the limit of 

fractional distillation where it becomes impossible to achieve 

further separation of the components as equal amounts 

evaporate at a sharply defined boiling point. Azeotropes 

therefore have some thermodynamic properties more 

characteristic of pure, single-component liquids. Whilst 

azeotropes impose fundamental restrictions on purification 

processes, their thermodynamic properties are highly desirable 

for a wide range of applications. Azeotropic cleaning fluids, for 

example, remain constant in their composition during 

application, and can be recovered at the original composition 

by vaporisation and recondensation.5 Furthermore, flammable 

but otherwise functional liquids can be formulated in a safe and 

stable fashion as inflammable azeotropes.5 Finally, azeotropes 

can release defined and constant amounts of an anaesthetic 

component into the gas phase.6 

 

 
Figure 1 Pressure-composition phase diagrams of (a) acetone-chloroform7, 8 and (b) 

benzene-methanol9 at 25°C. The azeotropic compositions are indicated by dotted 

vertical lines at xA=0.405 and xM=0.550, respectively. The dashed lines indicate ideal 

behaviour according to Raoult’s law and the yellow areas highlight the two-phase 

regions. 

Azeotropy is fundamentally linked with strong deviations from 

the behaviour of ideal mixtures for which the enthalpy of mixing 

is zero and the total vapour pressure follows the linear trend 

described by Raoult’s law.1-3 The acetone-chloroform azeotrope 

is a popular text book example of a negative or maximum-

boiling azeotrope displaying negative deviations from Raoult’s 
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law, as shown in Figure 1(a), as well as an exothermic enthalpy 

of mixing.7, 8, 10-18 The non-ideality of acetone-chloroform 

mixtures is often attributed to the formation of C–H···O 

hydrogen bonds between chloroform and acetone. In fact, this 

system was one of the first for which a hydrogen bond with a C–

H donor was proposed.19 

Conversely, the benzene-methanol system is a positive or 

minimum-boiling azeotrope with an endothermic enthalpy of 

mixing.9, 20, 21 The positive deviations from Raoult’s law indicate 

weaker benzene-methanol interactions relative to stronger 

benzene-benzene and methanol-methanol interactions (Figure 

1(b)). Only about 1% of azeotropes are negative and positive 

azeotropes are therefore far more frequently encountered.22 It 

is generally difficult to predict if two liquids will form an 

azeotrope. Yet, the existence of a Bancroft point, which is 

defined by the temperature and pressure where the vapour 

pressures of the two pure components are the same, is typically 

a very strong indicator.2, 23 

Despite the general importance of azeotropes relatively 

little is known about their microstructures. Acetone-chloroform 

mixtures have been studied, although not always at the 

azeotropic composition, by analysis of thermodynamic excess 

functions, 7, 8, 10-18 NMR,24-27 Raman,28, 29 FT-IR,27, 28, 30 NIR,31 

terahertz time-domain32 and inelastic neutron spectroscopy29 

as well as Monte Carlo simulations.22 There is general consensus 

that hydrogen bonding interactions are likely to be present. For 

example, a peak at 82 cm–1 in the inelastic neutron spectrum 

has been assigned to the anti-translational mode of the 1:1 

hydrogen bonded complex.29 Yet, in summary, the strength, 

prevalence and geometries of the hydrogen bonds are not well 

understood. 

The benzene-methanol system is also not well understood. 

Based on differences in Raman shifts upon forming the 

azeotrope, complexation between benzene and methanol has 

been suggested to occur.33 However, in light of the known 

tendency of methanol to self-associate through hydrogen 

bonding34-38 and the positive enthalpy of mixing,20 such 

complexes, if present, are not expected to contribute 

significantly to the azeotropic behaviour. A study carried out by 

Ploetz et al. provided a different viewpoint on azeotrope 

formation in this system.39 Using Kirkwood-Buff integrals40 they 

found a large positive value for the integral describing 

methanol-methanol pairs in benzene-rich mixtures. This 

indicates the aggregation of methanol molecules and that the 

mixture approaches heterogeneous phase separation.41, 42 

Here we investigate the origins of azeotropy from a 

structural point of view. We use the Empirical Potential 

Structure Refinement (EPSR) approach43, 44 in combination with 

neutron diffraction measurements and the isotopic substitution 

technique to obtain structural models representative of 

acetone-chloroform and benzene-methanol azeotropes. In 

addition to investigating the local molecular environments in 

these azeotropes we gain information about the more long-

range state of mixing using Kirkwood-Buff integrals derived 

from both the structural models and from thermodynamic data. 

Using the two classic examples of positive and negative 

azeotropes we finally aim to describe general structural trends 

caused by the appearance of the two different types of 

azeotropy. 

Results and discussion 

Empirical Potential Structural refinement 

Using the EPSR approach43, 44 we obtained three-dimensional 

structural models of the two azeotropes which are in 

agreement with the experimental neutron diffraction data 

shown in Figure 2. Fitting the diffraction data of several 

isotopically different mixtures greatly increases the reliability of 

the structure reconstruction process. The convergence of the 

measured and simulated diffraction data is achieved by EPSR by 

optimising so-called empirical potentials which are defined 

between all the intermolecular atom pairs. Further details on 

EPSR and the isotopic substitution technique are given in the 

ESI. 

 

 
Figure 2 Experimental (crosses) and simulated neutron diffraction data (lines) for a series 

of isotopically different (a) acetone-chloroform and (b) benzene-methanol azeotropes. 

The datasets (a) and (b) are offset vertically in order of increasing scattering length 

density contrast. The isotopic compositions of the various samples are given in the ESI. 

Creating structural models which represent the structure over 

sufficiently large distances to be thermodynamically accurate is 
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one of the main challenges in the study of non-ideal mixtures 

which tend towards molecular aggregation. To tackle this issue, 

we use quite large simulation boxes (120×120×120 Å) which 

minimise the reliance on periodic boundary conditions and 

allows structurally representative aggregations to form within 

the simulation box. The diffraction data of the benzene-

methanol azeotrope show an increase in intensity at low values 

of the wavevector transfer, Q, with increasing scattering 

contrast. This observation already indicates the presence of 

local concentration fluctuations of benzene and methanol. The 

availability of three-dimensional structural models of the two 

azeotropes enables us to investigate their local structures in 

detail in the next step. 

Local structure of the acetone-chloroform azeotrope 

The local structure in liquids is governed by specific interactions 

which exist between neighbouring molecules. Attractive 

interactions between atoms of neighbouring molecules are 

typically revealed by close, sharp or intense features in 

intermolecular pair-correlation functions, gij(r). These functions 

are obtained from the simulation boxes and reflect the 

probability of finding j type atoms as a function of the distance 

from an i type atom. The most likely interaction distance is 

indicated by a local maximum in these functions. 

Figure 3 shows selected gij(r)s from the EPSR model of the 

acetone-chloroform azeotrope together with characteristic 

closest-approach distances of related crystalline materials.45-47 

The approximate interaction distances from EPSR models of the 

pure liquids are also included.48, 49 Focussing on the OA–HC 

hydrogen bonding interaction, an important reference state is the 

1:1 acetone-chloroform co-crystal formed at 150 K. In the co-

crystal, the shortest OA–HC distance is 2.41 Å.45 The maximum in 

the OA–HC gij(r) at 2.76 Å indicates that the interaction distance 

in the azeotrope is significantly longer. However, the short 

distance in the co-crystal is achieved though positioning two 

chloroform and two acetone molecules in a specific bifurcated-

dimer arrangement inhibiting several other close contacts. In 

particular, the HC–ClC and OA-C1A distances are much longer in 

the co-crystal than in the azeotrope, the pure liquid or 

crystalline reference states. The observed structural differences 

between the 150 K co-crystal and the room temperature liquid 

mixture are to be expected, as thermal energy destabilises any 

specific co-crystal structures and causes the system to explore 

its configurational manifold. Peaks at low r in the gij(r)s for OA–

ClC, HC–ClC and ClC–ClC suggest that several charge-related 

interactions involving chlorine atoms are also important in the 

azeotrope. Indeed, distances in the azeotrope between these 

pairs are similar to those in the pure reference states. The peak 

in OA–ClC is perhaps surprising given the negative partial charges 

of both atoms. However, the charge distribution about chlorine 

atoms is quadrupolar giving rise to a positively-charged distal 

terminus on the Cl atom,50 which can then interact with 

negatively charged atoms such as OA. Such an interaction, 

commonly referred to as halogen bonding,51, 52 was postulated 

for co-crystals of chloroform and cyclobutanone,45 and seems 

to be present in the acetone-chloroform azeotrope as well. 

 
Figure 3 (a) Selected gij(r) functions obtained from the EPSR model of the acetone-

chloroform azeotrope. Tick marks indicate corresponding distances in the 1:1 

acetone-chloroform cocrystal45 (red), the 1:1 cyclobutanone-chloroform 

cocrystal45 (blue), crystalline chloroform46 (magenta), crystalline acetone47 (dark 

green), liquid chloroform49 (light green) and liquid acetone (black).48 (b) A 

10×20×10 Å slice of the EPSR simulation box showing the distances of several 

acetone-chloroform interactions (chlorine and methyl hydrogens are not shown). 

(c) OA–HC tij(r) separated into contributions from 1st, 2nd, 3rd and 4th closest HC 

neighbours using the ANGULA software.53-56 (d) OA–HC spatial density function 

plotted in the 1 – 3.5 Å distance range with a fractional isosurface level of 0.4. 

The nature of OA–HC hydrogen bonding interactions in the 

azeotrope is more closely examined in Figure 3(b,c) which 
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shows the range of different interaction structures in a 

randomly chosen 10×20×10 Å slice of the simulation box and 

the separation of the OA–HC tij(r) pair-correlation function into 

contributions from 1st, 2nd, 3rd and 4th closest HC atoms. The tij(r) 

correlation function is calculated from gij(r) according to 

tij(r)=4r2gij(r) which means that the area under tij(r) equates 

to coordination numbers.57 In Figure 3(b) the OA–HC distances of 

several 1:1 acetone-chloroform and a single 1:2 acetone-chloroform 

interactions are indicated. Integration of the tij(r) in Figure 3(c) for 

closest HC atoms (black dashed) between limits of 2.2 and 3.5 Å 

reveals that 44 % of the acetone molecules form at least one 

close OA–HC interaction. The tij(r) for the 2nd closest HC atoms 

(red dashed) also shows some intensity within these limits 

indicating that 7.5% of acetone molecules form two close 

contacts. This is significantly different to the values of 20 and 

5%, respectively, which were derived by Apelblat et al. using 

thermodynamic excess quantities.8 The average interaction 

distance in the EPSR model is also longer than found in the 

Monte Carlo simulation study of Kamath et. al. who used a 

scalable chloroform potential to reproduce the measured 

vapour pressure.22 We tested the potentials used in their study 

as reference potentials for EPSR, but obtained a significantly 

poorer fit to our neutron diffraction data compared to using the 

empirical potentials. 

Figure 3(d) shows the OA–HC spatial density function (SDF) 

which highlights the volume where the OA–HC pair-correlation 

function takes the highest values.58, 59 In line with the previous 

analysis, a rather diffuse ‘cap’ is found on top of OA which is 

consistent with a structurally quite disordered hydrogen bond. 

The EPSR model suggests that a variety of interactions 

contribute to the thermodynamic state of the acetone-

chloroform azeotrope. By comparing the structural model of 

the acetone-chloroform azeotrope with pure liquid 

chloroform,49 the previously observed unusual shift of the CC-HC 

stretching mode towards higher wavenumbers upon addition of 

chloroform to liquids with proton acceptor character29, 60-62 can 

now be better understood. This observation, which is the 

opposite of what might be expected for C–H···O hydrogen bond 

formation, is attributed to the disturbance of chloroform’s self-

association in the pure liquid. This effect may also explain the 

‘non-specific’ dilution shift in the 1H-NMR spectra of 

chloroform-acetone mixtures.26 

Figure 4 shows a comparison of the percentages of 

chloroform molecules in chains with collinear dipole moments 

in the EPSR models of pure liquid chloroform49 and the acetone-

chloroform azeotrope. The greater number of chloroform 

molecules with a chain length of 1 (i.e. no chloroform-

chloroform associations) and lower number of chloroform 

molecules with chain length > 1 in the azeotrope than in pure 

chloroform shows that the self-association of chloroform is 

significantly disrupted in the azeotrope. 

 
Figure 4 Chains analysis applied to the EPSR models of pure liquid chloroform49 (green) 

and the acetone-chloroform azeotrope (red). Molecules were considered to be in a chain 

of chloroform molecules with collinear alignment of dipole moments for rH···C < 4.2 Å and 

H···C–H > 150°. 

Local structure of the benzene-methanol azeotrope 

A comparison of selected gij(r)s of the EPSR model of the 
benzene-methanol azeotrope with characteristic distances of 

the pure crystals63, 64 and pure liquid methanol37 are given in 

Figure 5(a). In contrast to acetone-chloroform, the gij(r)s of the 

benzene-methanol azeotrope indicate that the strength of the 

interactions between the components is substantially more 

unbalanced. The gij(r)s between methanol molecules are much 

more sharply defined at low r than those of benzene-benzene 

or benzene-methanol pairs. This is perhaps unsurprising given 

the polarity of methanol and its strong tendency to form 

hydrogen bonds.34-38 Benzene-benzene and benzene-methanol 

interactions are clearly less specific in comparison.  

The nature of the methanol-methanol interaction is more 

closely examined in Figure 5(b) which shows the OM–OM tij(r) 

and its separation into contributions from 1st, 2nd, 3rd and 4th 

closest neighbours. The integration of tij(r) for 1st and 2nd closest 

OM neighbours using a conservative upper distance limit of 3.2 

Å indicates that 88.4% of methanol molecules have at least one 

hydrogen bond (either donating or accepting) and 50.3% form two 

hydrogen bonds (both donating and accepting). Only about 5 % of 

methanol molecules form three hydrogen bonding interactions. The 

large proportion of methanol molecules in the azeotrope forming 

two hydrogen bonds suggests the formation of chains which enable 

the non-polar methyl groups to point outward towards less polar 

benzene-rich regions. 

The local hydrogen-bonding environment of methanol is 

illustrated by the OM–OM SDF shown in Figure 5(c). Consistent 

with similar data presented for pure methanol,37 the OM atoms 

of neighbouring molecules are most likely found along the 

direction of the OM–H1M bond, when the central molecule acts 

as a hydrogen bond donor, as well as below the OM atom of the 

central molecule as it accepts hydrogen bonds from 

neighbouring molecules. 
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Figure 5 (a) Selected gij(r) functions obtained from the EPSR model of the benzene-

methanol azeotrope. Tick marks indicate corresponding distances in pure 

crystalline methanol (green)65, pure crystalline benzene (magenta),64 and liquid 

methanol (blue).37 (b) OM–OM tij(r) separated into contributions from 1st, 2nd, 3rd 

and 4th closest neighbours using the ANGULA software.53-56 (c) OM–OM spatial 

density function plotted in the 1 – 3.2 Å distance range with a fractional isosurface 

level of 0.5. 

Figure 6(a) shows the positions of OH head groups of methanol 

in a randomly chosen 20×40×10 Å slice of the simulation box. 

Figure 6(b) compares the proportion of methanol molecules 

forming chains containing between 1 (not forming a chain) and 

20 molecules in the EPSR model of the azeotrope with the EPSR 

model of pure methanol at 25°C.37 For consistency with the 

study on pure methanol, OM–OM and OM–HM distances of 3.4 Å 

and 2.4 Å were used as the upper limits to qualify methanol 

pairs as being hydrogen bonded. This analysis reveals that 

similar proportions of methanol molecules form chains in the 

azeotrope and in the pure liquid. However, significantly longer 

chains, n > 6, are found in the azeotrope suggesting that 

methanol is more structurally ordered in the azeotrope. This 

presumably reflects the much less satisfactory environment for 

short methanol chains in the benzene-containing azeotrope 

than in the generally more polar environments of pure liquid 

methanol. Figure 6(a) also illustrates that, in order to form such 

extensive chains, the two components of the azeotrope must 

begin to spatially separate locally. The chains in Figure 6(a) 

constitute methanol-rich regions and the empty spaces in 

between are packed with benzene molecules (omitted for 

clarity). This form of local separation is the consequence of the 

unbalanced strength of interactions in this azeotrope. 

 
Figure 6 Methanol-methanol chain analysis. (a) Several methanol-methanol chains are 

highlighted in a 20×40×10 Å slice of the EPSR model of the benzene-methanol azeotrope. 

(b) A comparison of chain length distribution of the entire simulation box of the 

azeotrope and in the EPSR model of pure liquid methanol.37 

Comparison of the local environments in the two different 

azeotropes 

To compare the local environments of the two different types 

of azeotropes we classify the various local molecular 

environments according to the species that is most frequently 

found in the first coordination shell. So, for example, an AC 

environment denotes an acetone molecule whose first 

coordination shell contains more chloroform than acetone 

molecules. A full description of this structural classification 

scheme is provided in the ESI. The results of this analysis for the 

structural models of the two azeotropes are shown in Figure 7. 

The percentages of the local environments depend strongly on 

the relative strength of the interactions between like and unlike 

components but also on the overall composition of the mixture. 

It is therefore necessary to compare the percentages of the 

local environments from the structural models of the 

azeotropes with those expected for a corresponding random 

mixture of the same composition. 
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Figure 7 Classification of the local molecular environments in the two different 

azeotropes. The expected percentages of environments for the corresponding random 

mixtures are indicated by grey bars. The pictures of the simulation boxes show the spatial 

distributions of the various local environments using the same colour code as in the bar 

graph. 

Larger percentages of AC and CA environments are found in the 

acetone-chloroform azeotrope compared to the corresponding 

random mixture which is consistent with the favourable 

interactions between acetone and chloroform molecules. The 

smaller decrease of CC environments compared to AA 

environments is in line with chloroform’s tendency for self-

aggregation into polar chains49 which seems to be preserved to 

at least some extent in the azeotrope (cf. Figure 4). 

The most striking deviation of the benzene-methanol 

azeotrope from the corresponding random mixture is found in 

the large percentages of MM environments. The less favourable 

interactions between benzene and methanol manifest in 

decreased amounts of BM and MB environments. 

The emerging picture is that the more volatile components 

of both types of azeotropes, i.e. acetone and methanol (Figure 

1), experience the more pronounced changes in their local 

environments as the azeotropes form. For the negative 

acetone-chloroform azeotrope this can be rationalised in the 

sense that the vapour pressure of the more volatile acetone 

needs to be reduced by a greater amount compared to 

chloroform in order to achieve the observed vapour-pressure 

depression. For the positive benzene-methanol azeotrope the 

unfavourable interactions between benzene and methanol 

drive the vapour pressure elevation. Since methanol is the more 

volatile component this effect needs to be counteracted more 

for methanol than for benzene through the more pronounced 

methanol-methanol interactions. 

 

Analysis of long-range structure using Kirkwood-Buff integrals 

In the next step we analyse the more long-range structures of 

the two azeotropes. For this, we use the centre-of-mass to 

centre-of-mass pair correlation functions, gCOM–COM(r), which 

contain information about the relative spatial arrangements of 

the molecules. The appearance of these functions reflects the 

size and composition of the molecular shells which exist in the 

azeotropes. Figure 8 shows that the three gCOM–COM(r) functions 

of the acetone-chloroform azeotrope are similar whereas for 

the benzene-methanol azeotrope they are significantly 

different. This reflects the differences in the partial molar 

volumes (VA=122.7 Å3 and VC=133.7 Å3; VB=148.5 Å3 and 

VM=68.3 Å3), the compositions of the molecular shells, as well 

as the overall nature of the packing. 

The running Kirkwood-Buff integral, Gij(rmax), is defined as 

∫ 4𝜋𝑟2(𝑔COM−COM(𝑟) − 1) d𝑟
𝑟max

0
.40, 41, 66 This quantity 

therefore reflects the average deficiency or excess of species j 

with respect to the bulk average within the coordination shell 

of species i up to rmax. For a mixture of ideal gases Gij(rmax) would 

be always zero and any deviation indicates non-ideality. Figure 

8 shows the Gij(rmax) functions of the two azeotropes calculated 

from the corresponding gCOM–COM(r) functions. 

For the acetone-chloroform azeotrope the similar initial 

decrease in the three Gij(rmax)s between 0 and 4 Å reflects the 

excluded volume due to the size and shape of the molecules, 

and therefore the inherent deficiency of other molecules in this 

distance range. The oscillations that follow then accumulate 

differences in the local concentrations caused by attraction or 

repulsion between the components. The higher value of Gij(rmax) 

for acetone-chloroform relative to the Gij(rmax)s of acetone-

acetone and chloroform-chloroform reflects the favourable 

interactions between acetone and chloroform in the azeotrope. 

Above about 20 Å the Gij(rmax)s seem to converge to constant 

values indicating that the mixing of acetone and chloroform 

molecules is essentially random beyond this point. 

The Gij(rmax)s of the benzene-methanol azeotrope look very 

different. The large intensity of the first peak in the methanol-

methanol gCOM–COM(r), reflects the favourable methanol-

methanol interactions and local excess of methanol, and gives 

rise to a positive feature between 4 and 20 Å in the Gij(rmax). The 

Gij(rmax) for benzene-methanol on the other hand shows a 

complementary feature of opposite sign indicating the 

corresponding local deficiency of benzene about methanol 

molecules and vice versa. The initially positive methanol-

methanol feature is followed by a negative feature, indicating a 

region of deficiency. This is most likely linked with reaching the 

ends of the methanol-rich domains. The benzene-methanol 

Gij(rmax) consequently gains intensity at around 20 Å. Unlike for 

the acetone-chloroform acetone the Gij(rmax)s of the benzene-

methanol azeotrope do not converge to constant values within 

60 Å, which is the maximum distance available from our 

simulation boxes. 
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Figure 8 gCOM-COM(r) and Gij(rmax) functions of EPSR models of the (a) acetone-chloroform 

and (b) benzene-methanol azeotropes. The mean COM-COM distance from the EPSR 

model of the pure benzene67 is indicated by a black line in (b). The dashed horizontal 

lines show the Kirkwood-Buff integrals calculated from thermodynamic data. The 

margins of error of the Gij(rmax) functions are indicated by the shaded regions. 

Running Kirkwood-Buff integrals have to converge eventually 

towards the Kirkwood-Buff integrals, Gijs, at least as rmax tends 

to infinity.19, 20, 38 Remarkably, these Gijs provide a direct link 

between structural information and the thermodynamic 

properties of the liquid mixtures. In addition to estimating the 

Gijs from the converged Gij(rmax) functions, their values can be 

calculated from the molar volumes, isothermal compressibility 

and concentration dependence of the chemical potentials of 

the components in liquid mixtures.19, 20, 38 The calculation of the 

Gijs of the two azeotropes from thermodynamic data are 

provided as ESI and the obtained values are shown by dashed 

horizontal lines in Figure 8. 

Encouragingly, the Gij(rmax)s of the acetone-chloroform 

azeotrope converge approximately to the values of the 

thermodynamic Gijs. The small deviations may indicate that the 

attractive acetone-chloroform interaction is slightly 

overestimated and the attractive acetone-acetone interaction 

is slightly underestimated in the EPSR model. Equally, the 

differences could arise from small errors in the gCOM–COM(r)s 

which accumulate in the Gij(rmax)s. 

For the benzene-methanol azeotrope, convergence of the 

Gij(rmax)s is not observed below 60 Å. We emphasise that this 

does not imply that the local or intermediate structures of the 

model are incorrect, only that the simulation box is not large 

enough to fully represent the long-range structure. The Gij 

values calculated from thermodynamic data indicate where the 

oscillations are expected to converge in principle if a large 

enough simulation box were used. The close to zero Gij for 

benzene-benzene pairs suggest that whilst methanol self-

associates through hydrogen bonding interactions, the 

interaction between benzene molecules is much weaker. 

Consequently, the large Gij for methanol-methanol requires a 

negative value for the benzene-methanol Gij. 

Conclusions 

Our work gives new insight into the structure and properties of 

azeotropes. We have produced the first structural models of 

negative and positive azeotropes that are consistent with their 

experimental diffraction data. We have shown that mixing in 

negative and positive azeotropes is fundamentally different. 

There is intimate short-range mixing in the negative acetone-

chloroform azeotrope and a tendency towards chain-like 

clustering of methanol in the positive benzene-methanol 

azeotrope. The emerging picture is that for both negative and 

positive azeotropes the more volatile components undergo the 

more pronounced changes in their local environments as the 

azeotropes form. 

The more long-range structure of azeotropes is conveniently 

analysed with running Kirkwood-Buff integrals. For negative 

azeotropes we find good agreement between the Kirkwood-

Buff integrals derived from our structural model and from 

thermodynamic data. This is consistent with the intimate 

molecular mixing at the local scale, which leads to convergence 

of the running Kirkwood-Buff integrals over the length scale of 

the simulation box. For the positive benzene-methanol 

azeotrope the more extended clustering of methanol means 

that much larger simulation boxes would be required to achieve 

convergence. 

Our study provides a significant step forward towards 

linking the appearances of phase diagrams and other 

thermodynamic data with the microstructures of azeotropes. 

The ultimate aim will be to create specific molecular 

environments in azeotropes based on thermodynamic 

information in order to improve and fine-tune their 

performances. 

Experimental 

Acetone (CH3COCH3 and CD3COCD3), chloroform (CHCl3 and 

CDCl3), methanol (CH3OH, CD3OH and CD3OD) and benzene 

(C6D6 and C6H6) were purchased from Sigma Aldrich, and used 

without further purification. Their quoted purities are >99.9 

weight% and >99.96 D / H atom%. In total, 7 different isotopic 

mixtures of the acetone-chloroform and 10 different benzene-

methanol mixtures were prepared at the azeotropic 
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compositions. Full details on the isotopic compositions of the 

various samples are given in the ESI. 

For neutron scattering measurements the azeotropes were 

held in Ti0.68Zr0.32 null-scattering alloy sample cells with internal 

dimensions of 1×38×38 mm. The measurements were carried 

out on the Small Angle Neutron Diffractometer for Amorphous 

and Liquid Samples (SANDALS) and the Near and Intermediate 

Range Order Diffractometer (NIMROD) instruments at the ISIS 

spallation source at the Rutherford Appleton Laboratory, UK. 

The samples were maintained at 25°C during the measurements 

using an external water bath. Scattering data were collected for 

>1000 μA h of proton current per sample. Multiple scattering 

and inelasticity corrections were carried out using the GudrunN 

software package.68 

The Empirical Potential Structural refinement (EPSR) 

software was used to fit the experimental data and to obtain 

structural models of the azeotropes. The EPSR calculations were 

carried on the UCL Chemistry departmental computer cluster. 

The ESI contains a description of the background theory on 

neutron diffraction including the isotopic substitution 

technique, details of the EPSR modelling including the 

molecular geometries as well as Lennard-Jones parameters and 

partial charges of the reference potential for the acetone, 

benzene, chloroform and methanol molecules. At least 1000 

model iterations were accumulated to obtain structural 

information from the models. The EPSR subroutines SHARM 

and CHAINS were then used to extract the gCOM–COM(r) and 

spatial density functions as well as chain-length distributions. 

The ANGULA software53-56 was used to separate the tij(r) 

functions into contributions from 1st, 2nd, 3rd and 4th closest 

neighbours. Our LENCA software was used to classify the local 

environments of the molecules in the simulation boxes. A full 

description of this approach is given in the ESI. 
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