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Abstract

We undertake the first formal analysis of the role of symmetry, inter-
preted broadly, in the design of server-centric datacenter networks. Al-
though symmetry has been mentioned by other researchers, we explicitly re-
late it to various specific, structural, graph-theoretic properties of datacenter
networks. Our analysis of symmetry is motivated by the need to ascertain the
usefulness of a datacenter network as regards the support of network virtual-
ization and prevalent communication patterns in multi-tenanted clouds. We
argue that a number of structural concepts relating to symmetry from gen-
eral interconnection networks, such as recursive-definability, the existence
and dynamic construction of spanning-trees, pancyclicity, and variations of
Hamiltonicity, are appropriate topological metrics to use in this regard. In
relation to symmetry, we highlight the relevance of algebraic properties and
algebraic constructions within datacenter network design. Built upon our
analysis of symmetry, we outline the first technique to embed guest dat-
acenter networks in a host datacenter network that is specifically oriented
towards server-centric datacenter networks. In short, we provide the graph-
theoretic foundations for the design of server-centric datacenter networks so
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as to support network virtualization and communication patterns in cloud
computing.

Keywords: datacenter networks; server-centric; network topology; virtual-
ization; communication patterns; topological metrics; graphs

1 Introduction
The primary aim of this paper is to show how certain structural graph-theoretic
properties, characterised as symmetry in datacenter networks, can be used to eval-
uate aspects of usage and communication in datacenters. This paper is both the
first significant effort to define symmetry in datacenter networks, and the first to
relate symmetry to important datacenter properties such as virtualization, as it re-
lates to cloud computing, and communication patterns, arising from distributed
data processing. As such, this paper opens up the study and design of datacenters
and their networks to a wider theoretical community, within which lies a sig-
nificant capacity to contribute to what is rapidly becoming the pervasive global
computing infrastructure.

In Section 1.1 of this introduction, we explain some essential concepts relating
to the server-centric datacenter networks studied in this paper, before highlight-
ing how network topology designs are traditionally evaluated in Section 1.2. In
Section 1.3, we give examples of datacenter usage that have hitherto not impacted
upon datacenter network design, and in Section 1.4, we overview the various re-
search contributions made in this paper.

1.1 Datacenter network design
Datacenters are used for a variety of purposes such as large-scale search, e-comm-
erce, media hosting and distribution, social networking, and large-scale scientific
and data-intensive applications (such as weather forecasting, healthcare, bioinfor-
matics, and data mining). Datacenters can be dedicated to one specific use under
the control of one owner, e.g., a Facebook datacenter under the control of Face-
book. Alternatively, and as is increasingly the case as cloud computing gathers
pace, datacenters can incorporate multiple concurrent applications under the con-
trol of multiple users, each of whom has shared access to a portion of the overall
datacenter, e.g., Amazon’s Elastic Compute Cloud. The reader is referred to a
plethora of review articles for a general background as regards datacenters and
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issues only touched upon or not mentioned here (e.g., [1, 5, 6, 7, 34, 41, 51, 53,
59, 63, 64]).

The prevailing architecture is that datacenters consist of tree-like fabrics of
switches with the servers as terminals within this fabric, e.g., Fat-Tree [3], VL2
[28], and Portland [52]. It is generally acknowledged that this basic switch-
centric architecture, where routing is handled by routing tables within the switches
(and so there can be no direct server-to-server links), has its limitations as data-
centers grow (see, e.g., [51]). New datacenter architectures have subsequently
emerged which include the server-centric architecture whereby interconnection
intelligence is imposed on the servers with switches only acting as ‘dumb’ cross-
bars; now there can be server-to-server and server-to-switch links but not switch-
to-switch links. Typical examples of such server-centric datacenter networks
(DCNs) are DCell [31], BCube [29], FiConn [44], DPillar [49], HCN and BCN
[32], SWCube, SWKautz, and SWdBruijn [45], and GQ∗ [22], and it is with
server-centric DCNs that we are concerned exclusively in this paper.

The construction of an actual datacenter is a mammoth and massively expen-
sive task with some datacenters reputed to have hundreds of thousands of servers;
moreover, researchers are currently exploring building datacenters incorporating
millions of servers. Of course, the design of a datacenter is painstakingly under-
taken so that a good understanding of the efficacy of the eventual datacenter can
be obtained without having to build it. At the root of the design of a datacenter
is the design of the DCN’s physical topology; that is, the topology of how the
servers and switches are all interconnected. There are many dimensions involved
in DCN topology design such as (incremental) scalability, latency, wiring com-
plexity, bisection bandwidth, connectivity, (aggregated) throughput, routing al-
gorithms, fault tolerance, energy efficiency, costs and packaging, traffic patterns,
reliability, security, and agility (see [59] for a survey of many of these aspects). Of
course, some of these aspects work against each other and DCN topology design
is a challenging arena where trade-offs have to be made.

Henceforth, for brevity, we write ‘DCN’ to mean ‘DCN topology’, and we
abstract a server-centric DCN as an undirected graph where the nodes are parti-
tioned into server-nodes and switch-nodes. Notice that the partition of the nodes
of a graph abstracting a DCN into server-nodes and switch-nodes, in tandem with
the entirely different functionalities of servers and switches in datacenters, makes
a graph-theoretic abstraction of a DCN different from the usual notion of a graph.
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1.2 Evaluation of designs
There are three essential mechanisms by which the design of a general intercon-
nection network can be evaluated: by building a small prototype; by simulation;
and by investigating what might be called topological metrics (that is, beneficial
structural properties). Given that DCNs aim to consist of hundreds of thousands
of servers and switches, building a small prototype is simply not effective; be-
haviours within a 500,000 server datacenter will likely not manifest themselves
in a small test-bed of, say, 30 servers. Besides, even were a test-bed to be help-
ful, researchers must ascertain whether building one is worth the cost in terms of
finance and labour (indeed, many academic researchers do not have the financial
capacity to build a test-bed). That leaves simulation and topological metrics as the
primary means to predict the real-world performance of DCNs.

Topological metrics are essentially used to advise on the likely behaviour of
the constructed interconnection network with regard to some specific issue of in-
terest, such as the way path-length relates to latency and connectivity to fault toler-
ance. Experience has shown, particularly in the distributed-memory multiproces-
sor environment, that many of the metrics used truly reflect eventual behaviour. As
such, the use of metrics is crucial as a foundational tool, with simulation provid-
ing empirical confirmation. It is with topological metrics, on the graph-theoretic
abstraction of a DCN, that we are primarily concerned in this paper.

The design of interconnection networks for distributed-memory multiproces-
sors and networks-on-chips is well established (see, e.g., [15], which is the stan-
dard text, particularly as regards distributed-memory multiprocessors, and [40],
where the focus is on networks-on-chips) and a thriving area of research. Whilst
the design of DCNs is more recent, it has much in common with general in-
terconnection network design yet there are profound differences too, prompted
by, for example, usage, scale, and packaging. Hitherto, the most common met-
rics used for DCN evaluation are the availability of routing algorithms, hardware
cost (e.g., number of servers and switches), hardware complexity (e.g., number of
server-ports), diameter, bisection width, connectivity, and shortest-path lengths.
It is probably fair to say that the development of appropriate topological metrics
for DCNs is not as advanced as it is for distributed-memory multiprocessors and
networks-on-chips, and that the validity of these topological metrics within a dat-
acenter environment is not as well established. Our paper seeks to strengthen the
role of topological metrics in DCN design.
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1.3 Datacenter usage
In this paper, we consider some distinctive uses to which datacenters are put, so
as to differentiate them from distributed-memory multiprocessors and networks-
on-chips. Our aim is to examine these uses in some detail so that we might
develop appropriate topological metrics that reflect beneficial properties of dat-
acenters with regard to this usage. This paper can be seen as one of advocacy
for a more systematic consideration of datacenter usage as informing datacenter
design; as such, it is perhaps the first paper to do this in any great detail. The as-
pects of datacenter usage that we consider, from amongst many possibilities, are
virtualization and the implementation of communication patterns.

Virtualization is a fundamental concept in cloud computing where virtual ma-
chines and virtual datacenters, belonging to users, are embedded at physical loca-
tions within the host datacenter so that quality of service guarantees can be given
to the users but also so as to secure an efficient embedding from the perspective of
the cloud owner. We examine virtualization through the lens of SecondNet [30]
and Oktopus [4], two mechanisms for manipulating virtual machines and virtual
datacenters within the datacenter hosting a cloud. There is nothing particularly
special about our choice: both SecondNet and Oktopus are representative of (and
influential in) the current virtualization landscape and simply allow us to examine
virtualization in a concrete context so as to draw topology-based conclusions from
their usage. Whilst the intended targets of SecondNet and Oktopus are switch-
centric DCNs (indeed, as yet no virtualization methodology has been developed
specifically for server-centric DCNs), we examine the general principles behind
SecondNet and Oktopus and consider these principles within a server-centric con-
text.

In addition to virtualization, the different uses to which datacenters are put
results in a variety of communication patterns needing to be supported within
distributed data processing. Just as we used SecondNet and Oktopus to provide a
concrete context for virtualization, we use MapReduce [16, 17] to do likewise as
regards (primarily) many-to-many communication patterns.

1.4 Our contributions
There are various novel aspects to our research contributions.

• We undertake the first study of how datacenter usage can influence server-
centric DCN design, through a detailed examination of existing virtualiza-
tion methodologies applicable to switch-centric DCNs and of potential sup-
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port for (many-to-many) communication patterns which feature in datacen-
ter applications.

• We outline the first generic virtualization methodology for application
within server-centric DCNs (the omission of such a consideration was noted
in [5] and suggested as a direction for further research; in so far as we are
aware, our methodology is the first to be proposed).

• We show that support for datacenter usage and intrinsic communication pat-
terns is closely correlated with certain topological aspects of DCNs that we
identify as symmetry. We define symmetry in DCNs broadly, encompass-
ing structural properties that are applied locally but universally within any
locality; basic illustrations might be that every switch has the same number
of ports, every server sits on a cycle of servers of some given length, or ev-
ery server is part of a sub-DCN that is similar to the whole. We show that
concepts such as recursive-definability, complete-connection, pancyclicity,
variations of Hamiltonicity, and other generic algebraic constructions all
provide topological support (so, we add weight to the general acceptance of
these symmetry-based metrics in interconnection design). We rapidly come
to the conclusion that DCNs should be viewed compositionally as topolo-
gies within which other topologies have multifarious embeddings.

• We explain how the established notions of symmetry in interconnection net-
works, that is, node-symmetry and link-symmetry, are perhaps not so rele-
vant to DCNs and that other notions of symmetry are more pertinent. Al-
though other researchers have mentioned symmetry within a DCN, insofar
as we are aware our paper contains the first systematic analysis of differ-
ent aspects of symmetry within a server-centric DCN context. We use the
DCN HCN (from [32]) to refine and exemplify our discussions of symme-
try (we provide the definition of HCN in Section 5), but we also mention
other existing server-centric DCNs in the context of symmetry (albeit more
briefly).

• We highlight the efficacy of using existing interconnection network research
to support the design of DCNs and also demonstrate how the use of alge-
braic methods is beneficial to the design process.

It is important to note that our aim is not to be definitive as to what makes a
DCN ‘properly symmetric’ but to argue as to why various aspects of symmetry
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are very relevant as regards datacenter design in relation to how datacenters are
used. In short, we provide the theoretical foundations for the design of server-
centric DCNs so that the usage of DCNs, through support for virtualization and
communication patterns, is a primary concern.

Our work sits between the engineering process of building datacenters and
the theoretical consideration of abstractions of DCNs as discrete structures; that
is, it is graph theory targetted towards a practical application area. Our intention
throughout is: to provide enough information concerning server-centric DCNs and
their design for the theoretician to appreciate the underlying practical issues that
go to influence any graph-theoretic abstraction and analysis; and to demonstrate
that theoretical ideas and concepts are relevant to and can impact significantly
on the study of DCNs. As such, our paper provides an introduction to the de-
sign of server-centric DCNs for graph-theorists who, we hope, can consequently
contribute to the development of the computational infrastructures that underpin
cloud computing.

There is a long path from the theoretical formulation of the server-centric DCN
paradigm to the construction of real, large-scale server-centric datacenters; this
path is made longer due to the significant costs of actually building such a dat-
acenter and the need to be sure that what emerges will be fit for purpose in an
engineering sense. Our work is novel in that it lies one step further along this path
than most current server-centric DCN research: it is motivated by the applications
that run on datacenters and the traffic patterns that emerge, rather than just inter-
nal aspects of routing within DCNs. We have more to say about the subsequent
development of our research and framework in our conclusions.

1.5 The structure of this paper
In the next section we detail some basic definitions and concepts before look-
ing at datacenter virtualization and communication patterns, and deriving some
preliminary influences of this usage on design, in Section 3. In Section 4, we con-
sider symmetry in a broad sense and within interconnection networks in general.
In Section 5, we define the DCN HCN before undertaking a systematic consid-
eration of aspects of symmetry in relation to virtualization and communication
patterns in Section 6. Our analysis in Section 6 feeds into Section 7 where we
develop the first virtualization methodology geared towards server-centric DCNs.
Our conclusions and directions for further research are given in Section 8.
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2 Basic definitions and concepts
We abstract DCNs as (undirected) graphs such that nodes are either server-nodes
or switch-nodes. Switch-nodes are used to interconnect groups of server-nodes
and direct server-node to server-node links are also allowed; as such, we are deal-
ing with server-centric DCNs. We reiterate that we do not allow switch-node to
switch-node links as to do so would require interconnection intelligence at the
switches modelled by our switch-nodes; we insist that switches should operate
only as ‘dumb’ crossbars. The upshot is that our server-centric DCNs are ab-
stracted as graphs where the node set is partitioned into a set of server-nodes and
a set of switch-nodes. We also refer to our DCNs as topologies (when we are
emphasising the interconnection patterns).

The notion of a graph embedding will prove to be important in our work.
Graph embeddings are well established within the study of interconnection net-
works (see, e.g., [61, Sect.1.3.2] for more details).

Definition 1 Let H = (U, F ) be the guest graph and let G = (V,E) be the
host graph. A graph embedding is a mapping f : U → V so that, in addition,
every link (x, y) ∈ F is explicitly associated with a path joining f(u) and f(v) in
G; call these paths f(F ). The dilation of the embedding is the maximum length
of any path in f(F ); the congestion of the embedding is the maximum over all
links e ∈ E of the number of paths in f(F ) on which e lies; and the load of the
embedding is the maximum over all nodes x of G of the total number of nodes of
H that are mapped to x by f .

The parameters dilation, congestion, and load have clear relevance as regards,
for example, the simulation of one distributed-memory multiprocessor by another
(with, of course, an optimal embedding being one where all of these parameters
have the value 1).

Our notion of an embedding within a datacenter context will be slightly differ-
ent and more flexible than that in Definition 1; for one thing, we have server-nodes
and switch-nodes to consider. Our embeddings map guest DCNs to host DCNs
so that: server-nodes are mapped to server-nodes; switch-nodes are mapped to
(connected) sub-networks within the host DCN; and links are mapped to paths of
links, and so that the ‘virtual’ DCN induced by the images of the server-nodes,
switch-nodes, and links under the embedding is connected. The notions of load,
dilation, and congestion for a DCN embedding can be amended appropriately (we
do not provide these details here as throughout this paper we are only concerned
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Figure 1: An embedding of one DCN in another.

with general principles relating to embeddings and not precise analytical measure-
ments).

An example of an embedding of a switch-node with 6 adjacent server-nodes
in a DCN can be visualized as in Fig. 1 (the server-nodes are circles and the
switch-nodes rectangles) where: the sub-network surrounded by a dotted line in
the host DCN corresponds to the switch-node in the guest DCN; the white circles
correspond to the server-nodes of the host DCN to which the server-nodes of the
guest DCN have been mapped; and the bold (paths of) links in the host DCN
correspond to the server-node-to-switch-node links in the guest DCN.

We mention a number of DCNs and interconnection networks in what follows.
The precise definitions of these DCNs can be found in: [31] for DCell; [29] for
BCube; [44] for FiConn; [49] for DPillar; [44] for HCN and BCN; and [45] for
SWCube, SWKautz, and SWdBruijn. The references [15, 37, 61] provide de-
tails of other interconnection networks and graph-theoretic concepts we happen
to mention in this paper.

We end with a remark on terminology. Strictly speaking, an interconnection
network is a family of networks, parameterized by at least one parameter; for
example, there is a hypercube of dimension n, for each positive integer value of
n. The same can be said of DCNs. However, for brevity, we usually refer to such a
family of interconnection networks as ‘an interconnection network’, and likewise
for families of DCNs. Hence, when we write, for example, ‘the DCN HCN’, what
we really mean is ‘the family of DCNs HCN’.
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3 Datacenter usage
We now examine two aspects of datacenter usage that should influence the design
of DCNs: virtualization and the implementation of communication patterns. Our
intention in this section is to draw out issues within virtualization and communi-
cation patterns that directly impact upon DCN design. As we shall ultimately see,
(various notions of) symmetry within a DCN can support both virtualization and
the implementation of communication patterns.

3.1 Virtualization
Three essential services are provided by cloud providers (see, e.g., [63]): IaaS,
or Infrastructure as a Service, provides (possibly shared hardware) allocations of
the cloud to users (or tenants); PaaS, or Platform as a Service, provides, for ex-
ample, operating system support and software development frameworks to users;
and SaaS, or Software as a Service, provides on-demand applications to users.
An important aspect of datacenter support for IaaS is virtualization. Virtualiza-
tion is a mechanism by which datacenter hardware (the servers, switches, links,
etc.) is both shared and conglomerated so as to form virtual machines and vir-
tual datacenters to be made available to users for rent. A virtual machine might
reside at a server but share the processor(s) with other virtual machines residing
at the same server. Virtual machines, possibly residing at different processors,
might be joined via virtual links (which are essentially paths of real links, within
the host datacenter) and/or virtual switches (which are essentially sub-networks of
real switches, servers, and links) so as to form virtual datacenters. Users can pay
rent for virtual machines or virtual datacenters within the datacenter forming the
cloud (that is, the host datacenter) and possibly also for guarantees of quality of
service. A user request to the cloud owner might be to provide a virtual datacenter
with a user-specified topology and dedicated stipulated link bandwidth, compu-
tational power, memory, storage requirements, and so on. In a graph-theoretic
sense, virtualization is a (much) more complex version of graph embedding.

In order to support virtualization, a datacenter owner needs to be able to not
only embed guest topologies within the host DCN but also to arrange that these
embeddings come with the requisite amounts of resource and that different such
embeddings can all ‘fit together’ within the host. It is clear how DCN analogies
of concepts such as dilation, congestion, and load, from Definition 1, will have
relevance. Importantly, embeddings need to be:

10



• flexible, in that there should be a variety of possibilities available so that
a virtual datacenter can be physically located in a beneficial location de-
pending upon, for example, other current virtual datacenter embeddings,
hardware usage, and traffic loads (beneficial in that the owner’s physical
resources are used efficiently and the tenant’s performance guarantees are
achievable);

• identifiable, in that there should be a mechanism by which the different
possibilities for (physical) location can be efficiently generated by the data-
center owner; and

• agile, in that there should be a mechanism for the migration of existing em-
beddings to other parts of the host datacenter so as to free up the previously
tied resources for subsequent embeddings.

Whilst we focus on graph-theoretic embeddings (given that our aim is to find
structural properties of DCNs that support such embeddings, and so virtualiza-
tion), it should not be forgotten that associated with these embeddings in reality
are resource demands regarding link bandwidths, CPU speeds, memory, server
bandwidth, and so on.

As a simple illustration as to the additional complexity that this can impose,
suppose that two virtual machines m1 and m2 reside at a server and two virtual
machines n1 and n2 reside at another server so that a virtual link joining m1 and
n1 forms a virtual datacenter with a virtual link joiningm2 and n2 forming another
virtual datacenter, where these virtual links share the same actual physical path of
links joining the servers in the host datacenter. The bandwidth of this physical
path of links needs to be shared between the two virtual datacenters; moreover,
the actual physical bandwidth needs to be enough to accommodate the required
bandwidths for the two virtual links (of course, the path links might also be cur-
rently used by other virtual datacenter embeddings). Implementing full-blown
virtualization is incredibly difficult to achieve and is a vibrant area of research,
with embedding just one aspect of virtualization (albeit a significant one); there
are many other (more practical) aspects to consider too such as scalability, fault
tolerance, security, performance isolation, and monitoring (the reader is referred
to recent surveys [5, 56, 60] for detailed accounts of the current state-of-the-art as
regards datacenter virtualization).

In order that we might get a flavour of how heuristic methods are applied to
embed virtual datacenters within host datacenters (and so obtain an appreciation
of the sort of structural properties of DCNs that might support virtualization), let
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us take a brief look at two influential methods: SecondNet [30]; and Oktopus [4].
These two methodologies are good illustrations of the current research landscape
as regards datacenter virtualization. They are primarily geared towards switch-
centric DCNs but the basic methodologies can be applied within server-centric
DCNs too. Both SecondNet and Oktopus are more relevant to server-centric
DCNs than methodologies such as FlowVisor [54] and FlowN [18]: SecondNet
and Oktopus enforce virtual datacenter isolation through hypervisors installed at
servers, whereas FloVisor and FlowN enforce isolation through configured rules
at switches (however, we have more to say about the applicability of SecondNet
and Oktopus to server-centric DCNs presently). We emphasise that we are only
interested in the embedding algorithms underlying SecondNet and Oktopus, and
that there are many other more practical aspects to both.

3.1.1 SecondNet

In SecondNet, the focus is on providing bandwidth guarantees for a set of virtual
machines between each pair of which there is a required bandwidth constraint. In
a sense, virtual datacenters in the form of cliques are being embedded though other
topologies can be embedded by setting the bandwidth requirement of specific vir-
tual links to 0. The embedding algorithm has the limitation that distinct virtual
machines must be allocated to distinct physical servers, and it proceeds as fol-
lows. Core to the methodology is that the host datacenter can be partitioned into
(not necessarily disjoint) sub-networks of varying numbers of (interconnected)
servers.

Given some virtual datacenter consisting of m virtual machines, say, a sub-
network of at least m servers in the host datacenter is sought. In the first phase
of the algorithm, a bipartite graph is constructed with nodes representing the m
virtual machines on one side of the partition and nodes representing the servers of
the host sub-network on the other. There are edges introduced into this bipartite
graph to denote the possible embedding of a virtual machine at a server (this is
subject to CPU, memory, server bandwidth, and other requirements) and edge
weights are added reflecting the used (ingress and egress) server bandwidth of
embedding the given virtual machine at the given server. A min-cost network-
flow algorithm is used to obtain a minimum weight matching where every virtual
machine is matched with some server, if one exists; if one does not exist then the
search within this sub-network is terminated and we begin again with a different
sub-network.

In the next phase, if a matching has been found then the algorithm searches
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for paths between the servers within the sub-network so that the virtual link band-
width requirements of the different pairs of virtual machines are accommodated
(of course, there is nothing to be done if this bandwidth requirement is 0). This
search is on a greedy, path-by-path basis (working through the virtual links in or-
der of decreasing required bandwidth) using a simple shortest-path algorithm and
amending link bandwidth availability as the algorithm proceeds. If such a set of
paths can not be found then the search within this sub-network terminates and we
begin again with a different sub-network. If a set of paths can be found then the
embedding is made, with all residual capacities in the host datacenter amended to
reflect the embedding, and the host datacenter is ready to receive another virtual
datacenter for embedding.

The actual allocation of some virtual datacenter is undertaken by a centralized
manager, hosted at some server, that communicates with other servers in the dat-
acenter via a signalling spanning tree (that can be evolved in the case of node or
link failures). We reiterate that key to the philosophy of SecondNet is that the
host servers can be grouped into sub-networks of different sizes with these sub-
networks iteratively explored as regards to whether some virtual datacenter can be
embedded. There is also scope for amending existing virtual datacenter embed-
dings and also migrating existing embedded virtual machines (primarily so as to
defragment the allocation of virtual datacenters with respect to the sub-networks).

3.1.2 Oktopus

In Oktopus, the focus is on providing bandwidth guarantees for virtual datacen-
ters in the form of virtual machines all connected to a virtual switch, called virtual
clusters in [4], and also collections of virtual clusters where the virtual switches of
these clusters are connected to a root virtual switch, called oversubscribed virtual
clusters in [4] (as is noted in, e.g., [14], the Amazon EC2 cloud embeds tenant
requests in the form of a virtual cluster). It is remarked in [4] that other virtual
datacenters in the (topological) form of hypercubes, multi-dimensional meshes, de
Bruijn networks, and so on, might also be offered to users (though this possibility
is not seriously examined). Crucial to the ethos of Oktopus is that hierarchical,
recursively-defined, tree-like topologies are key, both as regards the virtual data-
centers to be embedded and the host datacenter.

The embedding algorithm proceeds (roughly) as follows. It initially only con-
siders host servers and tries to embed the given virtual cluster or oversubscribed
virtual cluster entirely within each server (as to whether the virtual datacenter can
be so embedded depends solely on whether the server can support the number
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of virtual machines in the virtual datacenter). If unsuccessful then the algorithm
looks for an embedding at the next ‘level’ up. This has the effect of looking
for an embedding within each sub-network of the host datacenter consisting of a
number of servers and their parent switch, so that link bandwidth constraints are
maintained (each such grouping within the host is considered). If unsuccessful,
the algorithm looks for an embedding at the next level up which means looking
within each sub-network formed by servers, parent switches of servers, and a par-
ent switch of these switches. This continues until either an embedding is found
or none is possible. In a sense, there is commonality with SecondNet in that a
sequence of sub-networks is iteratively explored; here, the sub-networks are de-
termined by the tree-like structure of the host topology.

Like SecondNet, there is a centralized network manager within Oktopus that
maintains the current situation as regards which virtual clusters and oversub-
scribed virtual clusters are currently embedded where, along with the residual link
bandwidths and server capacities available. Also, it is stated in [4] that Oktopus
can be extended to deal with the migration of already-embedded virtual clusters
and oversubscribed virtual clusters.

Both SecondNet and Oktopus are symptomatic of current methodologies: al-
most all are primarily targeted towards switch-centric DCNs, such as Fat-Tree [3],
VL2 [28], and Portland [52], or server-centric DCNs that are heavily tree-based
such as BCube [29], and they are heuristic-based. It is immediately apparent that
Oktopus is strongly geared towards tree-based topologies; however, SecondNet is
too with its clustering principles based around racks and pods (see [30]; of course,
any tree-based methodology can be used in an arbitrary DCN simply by utilizing
spanning trees within sub-networks). Having said this, DCell is mentioned in [30]
as a possible DCN to which SecondNet might be applied but this is more in terms
of DCell’s routing capabilities rather than with regard to support for embedding.
The simulations undertaken for SecondNet in [30] are done so in Fat-Tree, VL2,
and BCube (with the notion of sub-network derived from the tree-based structure
of the host topology), and the simulations undertaken for Oktopus in [4] are done
so in simple three-level tree topologies. Centralized control in both SecondNet
and Oktopus is undertaken via a spanning tree though this would probably also be
the case in any datacenter (if there is to be a solitary network manager server). In
summary, virtualization has not yet been seriously considered for the (non-tree-
based) server-centric datacenters of interest to us and the structural analysis for
doing so is as yet undeveloped.

Both SecondNet and Oktopus are also symptomatic of another aspect of cur-
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rent approaches to virtualization: virtualization (and embedding) is generally un-
dertaken independently of the actual underlying host DCN (to some extent this is
understandable given that the DCNs to which these methodologies are applied are
all tree-based and it is this structural property that dominates the methodologies).
On the one hand, both SecondNet and Oktopus can be applied within a variety of
(tree-based) datacenters; on the other hand, the actual topology of a DCN has not
been fully utilized. It would appear that there might be scope for a better use of
the actual host topology in virtualization tools such as SecondNet and Oktopus.
This remark is also made in [5] where it is noted that the network utilization of
SecondNet varies according to the underlying host topology; indeed, the authors
of [5] remark upon the current lack of a consideration of embeddings on DCN
design and mention this topic explicitly as a future research direction.

The general approach taken in very recent work on virtualization (which builds
on SecondNet and Oktopus) is as follows: the underlying DCN topology is ig-
nored; it is noted that the general virtualization problem is NP-hard; and solutions
are developed based on heuristic methods, e.g., ant colony optimization algo-
rithms in [66], greedy algorithms in [48], and linear programming in [14, 65]. Of
course, with a fixed DCN as the host, it is possible that the virtualization problem
becomes solvable in polynomial-time (though, in our view, unlikely for existing
DCNs). In any case, graph-theoretic properties of the host DCN topology have so
far not been used.

Within this paper it is our intention to identify structural aspects of DCNs
that are conducive to virtualization; however, we also outline a new methodology
for developing virtualization algorithms for server-centric DCNs. Even though
our virtualization methodology uses the underlying host DCN topology, it is not
tied to one particular DCN as it actually only uses structural properties of the
DCN that are prevalent in many server-centric DCNs. Thus, just as existing tree-
based methodologies are widely applicable, so is ours within the landscape of
server-centric DCNs. We shall return to our discussion of datacenter virtualization
and current methodologies when we present our own server-centric virtualization
methodology in Section 7.

3.2 Implementing communication patterns
The actual use a datacenter, or a virtual datacenter, is put to can result in specific
communication patterns being prevalent. We are heavily influenced by MapRe-
duce (see, e.g., [16, 17]) which is extremely common within many distributed
data-intensive applications and which gives rise to many-to-many traffic patterns.
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In short, MapReduce has three essential phases: a map-phase; a shuffle-phase;
and a reduce-phase.

• In the map-phase, a master server assigns a map-task to a collection of
worker servers (the mappers) at which the inputs for these tasks are stored.
Each mapper produces intermediate data in the form of key-value pairs.

– For example, each mapper might have local access to a file of text
and the map-task might be for each mapper to compute the number of
occurrences of each word in its text-file. Each key of a key-value pair
is an actual word and each value is the number of occurrences of that
word in the text-file.

• On completion of the map-tasks, in the shuffle-phase the mappers redis-
tribute the intermediate data based upon the keys so that after the shuffle-
phase all data corresponding to some key resides at the same worker server
(the reducers); alternatively, the mappers might send location details of their
intermediate data to the master server.

– In our example, after the shuffle-phase, all data relating to the same
word resides at the same reducer.

• In the reduce-phase, each reducer executes its reduce task on the interme-
diate key-value data residing at that server; alternatively, the master server
distributes location data to the reducers with each reducer given a key or
set of keys so that each of these reducers then reads the intermediate values
corresponding to its key or keys from (possibly) other reducers and executes
its reduce-task.

– In our example, the reduce-task might be for each reducer to sum all
of the instantiations of key-words that have been assigned to it.

It could well be that in a virtual datacenter (or indeed the whole datacenter) every
server plays the role of both a mapper and a reducer. Clearly, with MapReduce,
communication patterns such as many-to-many, one-to-many, and many-to-one
need to be supported by the underlying topology (see, e.g., [62]). We focus in
this paper on many-to-many as it is the most important communication pattern as
regards MapReduce (and generally the most difficult to implement).

Other usage examples, such as data replication (whereby chunks of data are
replicated at various servers, so as to aid search query latency, for example), dis-
tributed file systems in general (such as that in [27]), and web-searching, also give
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rise to one-to-many and many-to-one communication patterns (see, e.g., [11, 62]).
There is a detailed consideration of multicast, or one-to-many communication, in
datacenters in [46].

3.3 The basic influence of usage
The necessity for virtualization in datacenters means that unlike the situation for
distributed-memory multiprocessors and networks-on-chips, we should not nec-
essarily be looking at the DCN in its entirety; we should be looking at the DCN
as being composed of constituent and interlinked parts. We should not necessarily
demand that the whole DCN possesses some topological property, for example,
but that within the DCN there are (numerous) sub-networks possessing this prop-
erty. Similarly, we should not necessarily be looking for the DCN to support the
communication patterns mentioned earlier but for sub-networks within the DCN
to do so.

These simple observations lead us to what we feel is a fundamental basic prin-
ciple of DCN design in relation to the usage of datacenters to support clouds: a
DCN should be viewed as a topology within which other topologies (including
itself ) have multifarious embeddings and not as an indivisible entity that neces-
sarily possesses specific topological properties in its own right.

To some extent, this perspective is not new and somewhat obvious (we have
already heard how the general embedding problem for DCNs has been shown to be
computationally intractable, thus provoking a search for heuristic solutions often
based upon an iterative search through sub-networks). However, the key point
is that, as yet, datacenter usage has not really fed explicitly into DCN design.
The drivers for embedding from general interconnection networks remain but the
necessity for virtualization raises their importance.

Finally, although we take a compositional view of DCNs, we cannot ignore
some topological aspects of the DCN as a whole that arise because of usage-
related issues. For example, we saw earlier that both SecondNet and Oktopus
have a centralized manager to collect, process, and disseminate information. In
order that this manager can do this, a spanning tree (at least) needs to be identified
within the DCN. Thus, we cannot wholly ignore the overall topology of the DCN
(we shall revisit this remark later when we discuss recursively-defined DCNs).
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4 Symmetry
Our study of virtualization and communication patterns has led to our fundamental
basic principle, as laid out above, but the problem remains as to how we might as-
certain or measure how well a DCN design adheres to this principle. Our principle
is concerned with the internal structure of a topology in relation to the whole and
thus is all about symmetry. In this section, we compare and contrast established
notions of symmetry within distributed-memory multiprocessors and networks-
on-chips with what might be required of symmetry within a DCN (which we in-
terpret broadly, recall).

4.1 Symmetry in distributed-memory multiprocessors
‘Symmetry’ in interconnection networks is regarded as a good thing, and in dist-
ributed-memory multiprocessors it means node- and link-symmetry (also called
node- and link-transitivity, respectively).

Definition 2 A graph G = (V,E) is node-symmetric if given any u, v ∈ V , there
exists an automorphism ρ of G so that ρ(u) = v, where an automorphism ρ of
G is a bijection from V to V such that if (u, v) ∈ E then (ρ(u), ρ(v)) ∈ E. A
graph G = (V,E) is link-symmetric if given any (u, v), (u′, v′) ∈ E, there is an
automorphism ρ of G such that either ρ(u) = u′ and ρ(v) = v′ or ρ(u) = v′ and
ρ(v) = u′.

Node-symmetry means, amongst other things, that each individual processor
can be supplied with the same program, routing is vastly simplified (as is the
implementation of communication patterns such as many-to-many), and network
analysis is easier [15, 35]. Implicit is the assumption that every processor is work-
ing on the same computational task. Furthermore, algebraic characterizations of
networks as Cayley graphs, so that node-symmetry immediately follows, can yield
an even more beneficial environment (see, e.g., [2, 35, 43, 67]). On the other hand,
link-symmetry can yield well balanced traffic loads [15]. Of course, such symme-
try is only part of the story, as traffic patterns, routing algorithms, fault tolerance,
packaging constraints, and so on, all have their part to play (and likewise do so in
DCNs). Nevertheless, (traditionally-defined) symmetric interconnection networks
have proved their worth in practice.
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4.2 Symmetry in DCNs
The term ‘symmetry’ is widely used in the context of DCNs too. However, its
meaning in the DCN context has yet to be succinctly defined as in the distributed-
memory multiprocessor context. Unlike distributed-memory multiprocessors, dat-
acenters are certainly not ‘single-task machines’ in that they generally simulta-
neously undertake a whole range of independent computational activities, under
the auspices of different users, and they do this in a flexible fashion (from the
perspective of the datacenter owner). There are multiple tasks operating under
different routing algorithms and generating different traffic loads and communi-
cation patterns. Also, DCNs consist of server-nodes and switch-nodes, with the
different types of nodes playing very different roles. Indeed, there is an additional
dimension to this heterogeneous nature: datacenter usage is geared much more
towards the users than is, for example, a distributed-memory multiprocessor com-
putation. Consequently, datacenters need to have a user-facing capacity and some
servers or switches within the datacenter need to handle incoming and outgoing
user-oriented communication.

All this might imply that the notions of symmetry from Definition 2 are seem-
ingly irrelevant. However, whilst virtualization leads to our fundamental basic
principle, it also demands that there exists some form of centralized control within
a datacenter so that locations for virtual machines and virtual datacenters can be
chosen and managed. This means that there must also be some capacity for the
centralized collection of data such as existing link and node loads. Thus, a DCN
needs to be able to support (a limited amount of) global communication; for ex-
ample, via spanning trees or other spanning networks (see, e.g., [4, 30, 47] for
more on this).

We propose here that symmetry with regard to server-centric DCNs should
be with respect to the server-nodes, which is where all the intelligence lies, with
the switch-nodes simply being regarded as providing conduits between server-
nodes. For example, consider routing a message within a DCN: it is a server-node
that initiates this message and the destination of the message is a server-node
too. Key to our consideration of symmetry within DCNs will be our fundamental
basic principle of datacenter design from Section 3.3 and we will move towards
formulating more relaxed notions of symmetry, than those in Definition 2, that
still reflect beneficial practical datacenter properties. These properties include
not only facilitating routing and analysis, as in the case of distributed-memory
multiprocessors, but also the identification of sub-networks, the embedding of
(guest) topologies, and the provision of support for implementing communication
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patterns within the resulting sub-networks.
So, to summarize, symmetry within DCNs should:

• facilitate multiple embeddings of chosen topologies, e.g., virtual clusters
and oversubscribed virtual clusters (from [4]), point-to-point pairs (from
[30]), and possibly other topologies such as hypercubes, de Bruijn networks,
and even other DCNs, so that these embeddings can be efficiently identified
(via an algebraic description of the DCN that is amenable to combinatorial
and algorithmic manipulation); and

• support the implementation of specific communication patterns within spe-
cific sub-networks as well as global communication across the DCN (so that
data collection and dissemination can be undertaken).

As is ever the case with interconnection networks, there will be no silver bul-
let; that is, there will not exist DCNs that are optimal as regards all aspects of
symmetry. What is more, symmetry is but one aspect of interconnection network
design and there are many others to consider, some of which might be in conflict
with beneficial aspects of symmetry.

5 Illustrative DCNs
We will soon look at specific aspects of DCN symmetry that support virtualization
and the implementation of communication patterns, and we will illustrate these as-
pects using the DCN HCN [32]. We choose HCN as our illustrative vehicle due
to convenience (the DCN HCN is easy to define and to visualize) and because it
possesses an intimate relationship with an existing interconnection network; not
necessarily because it possesses all of the symmetric properties we highlight be-
low and believe important. As we stated above, symmetry is claimed for HCN in
[32] without actually being defined; however, we will see that this DCN is indeed
‘symmetric’ in certain senses relevant to datacenter design. We could equally well
have used alternative server-centric DCNs as illustrative vehicles.

The DCN HCN forms the first layer of the two-layer DCN BCN; more pre-
cisely, lots of copies of HCN do. However, the constructions of the two layers are
distinct in the following sense: all switch-nodes have adjacent server-nodes in the
form of master-nodes and slave-nodes (so-called in [32]): at the first layer, where
a DCN HCN is constructed, the construction uses only the master-nodes; and at
the second layer, so as to obtain the DCN BCN, the construction uses only the
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slave-nodes of different copies of HCN. Consequently, the switch-nodes provide
the ‘points of contact’ between two algebraically distinct DCNs, with the second
layer construction of the DCN BCN ‘overlaid’ on the first layer construction of
the DCN HCN. (In fact, one could reverse the order of construction of BCN, by
building the second layer first, and still obtain the same resulting DCN.) As we
do not work with BCN in what follows, we simply refer the reader to [32] for full
details of the construction of BCN.

So that we might focus on the DCN HCN, let us simply remove the slave-
nodes from all switch-nodes (so, we are just considering the first-layer construc-
tion highlighted above). Also, with respect to our intention, laid out above, to fo-
cus symmetry on server-nodes and to regard switch-nodes as providing conduits
between server-nodes, we can abstract a switch-node joining n server-nodes, say,
as a clique of links involving these n server-nodes; we sometimes refer to this ab-
straction of the DCN as its clique-abstraction. When one does this for HCN, what
one actually obtains is the interconnection network known as a WK-recursive net-
work which originated in [55] and which has since been studied in some detail
within the context of distributed-memory multiprocessors and networks-on-chips
(this observation, linking HCN and the WK-recursive network, was originally
made in [23]).

Definition 3 The DCN HCN(n, h), with its slave-nodes removed (see [32]) and
with every switch-node replaced by a ‘clique of links’ joining the server-nodes
adjacent to the switch-node, has node-set {1, 2, . . . , n}h+1. There are links of the
form

((ih, ih−1, . . . , i2, i1, x), (ih, ih−1, . . . , i2, i1, y)),

whenever x 6= y, and also links of the form

((ih, ih−1, . . . , ij+1, ij, i
′
j, . . .j times . . . , i

′
j)

(ih, ih−1, . . . , ij+1, i
′
j, ij, . . .j times . . . , ij)),

where j ∈ {1, 2, . . . , h} and ij 6= i′j . The parameter n details the degree of any
switch-node and the parameter h the level or depth of the recursive construction.
When considering HCN(n, h) as a WK-recursive network, we refer to the param-
eter n (that is, the size of the base cliques) as the amplitude.

The DCN HCN(4, 3) can be visualized as in Fig. 2 (where we also show how
a switch can be abstracted as a 4-clique). Note how there are potential additional
links involving the ‘corner’ nodes that can be used to construct HCN(4, 4) (there
is a hint given in Fig. 2 as regards the naming scheme; see [32] for more details).
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Figure 2: A visualization of HCN(4, 3).

6 Aspects of symmetry in DCNs
In this section we argue as to why specific symmetry properties of DCNs are ben-
eficial as regards various aspects of datacenter usage encompassing virtualization
and the implementation of communication patterns (primarily many-to-many).
We describe these symmetry properties and illustrate them (when we can) in the
DCN HCN (and briefly in other DCNs). Our aim is to justify why these symmetry
properties should be important parameters as regards future (server-centric) DCN
design. In the next section, we outline how some of these symmetry properties
might be utilized in the design of new server-centric virtualization methodologies.
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6.1 Recursively-defined DCNs
Let us begin by looking at the DCN HCN(n, h) where there is obvious recur-
sive symmetry. The sub-networks obtained by fixing the first component of all
node names form n copies of HCN(n, h − 1). With regard to Fig. 2, the corre-
sponding 4 copies of HCN(4, 2) are related via the automorphism obtained by a
rotation clockwise through 90◦. Furthermore, there are numerous other copies of
HCN(n, h − 1) within HCN(n, h). Again with reference to Fig. 2, in HCN(4, 3)
there are copies of HCN(4, 2) identified by their ‘top-left corner nodes’ (1, 2, 1, 1),
(1, 4, 1, 1), (1, 3, 1, 1), (2, 4, 1, 1) and (3, 1, 1, 1). Similarly, by fixing the first two
components of all node-names, we obtain n2 copies of HCN(n, h − 2) within
HCN(n, h). In fact, the DCN HCN is an example of what are commonly called
recursively-defined interconnection networks.

Definition 4 A family {X(h) : h = 0, 1, . . .} of interconnection networks is
recursively-defined if the network X(h), where h > 0, is the disjoint union of
copies of X(h − 1) with the inclusion of additional nodes and/or links intercon-
necting the disjoint copies.

We need to adapt Definition 4 to DCNs.

Definition 5 A family {X(h) : h = 0, 1, . . .} of DCNs is recursively-defined if the
network X(h), where h > 0, is the disjoint union of copies of X(h − 1) with the
inclusion of additional server-nodes, switch-nodes and/or links interconnecting
the different copies.

The focus as regards recursively-defined DCNs is that the constituent ‘sub-
DCNs’ should be ‘glued together’ using (limited) additional resources, so that
these constituent sub-DCNs remain available within the larger DCN.

Consider HCN again. It is clearly the case that HCN is recursively-defined:
here, each HCN(n, h) contains disjoint, constituent HCN(n, h− 1)s, with the ad-
ditional resources used consisting of a relatively small number of links. An anal-
ogous statement can be made as regards DCell and FiConn. The DCN BCube is
also recursively-defined but now the additional resources involve links and switch-
nodes. The DCN SWCube, formed from a generalized hypercube by regarding
the nodes as switch-nodes and sub-dividing each edge with a server-node, is also
recursively-defined, but the additional resources come in the form of additional
server-nodes, switch-nodes, and links (SWKautz and SWdBruijn are similarly
constructed from Kautz digraphs and de Bruijn digraphs, respectively). However,
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BCN, DPillar, SWKautz, and SWdBruijn are not recursively-defined, for lower-
level sub-DCNs do not exist as constituent copies within a larger DCN; these
networks do have a ‘recursive flavour’ but do not adhere to Definition 5, which, as
we shall argue now, is what is required in order to best support virtualization and
communication patterns.

6.1.1 The automatic provision of virtual datacenters in clouds

The property of a DCN being recursively-defined is not just of idle curiosity (and
in keeping with our fundamental basic principle from Section 3.3); it is an impor-
tant aspect of DCN design. Recall that both SecondNet and Oktopus operate so
that sub-networks within the underlying DCN are of fundamental importance:
with SecondNet, sub-networks (of differing sizes) are used as a search space
within which embeddings might be obtained (minimal consideration is given in
[30] as to how sub-networks might be defined for consideration within Second-
Net); and with Oktopus, tree-like topologies of increasing depth within the host
DCN are used likewise as regards the embedding of virtual clusters and oversub-
scribed virtual clusters (Oktopus is inextricably tied to operation within tree-like
DCNs). Having recursively-defined DCNs yields two significant advantages: first,
there is a ready-made and uniformly-structured notion of sub-networks of differ-
ent sizes within the DCN, namely the lower-level recursive sub-DCNs; second,
the recursive nature of the decompositions means that only one embedding algo-
rithm is required (parameterized by the depth of recursion). Also, as we’ll see in
a moment, recursively-defined interconnection networks lend themselves to the
recursive construction of embedded (spanning) trees and other (tree-like) topolo-
gies. Consequently, having a recursively-defined DCN facilitates the implemen-
tation of virtualization methodologies such as SecondNet and Oktopus: it makes
uniform both the search for sub-networks of server-nodes and embedding within
sub-DCNs. Of course, recursive-definability also aids other tasks within DCNs
such as routing (we expand upon this later when we discuss the connectivity of
recursive-definability).

Allied to a DCN being recursively-defined is having an algebraic description
of the recursive definition that makes the search for (recursive) sub-structures
and the utilization of these sub-structures (with respect to embedding, routing,
or whatever) efficient. Each of our DCNs HCN, BCN, BCube, DCell, FiConn,
DPillar, SWCube, SWKautz, and SWdBruijn has a concise algebraic description.
However, there is still much to do in terms of combinatorially investigating these
DCNs. For example: we do not even have a closed form for the number of server-
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nodes in FiConn; we do not have a shortest-path routing algorithm for DCell,
FiConn, and BCN; and we have only recently determined the diameter of DPil-
lar [21] and a shortest-path routing algorithm for DPillar [21] and HCN [23]. Of
course, hardly anything is known as regards automorphisms of these DCNs that
would prove practically useful as regards virtualization (by yielding mappings be-
tween embedded sub-structures).

6.1.2 The connectivity of recursive-definability

What can be important as regards recursively-defined interconnection networks is
the pattern of interconnection as one builds higher-level networks out of lower-
level networks. In what follows, when we say that a network is recursively-
defined, we assume that there are canonical copies of lower-level networks around
which the recursive definition is phrased.

Definition 6 A recursively-defined family {X(h) : h = 0, 1, . . .} of interconnec-
tion networks is completely-connected (see, e.g., [9]) if X(0) is connected and
the following holds:

• for each pair of distinct (canonical) copies Y and Z of X(h − 1) in X(h),
there is a path from a node of Y to a node of Z using only the nodes and
links that we added to build X(h) from the copies of X(h− 1).

Again, we have to adapt Definition 6 for DCNs.

Definition 7 A recursively-defined family {X(h) : h = 0, 1, . . .} of DCNs is
completely-connected if X(0) is connected and the following holds:

• for each pair of distinct (canonical) copies Y and Z of X(h − 1) in X(h),
there is a path, which we call a linkage, from a server-node of Y to a
server-node of Z using only the server-nodes, switch-nodes, and links that
we added to build X(h) from the copies of X(h− 1).

However, it is possible that linkages share server-nodes, switch-nodes, or
links, and consequently the simultaneous use of these paths might incur conges-
tion. If we can find linkages that are mutually pairwise internally-disjoint then we
say that our recursive-defined DCN is strongly completely-connected. Each of the
recursively-defined DCNs HCN, BCube, DCell, FiConn, and SWCube is strongly
completely-connected.
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While it is clear that (strongly) completely-connected recursively-defined
DCNs provide additional flexibility as regards embedding virtual datacenters, they
also facilitate support for routing as we now demonstrate. Let {X(h) : h =
0, 1, . . .} be any completely-connected recursively-defined family of DCNs. Given
any two copies ofX(h−1) withinX(h), there is at least one linkage incident with
a node in both copies. There is a canonical routing algorithm for the family X as
follows:

• if the source node s and the destination node t lie in the same copy of
X(h− 1) within X(h) then route the message from s to t recursively

• if the source node s and the destination node t lie in different copies of
X(h− 1) within X(h) then:

– find a linkage joining the two copies of X(h− 1)

– route the message recursively from s to the node in the copy of
X(h− 1) containing s that is incident with the linkage

– route the message over the linkage

– route the message recursively to t from the node in the copy of
X(h− 1) containing t that is incident with the linkage.

Clearly there are different routing algorithms available when there is more than
one linkage joining copies of X(h − 1) in X(h); also, the more linkages that are
available, the more scope there is for improving throughput and fault-tolerance.
It should be noted that HCN(n, h) is such that there is only 1 linkage between
any two copies of HCN(n, h − 1) within HCN(n, h), with analogous statements
as regards the DCNs DCell, and FiConn. However, there are numerous linkages
joining two corresponding sub-DCNs in SWCube and BCube.

We should remark that the above canonical routing algorithm need not be such
that the paths obtained are the shortest possible. For example, as regards WK-
recursive networks, and so HCN, the canonical routing algorithm resulting from
the description above is that from [10, Sect. 3.1] where it is noted that sometimes
the paths obtained are not shortest paths. An improved algorithm is presented in
[10, Sect. 3.2]. The degree of improvement was experimentally validated in [23]
where a practical analysis of the resulting routing algorithms for the DCNs HCN
and BCN is undertaken. Also, in [19], the completely-connected nature of FiConn
and DCell was utilized to develop improved routing algorithms, beyond those pre-
sented in [31] and [44], by using the numerous alternative (‘proxy’) routes avail-
able. However, irrespective of whether canonical algorithms in some DCN can be
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improved or not, having completely-connected recursively-defined DCNs means
that these canonical algorithms are readily available (assuming that the algebraic
description of the DCN enables a straightforward implementation, which is the
case for HCN, BCube, DCell, FiConn, and SWCube).

Not only does a completely-connected recursively-defined DCN support vir-
tualization and routing algorithms but it also supports the generation of spanning
trees and the evolution of spanning trees in the presence of faults; recall that both
SecondNet and Oktopus need to establish spanning trees (for use by a central-
ized manager) and it is explicitly stated in [30] that SecondNet has the capacity to
evolve this spanning tree in the presence of faults. The generation of a spanning
tree is by an obvious recursive algorithm and the fact that the DCN is completely-
connected obviously provides some flexibility as regards this construction (partic-
ularly in the presence of a limited number of faults).

6.1.3 The flexibility of the recursive decomposition

Many standard interconnection networks, like the families of hypercubes and k-
ary n-cubes, are recursively-defined; moreover, they have additional flexibility
as regards their recursive structure. Consider the n-dimensional hypercube Qn

for example. The interconnection network Qn is constructed from two copies of
Qn−1 so that adjoining links are added between every node of one copy of Qn−1
and its counterpart in the other copy. However, we can partition Qn in this way
by choosing to partition over any one of n dimensions. Such flexibility to the
recursive decomposition clearly translates into flexibility as regards embedding
where there is more potential to find sub-networks within which to embed or so
as to avoid faults. The DCN SWCube shares this additional flexibility as regards
partitioning. On the other hand, the DCNs HCN, BCube, DCell, and FiConn only
have one way to undertake a recursive partition.

As we saw earlier, HCN(n, h) does possess various embedded copies of
HCN(n, h − 1)) (even though there is only one recursive decomposition). Any
recursive embedding algorithm will clearly benefit from having access to a va-
riety of sub-networks. As regards recursively-defined interconnection networks,
the existence of a sub-network X(h − 1) within a host network X(h) has been
considered via studies on reliability: each node is apportioned some failure prob-
ability and an analysis of X(h) is undertaken as to the likelihood of there existing
a healthy copy of X(h− 1) within X(h). This model for reliability was first pro-
posed in [8] (see, e.g., [50] for some more recent developments). Of course, an
analogous analysis of reliability in DCNs would be directly relevant to embedding

27



within recursively-defined DCNs but, as far as we are aware, no such reliability
analysis exists (the only consideration of notions of reliability in DCNs that we
know of can be found in [13]).

In summary, the following aspects of symmetry are important so as to support
virtualization within DCNs.

• A DCN should be recursively-defined so that the recursive structure is
completely-connected with a choice of linkages between two recursive com-
ponents. In addition, there should exist numerous copies of sub-DCNs with
a host DCN. The recursive definition of the DCN should be algebraically
concise.

6.2 Support for communication patterns
As we have seen, DCNs need to support various communication patterns, such
as many-to-one, one-to-many, many-to-many, and so on, within sub-networks of
the DCN. Note that if a DCN is recursively-defined then this essentially means
that the DCN itself needs to support such communication patterns (this qualifies
the remark we made right at the end of Section 3.3). The most common method
by which these communication patterns are supported is by using spanning trees
(see, e.g., [4, 12, 29, 30, 31, 46, 47, 64]). Indeed, BCube [29] and Camdoop [12]
utilize multiple edge-disjoint spanning trees.

The analysis of a DCN as regards its capacity to support many-to-many broad-
casts is usually undertaken by measuring the aggregate bottleneck throughput.
The aggregate bottleneck throughput was established in [29] and is defined as the
number of flows multiplied by the throughput of the bottleneck flow, where the
bottleneck flow is the flow that receives the smallest throughput (by a flow we
mean a path from a source to a sink complete with a data-load; flows are gener-
ally used to refer to the transportation of significant amounts of data where the
life-span of the reserved path is non-trivial). The measurement of the aggregate
bottleneck throughput (see, e.g., [29, 33, 44]) is not usually undertaken with re-
spect to a specific routing algorithm; rather, it is assumed that all flows traverse
a shortest path between the two corresponding server-nodes. Consequently, the
calculation of the bottleneck flow is not always reflective of the variations of load
caused by employing a specific routing algorithm. In short, the underlying DCN
topology and routing algorithms are generally not taken fully into account in an
analysis of many-to-many broadcast support in server-centric DCNs.
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There is another important point to note with regard to many-to-many broad-
casts in relation to supporting MapReduce: it is often the case that the key-value
pairs generated by a map-task do not constitute a significant amount of data, so
that one can treat this data en masse. This yields an alternative method by which a
many-to-many broadcast relating to MapReduce can be undertaken: if the reduc-
ers are interconnected in the form of a closed path and these reducers are also the
mappers then the different batches of key-value pairs generated by each mapper
can be ‘daisy-chained’ around the closed path with each reducer pulling out the
key-value pairs from the packet (or small number of packets) that are relevant to
it (by ‘daisy-chain’ we mean a mapper receives data from the previous mapper on
the closed path, removes data intended for itself, and passes on the remaining data
to the next node on the closed path). The daisy-chaining implementation might
also help to smooth out traffic spikes. Obviously it is preferable (so as to avoid
undue congestion) that no server-node nor link appears more than once on this
closed path.

For example, consider the DCN HCN(4, 3), as depicted in Fig. 2. If we ab-
stract switch-nodes as 4-cliques of server-nodes (that is, we are working with
the clique-abstraction of HCN) then it is not difficult to derive a Hamiltonian
cycle; the same applies to HCN(4, 2) and HCN(4, 1). Whilst a cycle in the ab-
stracted WK-recursive network does not necessarily translate to a cycle in HCN,
it does translate to a closed path containing the corresponding server-nodes but
where a switch-node might appear more than once (this is because a server-node-
to-server-node path through a switch-node in HCN is abstracted as a link in the
WK-recursive network). However, this causes no additional congestion or other
problems when it comes to ‘daisy-chaining’ data around this closed path in the
DCN HCN (as switches in datacenters are non-blocking). Consequently, some-
times when we say that there is a cycle in some DCN, what we mean is that there
is a closed path corresponding to a cycle in the clique-abstraction of the DCN.
Similarly, when we say that a DCN is Hamiltonian, what we mean is that there is
a Hamiltonian cycle in the clique-abstraction of the DCN.

In order that we might utilize cycles within a DCN so as to facilitate many-to-
many broadcasts relating to MapReduce, it is preferable that we have numerous
cycles to choose from and that these cycles are widespread within the DCN (re-
call that virtualization dictates that sub-networks within our DCN might be used
by some tenant to undertake a MapReduce and that we have already examined
in detail the need for our DCNs to be amenable and flexible as regards simulta-
neously accommodating numerous virtual datacenters). A related concept within
general interconnection networks intuitively reflects the existence of cycles.
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Definition 8 An interconnection network X on n nodes is pancyclic if there is a
cycle of every length from 3 to n in X , and node-pancyclic (resp. link-pancyclic)
if every node (resp. link) lies on a cycle in X of every length from 3 to n.

Node- and link-pancyclicity are clearly properties relating to symmetry as they re-
flect the existence of cycles specific to any particular node or link of the intercon-
nection network. There are a number of variations of the concept of pancyclicity
in the literature (see, e.g., [37]).

Consider the DCN HCN abstracted as a WK-recursive network by replacing
switch-nodes with cliques. The WK-recursive network is pancyclic, so long as
the amplitude is at least 5 [24]. In fact, it was further proven in [26] that if the
amplitude is at least 6 then the WK-recursive network is node-pancyclic, and that
whilst the WK-recursive network of amplitude at least 7 is not link-pancyclic,
there exists an m (depending on the amplitude) for which given any link, there
is a cycle of any length at least m passing through that link. Hence, there is
considerable scope for finding cycles in the DCN HCN.

In the absence of pancyclicity and in the situation where our DCN is recurs-
ively-definable, the existence of spanning cycles within each recursive copy would
be beneficial (in the above context). Of course, given the recursive-definability,
this amounts to the DCN being Hamiltonian (which is trivially the case for WK-
recursive networks, given the above). Whilst a Hamiltonian (recursively-defined)
DCN facilitates many-to-many broadcasts, stronger properties can improve things
even further. For example, it is proven in [39] that a WK-recursive network of
amplitude 2n + 1 has n link-disjoint Hamiltonian cycles from which an almost
optimal all-to-all broadcast can be developed (here, optimality is with respect to
an all-port model of computation). The following property provides additional
flexibility with regard to finding Hamiltonian cycles.

Definition 9 An interconnection network X is Hamiltonian-connected if there is
a Hamiltonian path joining any two distinct nodes.

Of course, when we say that a DCN is Hamiltonian-connected, we mean that its
clique-abstraction is.

The DCNs in this paper have not been extensively studied as to whether they
have properties relating to pancyclicity and Hamiltonicity. However, there are a
few results known and we can sometimes use the relationship of a DCN with an
existing interconnection network in order to use existing results. It was proven
in [25] that any WK-recursive network of amplitude at least 4 is Hamiltonian-
connected; consequently, HCN is Hamiltonian-connected (when all switch-nodes
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have degree at least 4). It was shown in [57] that (apart from a very small number
of cases) DCell is Hamiltonian-connected and remains Hamiltonian-connected
even in the presence of (a limited number of) faults. The fact that DCell is strongly
completely-connected means that it has numerous useful cycles embedded, with
the Hamiltonian-connectedness adding to the flexibility of finding these cycles (it
should be added that an algorithm to find a Hamiltonian path in DCell is given
in [57]). As was remarked in [57], the constructions used there do not apply to
FiConn and do not yield pancyclicity results for DCell. The clique-abstraction
of the DCN BCube is the generalized hypercube. It has been proven in [38]
that the generalized hypercube is Hamiltonian-connected and pancyclic; conse-
quently, BCube has these properties too. The clique-abstraction of the DCN DPil-
lar contains a wrapped butterfly network as a spanning subgraph; consequently,
as a wrapped butterfly network is Hamiltonian [58], so is DPillar. As we have
mentioned, SWCube is derived from the generalized hypercube by replacing each
node with a switch-node and subdividing every link with a server-node. However,
it is not immediately apparent as to whether Hamiltonicity and pancyclicity re-
sults for the generalized hypercube translate into analogous results for SWCube;
essentially, the construction of the DCN SWCube from a generalized hypercube,
as described above, corresponds to taking the line graph of a generalized hyper-
cube.

Other aspects of symmetry can support different communication patterns. We
have heard how spanning trees feature widely in supporting communication. Sup-
pose that we take the clique-abstraction of a DCN and that this graph is node-
symmetric. So, given a source and a target server-node, there is an automorphism
mapping the source to the target. Consequently, we can choose to ‘re-root’ any
spanning tree to any chosen server-node by taking its image under an appropriate
automorphism; this gives us added flexibility as to how we utilize spanning trees.
Algebraic aspects of interconnection networks should not be under-estimated. For
example, algebraic constructions are used in [36] to develop an all-to-all broad-
cast algorithm for Cayley graphs where the resulting paths are all shortest paths
and where there is a uniform load on nodes.

Some DCN constructions, such as that for FiConn, are not homogeneous; with
FiConn, some server-nodes have degree 1 and some degree 2. Here, traditional
node-symmetry is not the concept that is relevant to us. What is important is
the existence of automorphisms of (the clique-abstraction of) our DCN so that
the number of orbits is as small as possible, where an orbit in this context is a
set of server-nodes each of which can be mapped to any other in the set via an
automorphism of the DCN. The server-nodes of each orbit can be handled simi-
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larly; for example, a spanning tree rooted at one server-node can be algebraically
transformed into a spanning tree rooted at any other server-node in the same or-
bit. For example, in HCN(4, 1) the ‘corner-nodes’ clearly form an orbit and it can
easily be shown that there is an automorphism from any non-corner server-node
to any other non-corner server-node; thus, the server-nodes are partitioned into 2
orbits. The study of the automorphisms of server-centric DCNs has hitherto not
been undertaken; indeed, this discussion is the first mention of the relevance of
automorphisms within DCN design.

Finally, let us return to the computation of the aggregate bottleneck through-
put that we highlighted earlier. As we noted, this computation is generally not
undertaken with respect to specific routing algorithms. However, if our DCN is
recursively-defined then, as we explained earlier, there are obvious methods to
obtain canonical routing algorithms. Consequently, this framework lends itself to
a more accurate analysis of aggregate bottleneck throughput.

In summary, the following aspects of symmetry are important so as to support
many-to-many broadcasts (relating to MapReduce) as well as other communica-
tion patterns and routing in DCNs.

• A DCN should contain numerous cycles of various lengths, a property that
is reflected in the DCN being pancyclic (or some variation on this theme).
In the absence of pancyclicity, a recursively-defined DCN should be Hamil-
tonian.

• The use of spanning trees to support communication patterns is best under-
taken within DCNs for which the number of orbits of server-nodes (under
automorphisms) is small.

6.3 Hierarchical DCNs
We end this section with a brief consideration of hierarchical DCNs, motivated by
the construction of the DCNs BCN from (or on top of) the DCNs HCN in [32]; a
DCN or interconnection network is hierarchical if it is constructed from a ‘fusion’
of different methodologies, e.g., by super-imposing one network on another or
identifying nodes of two distinct networks. It is worthwhile commenting on the
extension of HCN to BCN and how this relates to symmetry. First, we explain
how to define the DCN BCN from the DCN HCN.

Suppose that we have a graph G on n nodes. We can take n + 1 copies of
G, say G0, G1, . . . , Gn, and add n(n+1)

2
additional links so that for every distinct
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i, j ∈ {0, 1, . . . , n}, there is exactly one link joining a node in Gi to a node in
Gj and every node is incident with exactly one new link (this can be done in a
number of ways). In fact, this is essentially the iterative construction used to build
the DCN DCell [31].

However, rather than do this with HCN(n, h) replacing G, above, we can
alternatively attach to every switch-node of HCN(n, h) m server-nodes called
slave-nodes (recall that we ignored these slave-nodes earlier when we worked
with HCN(n, h)). So, there are mnh slave nodes adjacent to switch-nodes in
HCN(n, h). We now take mnh + 1 copies of HCN(n, h) and undertake the above
DCell-construction with respect to the slave-nodes (as to which links we intro-
duce is clearly defined in [32], although we can actually introduce these links in a
variety of ways; see [31]).

We can extend this construction. We could consider HCN(n, h) as consisting
of, for example, (the canonical) n2 copies of HCN(n, h− 2); each of these copies
has mnh−2 slave-nodes. We might now take mnh−2 + 1 copies of HCN(n, h) and
join corresponding copies of HCN(n, h− 2) according to the DCell-construction
above. Full details can be found in [32] (again, as to which links we introduce is
clearly defined in [32]). What is sufficient for us is that the DCN BCN is formed
from disjoint copies of HCN(n, h) by overlaying the DCell-construction from [31]
(and there are a number of ways to do this).

The question is: how does the DCN BCN conform to our notions of symme-
try developed so far? In a sense, the formation of any BCN (no matter which
construction is adopted) is a recursive construction, albeit of a different nature to
the one used to build HCN. It introduces many more copies of HCN(n, i), where
0 ≤ i ≤ n, and since we have argued that the DCN HCN is symmetric, in many
of the senses we have discussed, this can only be a good thing. A negative aspect
of the BCN construction is that it ‘seals’ the DCN, as once one has applied the
BCN construction once, one can go no further. The hierarchical DCN BCN is a
fusion of two distinct constructions. However, we have yet to fully analyse the
DCN DCell in terms of (DCN notions of) symmetry, and, of course, we have yet
to fully consider the symmetric interactions of the DCN HCN and the overlaying
of the DCell-construction within BCN. We leave these topics for another time and
close by remarking that the concept of overlay constructs, as illustrated by the
DCN BCN, is an interesting and as yet undeveloped region of future DCN design.
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7 A new virtualization methodology
Let us now turn to a new embedding methodology for virtualization. We look
again at aspects of symmetry in DCNs that aid virtualization but we do this in
tandem with a new methodology to enable virtualization in server-centric DCNs.
In so far as we are aware, this is the first real attempt to, first, consider virtual-
ization in (non-tree-based) server-centric DCNs, and, second, explicitly use the
underlying DCN topology when embedding virtual DCNs (so addressing a spe-
cific direction for future research as proposed in [5]). However, as we explain
later, our methodology is not as topology-specific as one might think as it exploits
properties of symmetry inherent within many server-centric DCNs, and also high-
lights properties we would wish of new DCNs in order that virtualization is better
supported.

We begin by highlighting our new methodology and its potential benefits;
these benefits are with regard to the practicalities of virtualization. We only de-
scribe our new methodology in sufficient detail so that key design concepts can
be grasped; the full implementation of our methodology, and the necessary em-
pirical experimentation and analysis, is beyond the scope of this paper and will be
undertaken subsequently. Having outlined our methodology, we look at structural
topological properties of DCNs that might support this methodology (we provide
enough detail as regards our methodology so that the relevance of the underly-
ing aspects of symmetry can be appreciated). Finally, we briefly review existing
server-centric DCNs from the perspective of these properties and, consequently,
how supportive these DCNs might be to virtualization.

7.1 A new virtualization methodology
Our key observation is simple: a (long) path (or cycle) of server-nodes and switch-
nodes can be used to ‘stack’ virtual DCNs. For concreteness, we illustrate our
ideas by embedding virtual clusters in the DCN HCN.

Suppose, for simplicity, that each server-node can support only one virtual ma-
chine; that is, the load of any embedding is necessarily 1 (in addition, for simplic-
ity, we ignore other aspects of the host DCN and the virtual cluster such as mem-
ory, storage, bandwidth, and so on). Consider the copy of HCN(4, 3) in Fig. 3 and
the bold grey path of links (joining the two black switch-nodes whose indices are
(1, 2, 1) and (4, 1, 3)). By regarding this bold grey path of links as a virtual switch,
we can embed a virtual cluster with 256 server-nodes in HCN(4, 3) (each server-
node of the virtual cluster is mapped to a unique server-node of HCN(4, 3); the
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Figure 3: An embedding path in HCN(4, 3).

grey links in Fig. 3 are links connecting black server-nodes to the virtual switch,
whereas the grey server-nodes are already within the virtual switch). Of course,
by taking sub-paths of this path we can obtain analogous embeddings of virtual
clusters with up to 256 server-nodes (in a similar one-to-one matching of virtual
machines to host server-nodes).

A more concrete illustration of how we can embed a virtual cluster consist-
ing of 10 virtual machines along a path within HCN(3, 3) can be visualized in
Fig. 4(a). Here: the white server-nodes host the 10 virtual machines of the virtual
cluster; the sub-network within the dotted lines implements the virtual switch; and
the bold dotted black links are the links which bear the brunt of the traffic. Note

35



Figure 4: Virtual cluster embeddings in HCN(3, 3).

how the sub-network hosting the virtual cluster is a tree; actually, it is a caterpillar
(a tree where all nodes are adjacent to nodes on a central path) with nodes that can
be server-nodes or switch-nodes. Whereas a virtual-machine-to-virtual-machine
route in the virtual cluster is simply a path from the source virtual machine to
the virtual switch and on to the target virtual machine, in the worst case this path
maps to a path in the host DCN consisting of 8 links; consequently, depending
upon the traffic pattern, there will be overheads, in terms of latency and conges-
tion, to be borne within the host DCN (but, of course, this is true no matter which
methodology one uses to embed).

However, with reference to Fig. 4, the linear nature of our embedded path en-
ables us to ‘stack’ additional virtual cluster embeddings one after the other along
this path, in a convenient and easy-to-maintain fashion. For example, suppose that
we had an additional virtual cluster to embed where this additional virtual cluster
consists of 5 virtual machines. We could stack this virtual cluster on our path by
using the 2 unused server-nodes adjacent to one of the switch-nodes involved in
the embedding of the first virtual cluster, along with 3 server-nodes adjacent to
the next switch-node on the path, as depicted in Fig. 4(b). In this way, we can use
the structural property of a DCN having a long path or cycle to store and organise
the embedding of virtual clusters. We now highlight the potential benefits of our
approach.

7.1.1 Migration

Virtual clusters come and go within virtualization, and our methodology lends
itself to the allocation and migration of virtual cluster embedding. For example,
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suppose that our first virtual cluster (consisting of 10 virtual machines) terminates.
We have a choice of either reusing the freed server-nodes by embedding subse-
quent virtual clusters or we can migrate existing embeddings by ‘sliding’ them
down our stack towards the source. So, for instance, our second virtual cluster (of
5 virtual machines) could be re-embedded using the 4 server-nodes adjacent to the
black switch-node (in Fig. 4) together with an adjacent server-node (of course, we
still embed within our chosen caterpillar within HCN(3, 3)). Moreover, any other
embedded virtual clusters can be ‘slid’ down the stack in exactly the same way.
Consequently, we can easily migrate existing embeddings of virtual clusters in
order to group together (in terms of locality and according to whatever migration
strategy we choose to employ) large numbers of unused server-nodes and switch-
nodes so as to provide capacity for future embeddings. Of course, the locality
inherent within the path facilitates this migration of virtual clusters by limiting
network traffic generated by the re-embedding. In practice, of course, the migra-
tion of virtual cluster embeddings will be determined by a number of factors such
as the fragmentation caused by existing embeddings, the (expected) lifespan of
existing embeddings, the (expected) arrival of new virtual clusters, and the cost
of migration. One can clearly appreciate the ease by which we can cope with
migration within our caterpillar when one compares with the analogous situation
within, say, a tree.

7.1.2 Locality and global data collection

Our approach should be compared with the existing (switch-centric) virtualiza-
tion embedding approaches that we highlighted earlier. The only structural as-
sumptions they make are that servers are organised in racks in a tree-like fash-
ion and that communication is via top-of-rack switches, edge switches, and core
switches. The assumption is that the embedding algorithm has complete knowl-
edge of which virtual cluster is embedded where within the host DCN; such is
the case for SecondNet, for example, where the DCN collects its information via
a spanning tree signalling channel. Of course, there is a cost in that there needs
to be a continual collection of data so as to ascertain exactly which virtual clus-
ters have terminated, where resources are free, and whether a migration should
be undertaken (though as is noted in [30], this spanning tree is only used for sig-
nalling purposes and so the traffic generated within it is light). There is nothing
to stop us mirroring SecondNet and generating an analogous signalling spanning
tree, where this tree is dynamically constructed as nodes and links become faulty.
Alternatively, it could be the case that our path-based methodology provides an al-
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ternative signalling mechanism (although we have not pursued this consideration
any further).

The nature of existing virtualization algorithms is that ad hoc (relative to the
underlying topology) distributions of virtual clusters within the host DCN result;
in particular, there is no guarantee of locality (consequently, migration costs might
be higher). Our approach guarantees locality and also yields the possibility of im-
proving data collection by limiting migration traffic generated, as we now explain.

A highly localized traffic-limiting approach is to think of data collection being
via a ‘window’ that continually moves up and down the caterpillar (or at least the
portion of the path within which there are currently virtual clusters embedded) so
that when ‘gaps’ are found, embedded virtual clusters are ‘slid’ down the stack
so as to fill the gap. Such a ‘sliding window’ approach uses the locality inherent
within the path and within the virtual cluster embeddings to limit fragmentation
and so facilitate new embeddings. The key point is that such a defragmentation ap-
proach could not be employed with embedding methodologies that are tree-based
or based around ant-colony optimization, greedy topology-agnostic heuristics, or
linear programming.

7.1.3 Energy efficiency

Recent attempts to facilitate virtualization have been geared towards energy effi-
ciency and it is appropriate that we highlight potential benefits of our proposed
methodology in this light. As we stated earlier, as yet there have been no attempts
to tackle virtualization in a server-centric setting; however, the energy models as
regards virtualization and energy efficiency in switch-centric DCNs hold good in
server-centric DCNs. The fundamentals concerning energy efficiency are well
laid out in [14], for example. Broadly speaking: the energy consumption of a
server depends upon the CPU load, with the idle server still consuming a sig-
nificant fraction of the energy consumed when it is fully loaded; and the energy
consumption of a switch is dependent upon the number of ports that are disabled,
with a switch with all its ports disabled still consuming a significant fraction of
the energy consumed when all ports are enabled. The upshot, from [14], is that
(not surprisingly) it makes sense to run CPUs with as high a load as possible and
to enable as many switch-ports as possible. Note that our methodology supports
both intuitive aims: in an unfragmented embedding of virtual clusters along our
path, there is at most one switch-node with an enabled port and a disabled port,
and there is most one server-node where the CPU is not idle and not fully loaded.
Also, it is not difficult to appreciate that our methodology lends itself to powering
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down unused server-nodes and links (given a virtual cluster embedding scenario).

7.2 Symmetry for virtualization
Given our proposed virtualization methodology for server-centric DCNs, we now
look at structural topological properties that support the usage of this methodology
and so virtualization (on the grounds of simplicity, we continue to embed virtual
clusters).

Ideally, we want a path upon which every switch-node lies and is such that
every server-node is either on the path or adjacent to a switch-node; that is, we
have an embedded caterpillar containing all switch-nodes on the central spine.
Existing server-centric DCNs are often such that every server-node is adjacent to
at least one switch-node; for such a DCN, if we can find a path that contains every
switch-node then we obtain our required caterpillar. Note that while finding a
caterpillar in an arbitrary graph is NP-hard [42], DCNs are highly structured by
design and consequently finding caterpillars should be much easier.

Consider HCN(n, h). By identifying a switch-node of HCN(n, h) and its
adjacent server-nodes with a ‘mega-node’, with links between two mega-nodes
being inherited in the obvious way, we obtain a WK-recursive network of level
h − 1. As we have already seen, any WK-recursive network of amplitude at
least 4 is Hamiltonian-connected [25]; this clearly yields a connected caterpillar
in HCN(n, h) (when n ≥ 4). Moreover, the Hamiltonian-connectivity gives us
additional flexibility as to which caterpillar we use to support our virtualization
methodology.

However, in order to use caterpillars, derived from such Hamiltonian paths, as
embedding vehicles, not only do we need such Hamiltonian paths to exist (as they
do in WK-recursive networks) but we need to know how to construct them. As it
happens, the proof of Hamiltonian-connectivity in [25] is constructive (it uses the
recursive definability of WK-recursive networks); hence, we can build caterpillars
in HCN as an aid to embedding virtual clusters.

There is yet more flexibility as regards the availability of myriad paths in HCN
along which to embed virtual clusters, for, as we saw earlier, a WK-recursive net-
work of amplitude at least 5 is pancyclic [24] and so we can use any (maximal
length) path on some cycle to embed our virtual clusters; indeed, when the ampli-
tude is at least 6, the WK-recursive network is node-pancyclic [26]. Additionally,
and as we mentioned earlier, a WK-recursive network of amplitude 2n + 1 has n
link-disjoint Hamiltonian cycles [39]; these link-disjoint cycles might be used to
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simultaneously embed virtual clusters via a more sophisticated embedding algo-
rithm.

An analogous methodology can be used to embed oversubscribed virtual clus-
ters too: the different virtual clusters within the oversubscribed virtual cluster can
be embedded consecutively along a (Hamiltonian) path and the path provides for
communication between server-nodes of the same virtual cluster as well as server-
nodes of different virtual clusters.

7.3 Existing DCNs
The upshot of our discussion is that general ‘symmetry’ properties relating to
Hamiltonicity and its variations (such as Hamiltonian-connectedness and pan-
cyclicity) are extremely useful properties for various abstractions of a DCN to
have in relation to supporting virtualization (via our novel methodology). We now
examine this comment in further detail and in relation to other existing DCNs.

Of the existing DCNs mentioned earlier, FiConn, DPillar, HCN, BCN,
SWCube, SWKautz, and SWdBruijn are all dual-port DCNs, so that every server-
node is adjacent to at least one switch-node and at most one server-node (note that
dual-port server-centric DCNs can support datacenters built with commodity-off-
the-shelf servers which ordinarily only have two NIC ports). Consequently, if
we abstract these DCNs so as to form a graph where the nodes are the switch-
nodes and where there is an edge joining two nodes if, and only if, there is a path
of server-nodes joining the two corresponding switch-nodes in the DCNs, then a
Hamiltonian cycle or path in this graph yields a spanning caterpillar in the DCN
(note that it might be the case that a pendant server-node in this spanning cater-
pillar is adjacent to two switch-nodes). Let us refer to the graph abstracted in
this way as the switch-abstraction of the DCN. As we noted above, the switch-
abstraction of HCN(n, h), where h ≥ 1, is a WK-recursive network of amplitude
n and dimension h− 1.

It is not difficult to see that the switch-abstraction of DPillar contains a
wrapped butterfly network; consequently, as a wrapped butterfly network is Hamil-
tonian [58], we obtain a spanning caterpillar in DPillar. As we remarked earlier,
the constructions of SWCube, SWKautz, and SWdBruijn are all of the same type.
In order to build SWCube (resp. SWKautz, SWdBruijn), take a generalized hy-
percube (resp. Kautz graph, de Bruijn digraph) and regard the nodes as switch-
nodes with a server-node ‘dividing’ each edge (so as to transform a switch-node-
to-switch-node link into a switch-node-to-server-node link followed by a server-
node-to-switch-node link; the orientations for the de Bruijn digraph are simply
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removed from the edges). Consequently, the switch-abstraction of SWCube (resp.
SWKautz, SWdBruijn) reverts us back to the generalized hypercube (resp. Kautz
graph, de Bruijn digraph). It is well known that a generalized hypercube, a Kautz
graph, and a de Bruijn digraph are Hamiltonian (see, e.g., [61]) and so we obtain
our spanning caterpillar in each of SWCube, SWKautz, and SWdBruijn. The pre-
cise structure of the switch-abstractions of DCell, FiConn, and BCube is not clear
and deserves further analysis.

8 Conclusions
We have covered a lot of ground in this paper. We have undertaken a thorough
consideration of symmetry within server-centric DCNs, motivated by aspects of
datacenter usage, namely virtualization and the implementation of communication
patterns. We have developed structural metrics, involving recursive-definability,
the existence and construction of spanning trees, pancyclicity, and variations of
Hamiltonicity, and argued that these metrics imply the suitability of DCNs as re-
gards their capacity for virtualization and to support various communication pat-
terns. Our focus on the underlying server-centric DCN topologies has enabled
us to outline a new embedding methodology for server-centric DCNs. Moreover,
whilst we have worked with the underlying DCN topology, the structural proper-
ties that we have highlighted are such as to make our embedding technique widely
applicable and not tied to a specific DCN topology. We have also emphasised the
importance and started the development of algebraic techniques to support virtu-
alization and the implementation of communication patterns, and our analysis has
resulted in combinatorial abstractions of DCNs as graphs that are directly relevant
to virtualization and the implementation of communication patterns.

It is important that a proper understanding of our research is appreciated. What
we have done is to highlight aspects of datacenter usage and, from this usage, de-
rived topological properties of DCNs relating to symmetry that will support this
usage. We do not claim that these topological properties are definitive as regards
DCN design in relation to symmetry or usage, for there are many aspects of data-
center usage that we have not considered. For example, in terms of traffic patterns,
we have only considered many-to-many whereas in reality they are numerous oth-
ers. What we do claim is that if a DCN possesses the topological properties that
we have highlighted here then it will, in general, be amenable to virtualization
and supporting certain communication patterns. Our paper has initiated a closer
relationship between DCN design and the usage to which datacenters are put; this
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relationship has, up until now, not been significantly considered.
Whilst we feel that we have successfully motivated the consideration of as-

pects of symmetry as regards the design of server-centric DCNs, we also feel that
our research has opened up a number of important avenues for further research;
indeed, one of the purposes of our paper is to provide the platform for subsequent
long-term projects, four of which we highlight below and none of which could be
undertaken without recourse to the research in this paper.

8.1 Developing server-centric virtualization methodologies
The most obvious direction for research is as regards our outline (in Section 7)
of a new methodology to embed guest topologies in non-tree-based server-centric
DCNs. Note that our proposed new virtualization methodology guarantees lo-
cality and has the potential to improve data collection by limiting the amount of
migration traffic generated. We intend to further develop this methodology so
that we obtain a fully operational implementation. We also intend to implement
virtualization methodologies based on the principles inherent within SecondNet
and Oktopus so as to evaluate the different methodologies against each other and
across a wide range of server-centric DCNs. This will allow us to empirically
evaluate the various graph-theoretic metrics and notions of symmetry that we have
proposed. However, this will be a significant undertaking.

Let us highlight here some tasks that need to be accomplished in order to fully
develop our proposed server-centric virtualization methodology. Our proposed
methodology relies on the existence of (long) paths and cycles in the underly-
ing DCN. While we have exhibited such paths and cycles in the DCN HCN (cf.
Fig. 3), we need to find paths and cycles in other server-centric DCNs too. These
paths and cycles will need to be algorithmically constructible. Having found our
paths and cycles, we need to develop algorithms to ‘stack’ and ‘slide’ virtual clus-
ters within the embedded path (cf. Section 7.1), which will be parameterized by
the topological structure of the virtual clusters to be embedded and the rate at
which migration needs to be undertaken. The resulting algorithmic framework
will need to be empirically tested across a range of existing server-centric DCNs.
This is entirely feasible but will be algorithmically involved. In addition, the in-
tegration of a virtualization methodology with energy efficiency adds yet more
demands.
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8.2 Devising generic combinatorial constructions to provide
symmetry

Our paper has initiated a closer relationship between theoretical computer sci-
ence (in particular, graph theory) and the design of server-centric DCNs. The
design of DCNs has hitherto been undertaken piecemeal, in that different DCNs
have been proposed in an ad hoc fashion with no real focus on generic structural
properties. We hope that our paper has helped to formalize some of the design
methodologies used so far. It is interesting that many of the existing DCNs pos-
sess strong relationships with established interconnection networks, e.g., HCN
with WK-recursive networks, BCube and SWCube with generalized hypercubes,
and also that established combinatorial constructions feature in the construction
of these DCNs (albeit implicitly), e.g., the construction of SWCube, SWKautz,
and SWdBruijn from the line graphs of generalized hypercubes, Kautz digraphs,
and de Bruijn digraphs, respectively. It is also interesting that graph-theoretic ab-
stractions of a DCN, as its clique-abstraction and its switch-abstraction, have key
roles to play.

A concerted research effort should now be undertaken to ascertain generic
combinatorial constructions that yield new server-centric DCNs and to explore the
wider application of these constructions. A recent paper has followed this line of
research and proposed the stellar transformation which takes any interconnection
network and immediately derives a corresponding dual-port server-centric DCN
[22] (the construction is similar to those used to build SWCube, SWKautz, and
SWdBruijn except that the sub-division of links is with a pair of server-nodes). In
[22], an instantiation of this construction using generalized hypercubes is empir-
ically compared with FiConn and DPillar (the results are very promising). How-
ever, and pertinent to the research in this paper, there needs to be a focus on
combinatorial constructions that provide support for datacenter usage and com-
munication patterns, together with their integration with energy efficiency; up un-
til now, these aspects have not influenced design at all. In particular, techniques to
design new server-centric DCNs encompassing the relevant aspects of symmetry
we have highlighted here, such as pancyclicity, Hamiltonicity, and so on, need to
be established.

8.3 Analysing symmetry within existing DCNs
Existing DCNs are as yet not fully understood in a combinatorial or algebraic
sense; we mentioned earlier (in Section 6.1.1) our current lack of knowledge as
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regards, for example, the exact number of server-nodes in FiConn, and also the
progress only recently made as regards finding optimal routing algorithms for
DPillar and HCN. The key point is that existing DCNs are not well-known out-
side the (engineering-oriented) datacenter community yet they are combinatorial
objects that will be of interest to theoreticians and for which theoreticians can
prove new properties and algorithms. Such properties and algorithms can then
be integrated within more holistic simulations of the DCNs and their practical
efficacy evaluated.

As regards the analysis of existing DCNs in relation to the research proposed
in this paper, what is required is a theoretical consideration of the degree to which
these DCNs adhere to our principles of symmetry; one reason being so that we
can see how amenable these DCNs are as regards to supporting the virtualization
methodology described above. Of course, this should be combined with extensive
simulations of the DCNs under new virtualization methodologies and also under
many-to-may traffic patterns (and indeed other traffic patterns arising through dat-
acenter usage). A start has been made in, e.g., [57]. As regards simulation, we
have developed an open-source, flow-based simulator INRFlow [20] that is specif-
ically designed for flow-based simulation in server-centric DCNs and which can
be extended in order to perform these simulations.

8.4 Supporting other applications and traffic patterns
We have necessarily had to limit our consideration to virtualization, in terms of
applications, and many-to-many traffic patterns, in terms of communication primi-
tives. Even with these limits, we have seen that the situation is complex. However,
the reality is that other applications and traffic patterns will impact upon DCN de-
sign too, and similar analyses need to be undertaken with respect to alternative
usage and traffic. Our focus on virtualization and many-to-many traffic was be-
cause of their widespread nature. Of course, we should not expect that alternative
usage and traffic frameworks will necessarily yield similar results. As ever in the
design of interconnection networks, no matter what the context, there are numer-
ous tensions, with demands often working against each other, and at the heart of
the matter is securing a design that can be implemented so that a good overall gen-
eral performance is secured. In summary, there is tremendous scope for the fusion
of theory and practice in order to better design datacenters and their networks.
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