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Abstract

We apply localization techniques to compute the partition function of a two-dimensional
N = (2, 2) R-symmetric theory of vector and chiral multiplets on S2. The path integral
reduces to a sum over topological sectors of a matrix integral over the Cartan subalgebra of
the gauge group. For gauge theories which would be completely Higgsed in the presence of
a Fayet-Iliopoulos term in flat space, the path integral alternatively reduces to the product
of a vortex times an antivortex partition functions, weighted by semiclassical factors and
summed over isolated points on the Higgs branch. As applications we evaluate the partition
function for some U(N) gauge theories, showing equality of the path integrals for theories
conjectured to be dual by Hori and Tong and deriving new expressions for vortex partition
functions.
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1 Introduction

Supersymmetric theories are attractive theoretical laboratories allowing the exact compu-

tation of many observables irrespective of the strength of interactions. A recent line of

development exploits the power of localization techniques, initiated in [1, 2], which in many

cases make it possible to exactly evaluate the path integral of a supersymmetric quantum

field theory placed on a compact manifold, possibly with the insertion of local or non-local

operators that respect some supersymmetry. For instance [3] computed the path integral

of an N = 2 gauge theory on S4; [4, 5, 6] of an N = 3 and N = 2 theory on S3, and

[7] of an N = 1 theory on S5. We stress that in all these cases the gauge theories are not

topologically twisted. Other related works are [8, 9, 10, 11, 12, 13, 14, 15] where different

compact manifolds are considered or various operators are inserted. Many of these papers

build on previous work [16, 17] and especially on the Ω-background [18, 19] which in a sense

is another example of this philosophy: even though the manifold on which the field theory

is defined is non-compact, the Ω-deformation effectively compactifies it.

We study the Euclidean path integral ZS2 of a two-dimensional N = (2, 2) theory of

vector multiplets and chiral multiplets, placed on the round sphere S2. The N = (2, 2)

supersymmetry algebra on S2 is osp∗(2|2) ∼= su(2|1), whose bosonic subalgebra has an su(2)

factor of rotations of the sphere and a u(1) R-symmetry factor reducing to the vector-like

R-symmetry of the theory on R2 in the large radius limit. In particular the R-symmetry is

part of the algebra, rather being an outer automorphism of it. When placing the theory on

S2 one has the freedom of selecting the R-symmetry, among a family of choices differing by

mixing with non-R Abelian symmetries. This choice determines some specific couplings in

the Lagrangian. When the theory is actually conformal, the supersymmetry algebra enhances

to the superconformal algebra which coincides with the one on flat space. Similar properties

have been observed in three, four and five dimensions [3, 5, 7, 20].

The localization technique is based on the observation [1, 2] that in certain situations the

path integral can be exactly equal to its semiclassical approximation. Given a supercharge Q
that squares to a bosonic symmetry of the theory, the path integral only gets contributions

from classical configurations that are fixed points of Q and from small quadratic fluctua-

tions around them. The fixed point set is often discrete or of finite dimension, while the

contribution from small fluctuations is in terms of a “one-loop determinant” which is easy to

compute. Therefore in these fortunate situations one is actually able to exactly compute the

path integral. Local or non-local Q-invariant operators can be included in the path integral

as well: in this case one is able to exactly compute their expectation value (VEV).
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When localization is at work, the path integral is only sensitive to the cohomology of Q:

Q-exact operators do not affect the integral. In the case of a two-dimensional N = (2, 2)

theory of vector and chiral multiplets on S2, this implies that the path integral does not

depend on the gauge coupling g nor on the parameters of the superpotential W (it does

depend on the constraints on R-charges), while it depends on the twisted superpotential W̃

– including Fayet-Iliopoulos (FI) parameters and theta-angles – and on twisted masses.

We reduce the path integral ZS2 to a matrix integral (3.34) on the Cartan subalgebra

of the gauge group, that we call “localization on the Coulomb branch”, very similar to the

three-dimensional N = 2 case [4, 5, 6] except for a sum over topological sectors which do

not appear on 3-spheres. We perform some simple checks of our expression, in the case of a

U(1) gauge theory with chiral multiplets comparing with mirror symmetry, and in case of a

pure U(N) gauge theory.

Motivated by the work of [21] where it was observed in two three-dimensional examples

that the path integral on the ellipsoid can be rewritten as a sum of products of a vortex

and an antivortex partition function, weighted by semiclassical factors, we wonder whether

a similar phenomenon takes place in our setup and look for a different way of performing

localization. A physical way of understanding localization is to add to the Lagrangian a

Q-exact term multiplied by a coupling t that we take to infinity. In that limit the theory

becomes semiclassical and the path integral is dominated by the saddle-points of the Q-exact

term; independence of the result on t completes the argument. We find that – for theories

that in flat space are completely Higgsed when a FI term is turned on – an alternative choice

of the deformation Lagrangian and of the path integration contour of auxiliary fields forces

the path integral to localize on a finite sum of points on the Higgs branch. We call this

“localization on the Higgs branch”.

For each isolated point on the Higgs branch, the path integral gets contributions from

point-like vortices at the north pole and antivortices at the south pole of S2. Close to the

poles the supercharge Q and the action take the same form as the theory on the so-called

Ω-background [18, 19] studied in two dimensions by Shadchin [22]. Therefore ZS2 can be

written as (4.14) in terms of the vortex partition function Zvortex. Localization tells us that

such expression must agree with the matrix integral discussed before. In fact the expression

on the Higgs branch is reminiscent of the S4 case [3], where the instanton partition function

Zinst of Nekrasov [18] appears, although in that case Zinst is in the integrand of a matrix

integral, while in our case Zvortex is related to a matrix integral.

We compute ZS2 for a U(N) gauge theory with Nf chiral multiplets in the fundamental

representation, Na antifundamentals and possibly one adjoint, and explicitly check that the
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result of the matrix integral coincides with the expression in terms of Zvortex (when the latter

is known). This suggests that the method can be used to compute Zvortex in the presence of

matter representations for which other means are not available. Already our most general

expression has not appeared in the literature before.

Finally, motivated by a duality conjectured by Hori and Tong [23, 24] between SU(N)

gauge theory with Nf fundamentals (and Nf > N) and SU(Nf −N) with the same number

of fundamentals, we show that ZS2 coincide for the following pairs:

Z
U(N), Nf

S2 (ξ,m) = Z
U(Nf−N), Nf

S2 (ξ,−m) for Nf > N (1.1)

as functions of the FI parameter ξ and the twisted masses m, and

Z
SU(N), Nf

S2 (b,m) = Z
SU(Nf−N), Nf

S2 (b,−m) for Nf > N (1.2)

as functions of the twisted mass b associated to the baryon number and those m associated

to the flavor symmetry SU(Nf ). In the unitary case we extend the equality of partition

functions to the case with antifundamentals.

The paper is organized as follows. In section 2 we discuss supersymmetry on S2 and the

supersymmetric actions for vector and chiral multiplets that we will consider in the paper.

In section 3 we use localization to reduce the path integral to a matrix integral, summed over

topological sectors, while in section 4 we follow a different route and obtain a sum over Higgs

branch points including point-like vortices and antivortices. In section 5 we present some

simple examples, and in section 6 we perform the matrix integral computation for U(N)

with (Nf , Na) flavors and possibly an adjoint chiral multiplet, reproducing the expression in

terms of the vortex partition function. In section 7 we prove the identity of ZS2 for some

pairs of gauge theories. In section 8 we compare our two-dimensional matrix integral with

the three-dimensional one for the lens space L(p, 1) [13, 15] in the p→ ∞ limit, and with the

three-dimensional integral for the index [8, 10] in the limit where the radius of S1 shrinks.

We conclude in section 9 with some comments and open questions. Notations and tedious

computations are in appendices.

Note: During the preparation of this paper, we became aware of a related work [25, 26]

which addresses similar questions.
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2 Supersymmetry on a curved manifold

We start by constructing an N = (2, 2) supersymmetric Euclidean gauge theory on a curved

two-manifold. Our conventions for spinors are summarized in appendix A and follow [6]. We

use complex two-dimensional anticommuting Dirac spinors, with multiplication given by

ǫλ ≡ ǫαCαβλ
β = λǫ (2.1)

where Cαβ ≡ −iεαβ is the antisymmetric charge conjugation matrix, and ε12 = −ε21 = 1 is

the antisymmetric tensor. The gamma matrices γa=1,2 and the chirality matrix γ3 ≡ −iγ1γ2
are Pauli matrices – where we use a, b = 1, 2 for flat indices, i, j = 1, 2, 3 for flat indices

including the chirality matrix, µ, ν for curved indices – such that

ǫγiλ = −λγiǫ , ǫγijλ = −λγijǫ (2.2)

with γij ≡ γ[iγj]. They follow from the defining properties of the charge conjugation matrix:

CγiC = −γTi , C2 = 1 . (2.3)

Gamma matrices also satisfy γ3γ
a = iεabγb. Later on we will consider commuting spinors as

well, and we will need to contract spinors without the matrix C implicit: in that case we will

specify either a dagger or a transpose. For instance: ǫλ = ǫTCλ. The covariant derivative is

Dµ = ∇µ − iAµ.

The 2d N = (2, 2) supersymmetry is the dimensional reduction of the 4d N = 1 or the 3d

N = 2 supersymmetry. In Euclidean signature the minimal spinor is a complex Weyl spinor,

therefore N = (2, 2) supersymmetry has two Dirac spinor parameters ǫ, ǭ. The algebra is

acted upon by a U(1)R×U(1)A R-symmetry outer automorphism, where the action of U(1)R

is vector-like on fermions while U(1)A is axial. Notice that all flavor symmetries commuting

with the supercharges are necessarily vector-like.

The global conformal group1 in two Lorentzian dimensions is SO(2, 2) ∼= SL(2,R) ×
SL(2,R), and the N = (2, 2) global superconformal group is OSp(2|2)2 whose bosonic sub-

group is indeed SL(2,R)2×U(1)2 and it includes the R-symmetries. In Euclidean signature

the global conformal group is SO(3, 1) ∼= SL(2,C), and the N = (2, 2) global superconformal

group is the complexification OSp(2|2,C) whose bosonic subgroup is SL(2,C)×U(1)2. Let us
explicitly construct vector multiplet and chiral multiplet representations of the OSp(2|2,C)

1To be more precise, the statements should be referred to the algebras. We follow the conventions of [27].
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supergroup.

The gauge multiplet V includes a vector Aµ, two real scalars σ and η (that could be

paired into a complex scalar σ̂ = σ + iη), a Dirac fermion λ and a real auxiliary scalar D,

all in the adjoint representation of the gauge group G. In Euclidean signature all fields get

complexified and we will consider λ̄ as a Dirac spinor independent of λ. We consider the

following supersymmetry variations:

δAµ = − i

2
(ǭγµλ− λ̄γµǫ)

δσ =
1

2
(ǭλ− λ̄ǫ)

δη = − i

2
(ǭγ3λ− λ̄γ3ǫ)

δλ = iγ3ǫF12 −Dǫ+ iγµǫDµσ − γ3γ
µǫDµη − γ3ǫ [σ, η] + iγµDµǫ σ − γ3γ

µDµǫ η

δλ̄ = iγ3ǭF12 +Dǭ− iγµǭ Dµσ − γ3γ
µǭ Dµη + γ3ǭ [σ, η]− iγµDµǭ σ − γ3γ

µDµǭ η

δD = − i

2
ǭγµDµλ− i

2
Dµλ̄γ

µǫ+
i

2
[ǭλ, σ] +

i

2
[λ̄ǫ, σ] +

1

2
[ǭγ3λ, η] +

1

2
[λ̄γ3ǫ, η]

− i

2
(Dµǭγ

µλ+ λ̄γµDµǫ)

(2.4)

where F12 =
1
2
Fµνε

µν . For constant ǫ, ǭ they are the dimensional reduction of the 3d N = 2

superalgebra with η being the transverse component A3.

Imposing the Killing spinor equation:

Dµǫ = γµǫ̃ , Dµǭ = γµ˜̄ǫ (2.5)

for some spinors ǫ̃, ˜̄ǫ, one can compute the following commutators:

[δǫ, δǭ]Aµ = (LAξ A)µ +DµΛ

[δǫ, δǭ]σ = LAξ σ + i[Λ, σ] + ρ σ + 2β η

[δǫ, δǭ]η = LAξ η + i[Λ, η] + ρ η − 2β σ

[δǫ, δǭ]λ = LAξ λ + i[Λ, λ] +
3

2
ρλ− iαλ+ iβγ3λ

[δǫ, δǭ]λ̄ = LAξ λ̄ + i[Λ, λ̄] +
3

2
ρλ̄ + iαλ̄+ iβγ3λ̄

[δǫ, δǭ]D = LAξ D + i[Λ, D] + 2ρD

+ (ǭDµD
µǫ−DµD

µǭǫ)σ − i(ǭγ3DµD
µǫ−DµD

µǭγ3ǫ)η

(2.6)

6



where we have split δ = δǫ + δǭ and the parameters are defined as:

ξµ = iǭγµǫ Λ = ǭǫ σ − iǭγ3ǫ η

α = −1

4
(Dµǭγ

µǫ− ǭγµDµǫ) ρ =
i

2
(Dµǭγ

µǫ+ ǭγµDµǫ) =
1

2
Dµξ

µ

β =
1

4
(Dµǭγ3γ

µǫ− ǭγ3γ
µDµǫ) .

(2.7)

The operator LAξ is the gauge-covariant Lie derivative along the vector field ξµ, acting on

scalars, spinors and connection 1-forms as2

LAξ σ = ξµ(∂µ − iAµ) σ

LAξ λ = ξµ(∇µ − iAµ) λ+
1

4
(∇µξν)γ

µνλ

LAξ A = LξA− dA(ιξA) = ξρFρµ dx
µ

(2.8)

respectively. The algebra (2.6) implies that the commutator [δǫ, δǭ] is a translation by ξµ,

a gauge transformation by Λ, a dilation by ρ, a vector-like R-rotation by α and an axial

R-rotation by β. The algebra closes when the second line in the variation of D vanishes,

which is achieved by imposing on the Killing spinors the extra conditions:

DµD
µǫ = hǫ , DµD

µǭ = hǭ (2.9)

with the same function h. We will see that on S2 this is automatically satisfied by the Killing

spinors. The remaining commutators are

[δǫ1 , δǫ2] = [δǭ1 , δǭ2] = 0 . (2.10)

The commutators (2.6) and (2.10) describe the superconformal algebra osp(2|2,C). In

particular the dimensions of the fields (Aµ, σ̂, λ, λ̄, D) in the vector multiplet are (1, 1, 3
2
, 3
2
, 2)

respectively, the charges under the vector-like R-symmetry are (0, 0,−1, 1, 0) and those under

the axial R-symmetry are (0,−1, 1, 1, 0).

The chiral multiplet Φ includes a complex scalar φ, a Dirac spinor ψ and a complex

auxiliary scalar F , all in some representation RΦ of the gauge group G. The supersymmetry

2The Lie derivative on spinors has been constructed in [28] and, although not manifestly, it is independent
of the metric. Aµ acts in the correct gauge representation, and dA = d− iA.
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variations of a chiral multiplet of vector-like R-charge q are:

δφ = ǭψ

δφ̄ = ψ̄ǫ

δψ = iγµǫDµφ+ iǫ σφ+ γ3ǫ ηφ+
iq

2
γµDµǫ φ+ ǭF

δψ̄ = iγµǭ Dµφ̄+ iǭ φ̄σ − γ3ǭ φ̄η +
iq

2
γµDµǭ φ̄+ ǫF̄

δF = ǫ
(
iγµDµψ − iσψ + γ3ηψ − iλφ

)
+
iq

2
Dµǫγ

µψ

δF̄ = ǭ
(
iγµDµψ̄ − iψ̄σ − γ3ψ̄η + iφ̄λ̄

)
+
iq

2
Dµǭγ

µψ̄ .

(2.11)

Indeed imposing the Killing spinor equations one finds the commutators:

[δǫ, δǭ]φ = LAξ φ+ iΛφ+
q

2
ρφ+ iqαφ

[δǫ, δǭ]φ̄ = LAξ φ̄− iφ̄Λ +
q

2
ρφ̄− iqαφ̄

[δǫ, δǭ]ψ = LAξ ψ + iΛψ +
q + 1

2
ρψ + i(q − 1)αψ + iβγ3ψ

[δǫ, δǭ]ψ̄ = LAξ ψ̄ − iψ̄Λ +
q + 1

2
ρψ̄ − i(q − 1)αψ̄ − iβγ3ψ̄

[δǫ, δǭ]F = LAξ F + iΛF +
q + 2

2
ρF + i(q − 2)αF

[δǫ, δǭ]F̄ = LAξ F̄ − iF̄Λ +
q + 2

2
ρF̄ − i(q − 2)αF̄ .

(2.12)

In particular the dimensions of the fields (φ, φ̄, ψ, ψ̄, F, F̄ ) are ( q
2
, q
2
, q+1

2
, q+1

2
, q+2

2
, q+2

2
) respec-

tively, the charges under the vector-like R-symmetry are (q,−q, q− 1, 1− q, q− 2, 2− q) and

those under the axial R-symmetry are (0, 0, 1,−1, 0, 0).

The remaining commutators are

[δǫ1 , δǫ2] = [δǭ1 , δǭ2] = 0 . (2.13)

The only exceptions are [δǫ1, δǫ2]F = 2q ǫ[1D
µDµǫ2]φ and [δǭ1 , δǭ2]F̄ = 2q ǭ[1D

µDµǭ2]φ̄: they

vanish when the extra condition (2.9) is imposed on the Killing spinors.

It follows from (2.11) that if F is the F-term of a neutral chiral multiplet of R-charge

q = 2, then

δF = Dµ(iǫγ
µψ) , δF̄ = Dµ(iǭγ

µψ̄) (2.14)

are total derivatives. Such terms are superpotentials, and indeed their superconformal vari-
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ations vanish up to total derivatives.

2.1 Supersymmetry on S2

On the sphere S2 the Euclidean global conformal group is SO(3, 1) as on flat space, however

it is realized differently than in the latter case (similar observations have been made in four

[3] and three [5] dimensions): the maximal compact subgroup SO(3) acts as rotations of S2.

There are four complex Killing spinors on S2 (that we review in appendix B). A basis

can be chosen such that two of them, that we call “positive”, satisfy

Dµǫ =
i

2r
γµǫ (2.15)

where r is the radius of the sphere, while two that we call “negative” satisfy Dµǫ = − i
2r
γµǫ.

None of them is chiral. If we restrict the supersymmetry variations to positive Killing spinors

ǫ and ǭ (negative spinors would give the same result), one verifies that

ρ = 0 , α =
i

2r
ǭǫ , β = 0 . (2.16)

In particular the algebra does not contain dilations nor axial R-rotations. In fact the su-

peralgebra is osp∗(2|2) ∼= su(2|1), embedded as a real form into osp(2|2,C).3 Its bosonic

subalgebra is su(2) ⊕ u(1)R, where the first factor are isometries of S2 and the second is

the vector-like R-symmetry. We call such superalgebra the N = (2, 2) Euclidean super-

symmetry on S2. Notice that the R-symmetry is part of the algebra, rather than an outer

automorphism of it.

It turns out that a two-dimensional theory – not necessarily conformal – that on flat space

has N = (2, 2) supersymmetry with a U(1)R vector-like R-symmetry, can be placed on S2

preserving the OSp∗(2|2) supersymmetry (a systematic method to do so has been developed

in [20]). In doing so one has the freedom to choose the R-charges q in (2.11) (in a way which

is compatible with superpotential interactions) and this results in different theories on S2. If

the theory on flat space is actually superconformal, then the R-charge of a chiral multiplet

of dimension ∆ is q = 2∆. For such choice of q in (2.11), the supergroup OSp∗(2|2) on S2

enhances to the full superconformal group.

At this point we introduce coordinates (θ, ϕ) on S2 with metric:

ds2 = r2(dθ2 + sin2 θ dϕ2) . (2.17)

3The embedding is non-chiral, as non-chiral are the positive Killing spinors.
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We choose a vielbein e1 = r dθ, e2 = r sin θ dϕ.

2.2 Supersymmetric actions on S2

Let us specialize the supersymmetry variations to positive Killing spinors Dµǫ = i
2r
γµǫ,

Dµǭ =
i
2r
γµǭ on S

2:

δAµ = − i

2
(ǭγµλ− λ̄γµǫ) δσ =

1

2
(ǭλ− λ̄ǫ) δη = − i

2
(ǭγ3λ− λ̄γ3ǫ)

δλ = iγ3ǫ
(
F12 −

η

r
+ i[σ, η]

)
− ǫ
(
D +

σ

r

)
+ iD/ σǫ− γ3D/ ηǫ

δλ̄ = iγ3ǭ
(
F12 −

η

r
− i[σ, η]

)
+ ǭ
(
D +

σ

r

)
− iD/ σǭ− γ3D/ ηǭ

δD = − i

2
ǭγµDµλ− i

2
Dµλ̄γ

µǫ+
i

2
[ǭλ, σ] +

i

2
[λ̄ǫ, σ] +

1

2
[ǭγ3λ, η] +

1

2
[λ̄γ3ǫ, η]−

1

2r
(ǭλ− λ̄ǫ)

(2.18)

and

δφ = ǭψ δφ̄ = ψ̄ǫ

δψ =
(
iD/ φ+ iσφ + γ3ηφ− q

2r
φ
)
ǫ+ ǭF δψ̄ =

(
iD/ φ̄+ iφ̄σ − γ3φ̄η −

q

2r
φ̄
)
ǭ+ ǫF̄

δF = ǫ
(
iD/ψ − iσψ + γ3ηψ +

q

2r
ψ − iλφ

)
δF̄ = ǭ

(
iD/ ψ̄ − iψ̄σ − γ3ψ̄η +

q

2r
ψ̄ + iφ̄λ̄

)
.

(2.19)

Supersymmetric Lagrangians on S2 can be constructed by adding suitable r−1 and r−2 terms

to the flat space Lagrangians, either working order by order (as in [3, 4, 5, 6]) or by applying

the method of [20].

The Yang-Mills (YM) action is SYM =
∫
d2x 1

g2
LYM with

LYM = Tr

{
1

2

(
F12 −

η

r

)2
+

1

2

(
D +

σ

r

)2
+

1

2
DµσD

µσ +
1

2
DµηD

µη − 1

2
[σ, η]2

+
i

2
λ̄γµDµλ+

i

2
λ̄[σ, λ] +

1

2
λ̄γ3[η, λ]

}
. (2.20)

Notice that the bosonic part is a sum of squares and therefore positive definite.4 The usual

flat space YM Lagrangian is recovered in the r → ∞ limit, and it is invariant under SUSY

4The Lorentzian YM Lagrangian has bosonic part:

L ∼ −1

4
(Fµν )

2 +
1

2
D2 − 1

2
(Dµσ)

2 − 1

2
(Dµη)

2 + . . . .

In the Wick rotation x0 = −ix2, that implies d2x = id2xE and ∂0 = i∂2, one also redefines some fields:
A0 = iA2, so that F01 = −iF12 and D = −iDE, so that the θ+θ̄− component of the twisted chiral superfield
Σ is D − iF01 = −i(DE − iF12) and remains complex. This also introduces an unusual i in (2.27).
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transformations with ∂µǫ = ∂µǭ = 0. In fact the action (2.20) is even exact:

δǫδǭ

∫
d2x Tr

(1
2
λ̄λ− 2Dσ − 1

r
σ2
)
= ǭǫ

∫
d2xLYM . (2.21)

Since the integrand on the left-hand-side is a neutral scalar invariant under rotations of S2,

δǫδǭ can be commuted and the formula above is valid with δǭδǫ as well.

Given an Abelian gauge multiplet, we can add a Fayet-Iliopoulos (FI) Lagrangian LFI .
Since δF12 = Dµ(ε

µνδAν) and δD = − i
2
Dµ(ǭγ

µλ + λ̄γµǫ) are total derivatives, the FI La-

grangian

LFI = −iξD + i
θ

2π
F12 (2.22)

gives a supersymmetric action on S2 without further 1
r
corrections. The reason is that the FI

action in two dimensions is superconformal, and the only corrections on S2 for superconformal

theories are the conformal couplings of scalars to curvature.

In fact the FI term is a special case of a twisted superpotential. This is obtained by

rewriting the vector multiplet V in terms of a twisted chiral multiplet Σ, whose components

are (σ + iη, λ, λ̄, D − iF12) transforming in the adjoint representation, and considering a

holomorphic function W̃ (Σ). A twisted superpotential interaction can be put supersymmet-

rically on S2 for any gauge-invariant choice of W̃ . In the simplest case of a single Abelian

vector multiplet, the Lagrangian is:

LW̃ = iW̃ ′
(
D − iF12 +

σ + iη

r

)
− i

2
W̃ ′′ λ̄(1 + γ3)λ− i

r
W̃ , (2.23)

where W̃ (σ+ iη) is a holomorphic function of (σ+ iη). Its twisted antichiral counterpart is:

LW̃ = iW̃ ∗′
(
D + iF12 +

σ − iη

r

)
− i

2
W̃ ∗′′ λ̄(1− γ3)λ− i

r
W̃ ∗ , (2.24)

where W̃ ∗(σ − iη) is a holomorphic function of (σ − iη), which need not be the complex

conjugate of W̃ . On the other hand, actions that would be real in Lorentzian signature are

obtained by taking W̃ ∗(z̄) as the complex conjugate of W̃ (z).

For instance, the FI Lagrangian (2.22) follows from the twisted superpotential W̃ (z) =
1
2

(
− ξ + i θ

2π

)
z. Another example is W̃ = L

4
z2, which gives the Lagrangian:

LCS = iLTr
(
F12η +Dσ − 1

2
λ̄λ+

σ2

2r
− η2

2r

)
(2.25)

where the length scale L has been included for dimensional reasons. The flat space limit of

11



(2.25) can be obtained from the 3d Chern-Simons action on R
2 × S1, by sending the radius

of the circle R → 0 and the CS level k → ∞ while keeping kR = L fixed [29]. A related

Lagrangian is obtained with W̃ = i L̃
4
z2:

L = iL̃Tr
(
F12σ −Dη − i

2
λ̄γ3λ− ση

r

)
(2.26)

which does does not follow from three dimensions.

The kinetic Lagrangian on S2 for a matter chiral multiplet of R-charge q is:

Lmat = Dµφ̄D
µφ+ φ̄σ2φ+ φ̄η2φ+ iφ̄Dφ+ F̄F +

iq

r
φ̄σφ+

q(2− q)

4r2
φ̄φ

− iψ̄γµDµψ + iψ̄σψ − ψ̄γ3ηψ + iψ̄λφ− iφ̄λ̄ψ − q

2r
ψ̄ψ . (2.27)

Notice that for q = 0 there are no corrections to the flat space Lagrangian, which is classically

superconformal. In fact the matter action is even exact:

δǫδǭ

∫
d2x

(
ψ̄ψ − 2iφ̄σφ+

q − 1

r
φ̄φ
)
= ǭǫ

∫
d2xLmat . (2.28)

The same formula is valid with δǭδǫ. The Lagrangian Lmat depends holomorphically on the

combination σ+ iq/2r, once one fixes D+ σ/r = 0 which is the supersymmetry condition in

(3.11). Such on-shell constraint can be imposed only on background fields. This means that

the effect on the path integral of shifting the R-charges proportionally to some flavor global

charge can be obtained by giving an imaginary part to the twisted mass σext associated to

that flavor global symmetry (compare with (3.37)).

We can add superpotential interactions:

LW = F (q = 2, neutral) , LW = F̄ (q = 2, neutral) , (2.29)

where F, F̄ are the F-terms of a neutral chiral multiplet of charge q = 2. Since we have

δF = Dµ(iǫγ
µψ) and δF̄ = Dµ(iǭγ

µψ̄), the action is supersymmetric. In more conventional

terms the interaction is defined by the superpotential W (Φi), a holomorphic function of

chiral multiplets, and the Lagrangian on S2 is:

LW =
∑

j

∂W

∂φj
Fj −

∑

j,k

1

2

∂2W

∂φj∂φk
ψjψk . (2.30)

Its supersymmetry variation is a total derivative whenever W (Φi) is neutral and quasi-
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homogeneous of degree 2, assigning degree qi to Φi.

Finally, if the theory has a global flavor symmetry Gglobal, we can introduce an exter-

nal non-dynamical vector multiplet V ext coupled in a gauge-invariant way to the conserved

current.5 Additional mass terms, called twisted masses, are obtained in flat space by giving

VEV to σext, ηext in the external vector multiplet. Supersymmetry on S2 relates Dext, F ext
12

to σext, ηext as in (3.11) and it requires all four terms to mutually commute. Therefore, up

to flavor rotations, twisted masses take values in the complexified Cartan subalgebra of the

global symmetry group Gglobal. Notice also that F ext
12 should be quantized if we associate it

to the background connection of a compact symmetry.

3 The S2 partition function:

localization on the Coulomb branch

We would like to compute the path integral:

ZS2 =

∫
Dϕ e−S[ϕ] , (3.1)

where ϕ are all fields in the Lagrangian, for a theory of vector and chiral multiplets with

Lagrangian made of the pieces we discussed: (2.20) to (2.30) plus twisted masses. We adopt

the localization technique [1] along the lines of [3, 4, 5].

We choose a (commuting) positive Killing spinor ǫ+ on S2 (see appendix B) normalized as

ǫ†+ǫ+ = 1. It defines a Killing vector vµ (in particular Dµvµ = 0), its dual vector wµ = εµνvν

and a scalar function s = r
2
Dµw

µ:

vµ = ǫ†+γµǫ+ , wµ = −iǫ†+γ3γµǫ+ , s = ǫ†+γ3ǫ+ , (3.2)

and we have ǫT+Cǫ+ = 0. The Killing vector vµ vanishes at two antipodal points that we call

north and south pole. In terms of a polar coordinate θ on S2 such that θ = 0 (θ = π) at the

north (south) pole, s = cos θ and the vector fields in vielbein basis are va = (0, sin θ) and

wa = (sin θ, 0).

Then we construct the supercharges Q,Q† corresponding to ǫ+. To do that, first we

5At linear order the vector multiplet couples to the current with minimal coupling, but in general gauge
invariance might require the addition of seagull terms.
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extract the supercharges6 Qα, Q
†
α from the commuting operator δ:

δ = δǫ + δǭ = ǫαQα + ǭαQ†
α (3.3)

where ǫ, ǭ are anticommuting. Then we construct

Q ≡ ǫα+Qα , Q† ≡ ǫc α+ Q†
α (3.4)

where now ǫ+ is commuting and ǫc+ = Cǫ∗+ is its charge conjugate. In the same way we can

transform barred spinors to their charge conjugate: λ̄ = C(λ†)T, recalling that λ† is not the

Hermitian conjugate of λ, etc. . . We will use the two notations interchangeably. Now Q,Q†

are anticommuting (their explicit expression is given in appendix C) and in particular – up

to a gauge transformation Λ – form the su(1|1) superalgebra

{Q,Q†} =M +
R

2
+ iΛ , Q2 = Q† 2 = 0 (3.5)

where M is the angular momentum that generates translations along vµ and R is the R-

charge. Finally, we construct the supercharge Q = Q+Q† so that:

Q2 =M +
R

2
+ iΛ , Λ = −σ + is η , (3.6)

and the explicit expression for the gauge transformation is computed in appendix C.

We perform localization with respect to the supercharge Q. By the usual localization

argument, as long as the action is Q-closed (which is the case if it is supersymmetric) the

expectation value of Q-closed operators is unaffected by a deformation of the path integrand

by Q-exact terms. Moreover the path integral is dominated by the fixed points of Q and the

small quadratic fluctuations around them (through a one-loop determinant). The second

statement follows from the first one, as we now review. We can deform the action by the

exact term S0 → S0 + tδS, where δS =
∫
(LYM + Lψ) and

LYM = TrQ (Qλ)λ+ λ†(Qλ†)
4

, Lψ = Q (Qψ)ψ + ψ†(Qψ†)

2
. (3.7)

Here is a formal conjugation that acts as † on c-numbers and exchanges λ, φ, ψ, F with

λ†, φ†, ψ†, F †. As the name suggests, LYM is the same as in (2.20) up to total derivatives.

6Recall that Q†
α is not the Hermitian conjugate of Qα.
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The bosonic parts of these actions are

LYM
∣∣
bos

=
1

4
Tr
(
|Qλ|2 + |Qλ†|2

)
, Lψ

∣∣
bos

=
1

2

(
|Qψ|2 + |Qψ†|2

)
, (3.8)

which are formally positive definite and vanish on the fixed points of Q. In the t→ ∞ limit

only BPS configurations with LYM = Lψ = 0 contribute to the path integral: Z equals a sum

(or integral) over the BPS solutions, of the Gaussian path integral of the truncated quadratic

action around them. The Gaussian path integral gives the on-shell action times a one-loop

determinant. Since δS vanishes on-shell, only S0 contributes to the on-shell action; on the

contrary when t → ∞, S0 is irrelevant with respect to tδS in determining the spectrum of

fluctuations around a saddle point. The result is independent of t, as it should.

The localization argument immediately tells us that the partition function ZS2 will not

depend on the YM coupling g, since LYM in (2.20) is exact, nor on the superpotential

Lagrangian LW , since

LW =

∫
F (q = 2, neutral) =

∫
Q
(
ǫT+Cψ

)
(3.9)

is exact (it does depend on the constraints that W imposes on the R-charges); ZS2 will

depend on twisted masses and the twisted superpotential W̃ .

Let us study the BPS configurations. The form (3.8) assures that the saddle points of

δS coincide with its zeros, that is with the BPS configurations.7 For the gauge multiplet we

have, up to total derivatives:

LYM
∣∣
bos

= Tr
{1
2

(
F12 −

η

r

)2
+

1

2

(
D +

σ

r

)2
+

1

2
(Dµσ)

2 +
1

2
(Dµη)

2 − 1

2
[σ, η]2

}
. (3.10)

The BPS equations 0 = Qλ = Qλ† are

0 = F12 −
η

r
= D +

σ

r
= Dµσ = Dµη = [σ, η] . (3.11)

They imply that σ and η can be simultaneously diagonalized, then F12 and D are fixed

in terms of them; due to diagonalization, σ and η are not charged under the background,

therefore they are simply constant on S2. The gauge flux

1

2π

∫
F =

1

2π

∫
F12 e

1 ∧ e2 = 2r2F12 (3.12)

7 For a fermion λ, Qλ = 0 coincides with |Qλ|2 ≡ (Qλ)Qλ = 0 only if we impose on fields the same
reality conditions used to define , like D† = D, σ† = σ, etc. . . If we relaxed the reality conditions, the BPS
equations would have many more solutions.
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is quantized:

F12 =
m

2r2
, η =

m

2r
, (3.13)

where m belongs to a maximal torus of the gauge algebra and is GNO quantized [30], meaning

that for any representation R and weight ρ ∈ R, ρ(m) ∈ Z. The set of BPS configurations

is therefore parametrized by a continuous variable σ and the discrete fluxes m of F12. Recall

that at this stage σ and F12 represent dynamical as well as external fields.

For the chiral multiplet we find, up to total derivatives:

Lψ
∣∣
bos

= |Dµφ|2 + i
1− q

r
vµ φ†Dµφ+ φ†

(
σ2 + η2 +

q2

4r2

)
φ+ |F |2

+ s
(2− q

r
φ†ηφ− φ†F12φ

)
+ wµ φ†Dµηφ . (3.14)

In this case it is easier to study the BPS equations 0 = Qψ = Qψ† directly:

0 = − sin θ
2
(2D+φ+ F ) + cos θ

2
(iσ + η − q

2r
)φ

0 = + cos θ
2
(2D−φ+ F ) + sin θ

2
(iσ − η − q

2r
)φ

0 = − sin θ
2
(2D−φ

† − F †) + cos θ
2
φ†(iσ + η − q

2r
)

0 = + cos θ
2
(2D+φ

† − F †) + sin θ
2
φ†(iσ − η − q

2r
)

(3.15)

where D± = (D1 ∓ iD2)/2. For generic q (we will study the case q = 0 in section 4) and

assuming that the bosonic fields in the vector multiplet are real, the solutions are:

0 = φ = φ̄ = F = F̄ . (3.16)

To be precise, solving the BPS equations (3.15) algebraically one finds another branch with

0 = F = σφ and

2 cos θ
2
D−φ = sin θ

2

(
η + q

2r

)
φ , 2 sin θ

2
D+φ = cos θ

2

(
η − q

2r

)
φ . (3.17)

We combine them with the gauge BPS equations Dµη = 0 and F12 = η/r, whose potential

is Aϕ = −r cos θ η. Away from the poles at θ = 0, π they imply ∂ϕφ = −i q
2
φ as well as

∂θφ = r(sin θ)−1(η − q
2r
cos θ)φ. They can be integrated: φ = C

(
tan θ

2

)rη
(sin θ)−q/2e−iqϕ/2,

however this solution is smooth only for C = 0. Even the point-like vortex solutions that we

will discuss in section 4 are not present here due to DµF12 = 0.

Next we need the one-loop determinant of quadratic fluctuations around the BPS con-

figurations. Instead of using the localizing Lagrangian Lψ in (3.7), we prefer to use directly
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LYM (2.20) and Lmat (2.27) which are Q-exact: they vanish and are extremized on the BPS

configurations. They have the advantage of being invariant under SO(3) rotations of S2,

therefore the computation simplifies. We will recompute the one-loop determinants from

LYM + Lψ using an index theorem in section 3.4.

3.1 The vector multiplet

We compute the one-loop determinant of quadratic fluctuations of the YM action (2.20), to

which we will soon have to add gauge-fixing terms, around the saddle points:

0 = Dµσ = Dµη = [σ, η] , F12 =
η

r
=

m

2r2
, D = −σ

r
. (3.18)

Let us start with the bosonic part of S = t
∫
LYM . We separate all fields in a background

part and a fluctuation part, as ϕ = ϕ0 +
1√
t
ϕ̃, and expand. Only terms quadratic in the

fluctuations appear in the t → +∞ limit. We also need to fix the gauge. On a background

the gauge-fixing action is:

Lg-f = −c̄
(
DµDµc− iDµ[Ãµ, c]

)
− 1

2ξ
(DµÃµ)

2 , (3.19)

where c, c̄ are anticommuting complex scalar ghost fields in the adjoint representation, ξ

is the gauge-fixing parameter8 in Rξ-gauge which can be chosen at will, and all covariant

derivatives are on the background A
(0)
µ . Keeping only terms up to quadratic order in the

fluctuations, we get:

L =
1

2

(
F̃12 −

η̃

r

)2
+

1

2

(
D̃ +

σ̃

r

)2
+

1

2

(
Dµσ̃ − i[Ãµ, σ0]

)2
+

1

2

(
Dµη̃ − i[Ãµ, η0])

2

− 1

2

(
[σ̃, η0] + [σ0, η̃]

)2 − c̄DµDµc−
1

2ξ
(DµÃµ)

2 .

We can immediately integrate over D̃, whose one-loop determinant is 1.

The determinant for the remaining fields is computed in appendix D. It turns out to be

a product over the roots α of the gauge group G. When α(m) 6= 0 one finds, up to factors

that are independent of the background σ,m that we reabsorb in the normalization:

DetOc√
DetOgauge

∣∣∣
α
=

∞∏

k=
|α(m)|

2

1
(
k + irα(σ)

)2k−1(
k + 1 + irα(σ)

)2k+3
, (3.20)

8The parameter ξ used in this subsection and in appendix D should not be confused with the FI parameter
ξ used in the rest of the paper.
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where Oc and Ogauge are the kinetic operators for ghosts and for (Ãµ, σ̃, η̃) respectively.

When α(m) = 0 there are zero-modes (see appendix D for details): after removing the zero

eigenvalues one is left with

Det′Oc√
Det′ Ogauge

∣∣∣
α
=

1

|α(σ)|
∞∏

k=0

1
(
k + irα(σ)

)2k−1(
k + 1 + irα(σ)

)2k+3
. (3.21)

The zero-modes correspond to those of the background scalar σ, and span the subalgebra

{α(m) = 0} which is left unbroken by the flux m. To integrate over them, we integrate over

a Cartan subalgebra and use a Vandermonde determinant for the unbroken symmetry:

∫
zero-modes =

1

|Wm|

∫ ( rank(G)∏

n=1

dσn

) ∏

α(m)=0

|α(σ)| (3.22)

where |Wm| is the order of the Weyl group of the subalgebra {α(m) = 0}. Notice that the

Vandermonde measure cancels against the extra factor in the one-loop determinant (3.21).

Let us now consider the fermions λ, λ̄. The quadratic expansion of the fermionic part of

the YM action (2.20) around the background is:

L =
i

2
λ̄γµDµλ+

i

2
λ̄[σ0, λ] +

1

2
λ̄γ3[η0, λ] .

The one-loop determinant is computed in appendix D. As before the final result is a product

over the roots of G:

DetOλ =
∏

α∈G

∞∏

k=
|α(m)|

2

(
k + irα(σ)

)2k(
k + 1 + irα(σ)

)2k+2
. (3.23)

The one-loop determinant for the gauge multiplet is the product of (3.20) and (3.23),

neglecting the possible extra factor that cancels against the Vandermonde determinant. After

many cancelations, the final result is:

Zgauge =
∏

α∈G

( |α(m)|
2

+ irα(σ)
)
=
∏

α>0

(α(m)2

4
+ r2α(σ)2

)
. (3.24)

3.2 The chiral multiplet

Now we consider the one-loop determinant of quadratic fluctuations of the matter Lagrangian

Lmat (2.27) around the saddle points: 0 = φ = φ̄ = F = F̄ . The quadratic expansion of the
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bosonic part around the background is:

L = φ̄
(
−DµDµ + σ2 + η2 + iD +

iqσ

r
+
q(2− q)

4r2

)
φ+ F̄F .

The auxiliary fields F, F̄ give 1. The scalar φ in representation RΦ is decomposed along the

weights ρ ∈ RΦ, and in spin spherical harmonics Y s
j,j3

with effective spin s = −1
2
ρ(m). For

each mode the eigenvalue is

Oφ =
1

r2

(
j +

q

2
− irρ(σ)

)(
j + 1− q

2
+ irρ(σ)

)
. (3.25)

Taking the product over ρ ∈ RΦ, j ≥ |s| and |j3| ≤ j, the determinant is:

DetOφ =
∏

ρ∈RΦ

∞∏

j= |ρ(m)|
2

(
j +

q

2
− irρ(σ)

)2j+1(
j + 1− q

2
+ irρ(σ)

)2j+1

. (3.26)

The fermionic part of the matter action (2.27) expanded at second order around the

background is:

L = ψ̄
(
− iγµDµ + iσ − γ3η −

q

2r

)
ψ .

The one-loop determinant is computed in appendix D:

DetOψ =
∏

ρ∈RΦ

∞∏

k=
|ρ(m)|

2

(−1)⌊ρ(m)⌋
(
k +

q

2
− irρ(σ)

)2k(
k + 1− q

2
+ irρ(σ)

)2k+2

, (3.27)

where we defined the function ⌊x⌋ = |x|+x
2

,9 which equals x for x ≥ 0 and vanishes for x ≤ 0.

The one-loop determinant for the chiral multiplet is then given by the ratio

Zmatter =
DetOψ

DetOφ

=
∏

ρ∈RΦ

(−1)⌊ρ(m)⌋
∞∏

k=0

k + |ρ(m)|
2

+ 1− q
2
+ irρ(σ)

k + |ρ(m)|
2

+ q
2
− irρ(σ)

=
∏

ρ∈RΦ

∞∏

k=0

k − ρ(m)
2

+ 1− q
2
+ irρ(σ)

k − ρ(m)
2

+ q
2
− irρ(σ)

(3.28)

due to many cancelations. For ρ(m) ≤ 0 the last equality is trivial; for ρ(m) ≥ 0 the product

in the second line on 0 ≤ k ≤ ρ(m) − 1 equals (−1)ρ(m), while the product on k ≥ ρ(m)

equals the product in the first line.

The expression in (3.28) is useful to exhibit zeros and poles of the matter one-loop

9This function should not be confused with the integer part, sometimes denoted by the same symbol.
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determinant, but does not converge and requires regularization. We choose zeta-function

regularization. Consider the Hurwitz zeta function ζ(z; q) =
∑∞

n=0(q + n)−z, which is abso-

lutely convergent for Re z > 1 and Re q > 0. For each q, it extends by analytic continuation

to a meromorphic function of z 6= 1, with a simple pole at z = 1. In the region of absolute

convergence we have ∂
∂z
ζ(z; q) = −∑∞

n=0
log(q+n)
(q+n)z

, therefore we can define the regularized

sum:

“

∞∑

n=0

log(q + n) ” ≡ − ∂

∂z
ζ(z; q)

∣∣∣
z=0

. (3.29)

We can take the exponential and make use of log Γ(q) = ∂
∂z
ζ(z; q)

∣∣
z=0

+log
√
2π [31] (a short

proof is in [32]) to write:

“

∞∏

n=0

(q + n) ” ≡
√
2π

Γ(q)
. (3.30)

The regularized matter determinant is then:

Zmatter =
∏

ρ∈RΦ

Γ
(
q
2
− irρ(σ)− ρ(m)

2

)

Γ
(
1− q

2
+ irρ(σ)− ρ(m)

2

) . (3.31)

3.3 Matrix integral for ZS2

The last step is to work out the on-shell value of the classical action on the BPS configura-

tions. Exact terms do not contribute because they vanish there.

For each Abelian factor we can include a FI term. For instance, for a single U(1) factor:

LFI = iTr
(
− ξD +

θ

2π
F12

)
, Sclass

FI = 4πiξ Tr(rσ) + iθTrm . (3.32)

Since Trm ∈ Z, we see that θ ∈ 2πZ is equivalent to θ = 0. More generally, we can include

a twisted superpotential W̃ (z) as in (2.23) and (2.24). Its value on-shell is

Sclass
W̃

= −8πirRe W̃
(
σ + i

m

2r

)
. (3.33)

Let us finally write down the S2 partition function. We have a sum over fluxes m and an

integral over the gauge group Cartan weights σ. Since r appears only in front of σ, we can

rescale rσ → σ and discard r (the dependence on r is also independent of m).

If we sum over inequivalent fluxes m (for instance for U(N) that would mean over ordered

integers), then the symmetry factor is 1
|Wm| in terms of the order |Wm| of the Weyl group of

the unbroken gauge group. Equivalently, we can sum over all fluxes m (for U(N) that means

over all integer sequences) and divide by |W|, the order of the Weyl group of G.
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If the theory has some non-R global symmetry Gglobal, let us consider its Cartan subalge-

bra. We can associate to the global symmetry a background vector multiplet, or equivalently

its superfield strength, which is a twisted chiral multiplet. For each Cartan generator we

can turn on the lowest component of the background twisted chiral multiplet Ma, which is a

complex twisted mass m̃a. Analogously to the lowest component 1
r
(σ+ im

2
) of the dynamical

superfield strength Σ, the twisted mass m̃a =
1
r
(τa + ina

2
) has a continuous real part τa and

a quantized imaginary part, related to the integer flux na for the global symmetry.10

Let fa[Φ] and R[Φ] be the non-R-charges and the R-charge of a chiral multiplet Φ. Then

the localized partition function is:

ZS2 =
1

|W|
∑

m

∫ (∏

j

dσj
2π

)
Zclass(σ,m)Zgauge(σ,m)

∏

Φ

ZΦ(σ,m; τ, n) (3.34)

where the one-loop determinants are:

Zgauge =
∏

α∈G

( |α(m)|
2

+ iα(σ)
)
=
∏

α>0

(α(m)2

4
+ α(σ)2

)

ZΦ =
∏

ρ∈RΦ

Γ
(R[Φ]

2
− iρ(σ)− ifa[Φ]τa −

ρ(m) + fa[Φ]na
2

)

Γ
(
1− R[Φ]

2
+ iρ(σ) + ifa[Φ]τa −

ρ(m) + fa[Φ]na
2

)
(3.35)

and the classical piece, for a FI term and a more general twisted superpotential, is:

Zclass = e−4πiξTrσ−iθTrm exp
{
8πirRe W̃

(
σ
r
+ i m

2r

)}
. (3.36)

Note that mixing the R-symmetry with global Abelian non-R-symmetries amounts to giving

an imaginary part to τa, like in [5]:

τa → τa +
i

2
ca ⇐⇒ R → R +

∑

a

caF
a . (3.37)

The factor of 1/2 in the mixing, compared to 1 in the S3 case [5], has to do with the

different relation between the superconformal R and the dilation operator. Analyticity in

the combination τa + ica/2 was already observed in the matter Lagrangian Lmat (2.27).

The integrals in (3.34) are along R when all R-charges satisfy R[Φ] > 0, in which case

the one-loop determinants ZΦ(σ) have no poles along the real axis. When some R-charges

are zero or negative the integral is defined by analytic continuation, that is the contour has

10σ and τa have already been rescaled by r to make them dimensionless.
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to be deformed to keep the poles on the same side as they were in the former case.

3.4 One-loop determinants via index theorem

In section 4 we will need the one-loop determinants around non-constant configurations, and

in such case our previous computation is not valid. We then recompute the determinants –

this time taking as localizing action δS = t
∫
(LYM +Lψ) the square of the BPS equations –

using an index theorem. Precisely, we use the Atiyah-Singer index theorem for transversally

elliptic operators [33]. The method has been exploited in [3, 12] to perform localization on

S4, and lots of details are contained therein.

Let us repeat the discussion in [3, 12]. The supersymmetry transformations generated

by Q can be brought to a cohomological form by splitting the fields in four groups ϕe,o, ϕ̂e,o

– where the subscript refers to even or odd statistics – and writing

Qϕe,o = ϕ̂o,e , Q ϕ̂o,e = Rϕe,o (3.38)

so that (ϕe, ϕ̂o) and (ϕo, ϕ̂e) form multiplets. Here R is the action of U(1)M+R
2
×G, where

U(1)M+R
2
is a rotation of S2 around the poles combined with an R-symmetry rotation and

G is the gauge group. Therefore Q acts as a cohomological equivariant operator because

Q2 ϕe,o = Rϕe,o (3.39)

to be compared with (3.6), and Q2 is nilpotent on R-invariant field configurations. Since

the Q-exact deformation term, that we can write as δS = QP for some R-invariant P ,

is invariant under Q and fields are paired as in (3.38), many cancelations take place and

eventually the one-loop determinant reads [3]:

detcokerDoe Ro

detkerDoe Re
,

where Doe is the differential operator from the space of ϕe to the space of ϕo obtained by

expanding P at quadratic order around a saddle point and picking the term ϕoDoeϕe. Hence

the one-loop determinant equals the product of weights of the group action of R = Q2. The

weights can be extracted from the equivariant index:

indDoe = trkerDoe e
R − trcokerDoe e

R . (3.40)
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The index computes the Chern character, while the one-loop determinant is the Euler char-

acter. We can read off the weights wα(ε, â) from indDoe, where ε, â are the equivariant

parameters of the U(1)M+R
2
×G action, and apply the formula

∑

α

cαe
wα(ε,â) →

∏

α

wα(ε, â)
cα (3.41)

to relate the Chern to the Euler character.

The equivariant index indDoe can be computed with the Atiyah-Singer index theorem,

that we review. Consider: a manifold M , a pair of vector bundles (E0, E1) over M , and the

vector spaces Vi = Γ(Ei) of their sections; the action of a Lie group G, whose maximal torus

is T = U(1)n; an elliptic differential operator

D : V0 → V1 (3.42)

commuting with the G-action. We define the index indD(t) as a formal Laurent series in

t = (t1, . . . , tn) ∈ T as:

indD(t) = trH0 t− trH1 t (3.43)

whereH0 = kerD,H1 = cokerD and the trace of t is evaluated taking into account the action

of t on the subspaces. If D is elliptic and M is compact, then H0,1 are finite dimensional

vector spaces. In the more general case that D is transversally elliptic, then H0,1 can be

infinite-dimensional but the eigensubspaces of the T -action are finite dimensional (in other

terms, one can Laurent-expand in t getting finite coefficients). The Atiyah-Singer index

formula allows to compute the index from the fixed points of G on M . Let F be the set of

fixed points of G on M :

indD(t) =
∑

p∈F

trE0(p) t− trE1(p) t

detTM(p)(1− t)
. (3.44)

The differential operator Doe is obtained by picking the term ϕoDoeϕe in the second order

expansion of P , when the localizing action is δS = QP . We now consider δS =
∫
(LYM+Lψ)

that is

P ∼
∑

fermions χ

(Qχ)χ , (3.45)

therefore Doe is obtained from Q by considering its action on χ and picking the terms with

one derivative11 acting on {ϕe}. Moreover our manifold M is S2, and the only two fixed

points of U(1)M on S2 are the north pole (NP) and south pole (SP). We should then look

11The index of Doe depends on its symbol.
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at the complex of Q at those points.

Vector multiplet. From the action of Q on the vector multiplet in (C.1), the splitting of

fields is:

ϕe = (Aµ, η) , ϕo = (λ†ǫ− ǫ†λ) , ϕ̂o = (λ†γaǫ+ ǫ†γaλ) , ϕ̂e = (H) (3.46)

where H = D+ 1
r
(σ+ is η)− is F12+ iw

µDµη and a = 1, 2, 3. The scalar σ− is η, which is the

parameter for gauge transformations in R, is missing and it appears once ghosts fields are

considered as well, as explained in [3]. Now Qλ and Qλ† contain the one-derivative terms

dA and dη, therefore we consider the de Rham complex

DdR : Ω0 d−→ Ω1 d−→ Ω2 (3.47)

tensored by the gauge bundle in the adjoint representation adj(E). The equivariant index

of the complex is defined as

indDdR(t) = trker d0 t− trcoker d0 t− trker d1 t+ trcoker d1 t

where dp acts on Ωp, and can be folded as

d∗ ⊕ d : Ω1 → Ω0 ⊕ Ω2

where d∗ is the adjoint of d, noticing that indDdR = − ind(d∗⊕d). The index formula (3.44)

can be applied to the complexification of (3.47). We introduce a complex variable z around

the north pole, acted upon by U(1) as z → tz (and t̄ = t−1). Now Ω0 is generated by 1 and

trΩ0 t = 1; Ω1 is generated by dz, dz̄ and trΩ1 t = t + t−1; Ω2 is generated by dz ∧ dz̄ and

trΩ2 t = 1; TM is generated by ∂z, ∂z̄ and detTM(1− t) = (1− t−1)(1− t). We get:

indCDdR(t) =
2− t− t−1

(1− t)(1− t−1)
= 1 . (3.48)

For the real complex the index is half of that. We also need to tensor by the adjoint gauge

bundle, getting indDdR(t, g) =
1
2
χadj(g), where g ∈ G and χadj is the character of the adjoint

representation. Writing t = eiε, g = eiâ, the U(1)ε × Gâ equivariant index of the vector

multiplet operator is

indDvm =
1

2

∑

ρ∈ adj(G)

eiρ(â) (3.49)
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as a sum over the weights. Since vanishing weights give a contribution independent of

everything, we can discard them and keep a sum over the roots α of G.

At the north pole we should expand (3.49) in powers of t, extract weights and multiplic-

ities and apply (3.41); at the south pole we should instead expand in powers of t−1. Their

product is the Euler character

Zgauge =
∏

α∈G
α(âNP )

1/2α(âSP )
1/2 , (3.50)

where âNP,SP are the values of the equivariant parameter at the two poles, which are extracted

from the cohomology of Q (3.6): Q2 =M + R
2
+ iΛ, with iΛ = −iσ − cos θ η. We get

ε =
1

r
, â = −iσ − cos θ η . (3.51)

Therefore up to an irrelevant phase:

Zgauge =
∏

α>0

(
rα(η) + irα(σ)

)
NP

(
rα(η)− irα(σ)

)
SP

. (3.52)

In this computation we have neglected ghosts-for-ghosts needed to fix global gauge transfor-

mations on S2: we have seen in section 3.1 that their effect is to introduce a Vandermonde

determinant for the unbroken gauge subalgebra in the denominator, which cancels an equal

Vandermonde determinant in the numerator when integrating over the zero-modes.

For the constant background (3.18), the expression above agrees with (3.24). However

the current expression is more generally valid on non-constant backgrounds as well.

Chiral multiplet. From the action of Q on the chiral multiplet in (C.2), the splitting of

fields is:

ϕe = (φ) , ϕo = (ǫTCψ) , ϕ̂o = (−ǫ†ψ) , ϕ̂e = (H̃) (3.53)

where H̃ = F + iǫTCγµǫDµφ + ǫTCγ3ǫ ηφ. Let us consider the north pole: Qψ contains

D−φ = ∂̄φ and the relevant complex is the Dolbeault complex

∂̄q : Ω(0,0) ⊗Kq/2 → Ω(0,1) ⊗Kq/2 (3.54)

with inverted grading and further tensored by the gauge bundle in the suitable representation

RΦ. Here K is the canonical bundle which is present because φ has R-charge q and this gives

an extra contribution to R. Notice that for q = 1, in which case fermions are not charged
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under U(1)R, (3.54) is the same as the Dirac complex DDirac : S+ → S− which appears in 4d

[3]. Now Ω(0,0) is generated by 1, K by dz and Ω(0,1) by dz̄, therefore

ind ∂̄q =
tq/2

1− t
. (3.55)

The full index for the chiral multiplet is then indDcm = − tq/2

1−t
∑

ρ e
iρ(â). At the north pole

we expand in powers of t and extract the Euler character with (3.41):

∑

k≥0

(−t q2+k)
∑

ρ

eiρ(â) →
∏

ρ

∏

k≥0

[
( q
2
+ k)ε+ ρ(â)

]−1
.

At the south pole instead we expand in powers of t−1, so that similarly:

∑

k≥0

(t−1)1−
q
2
+k
∑

ρ

eiρ(â) →
∏

ρ

∏

k≥0

[
(1− q

2
+ k)(−ε) + ρ(â)

]
.

Multiplying the two, substituting the equivariant parameters ε, â as in (3.51) and regularizing

the infinite products as in section 3.2 we get, up to an irrelevant phase:

Zmatter =
∏

ρ∈RΦ

Γ
(
q
2
− irρ(σ)− rρ(η)

)
NP

Γ
(
1− q

2
+ irρ(σ)− rρ(η)

)
SP

. (3.56)

For the constant background (3.18) this expression agrees with (3.31).

4 Localization on the Higgs branch

It has been observed in [21] that the path integral on the three-dimensional ellipsoid S3
b

of N = 2 Maxwell-Chern-Simons theory with Nf chiral multiplets of charge +1 and Na

of charge −1, can be written as a sum of contributions each of which is the product of a

classical action exponential, some one-loop determinants, a partition function for vortices

and another for antivortices. This suggests that a similar factorization might take place in

our two-dimensional setup. This is in fact the case, as we explicitly show in section 6 for a

U(N) gauge theory with Nf fundamentals, Na antifundamentals and possibly one adjoint.

It is natural to ask whether there is an a priori reason for such factorization, and our answer

is positive.

In this section we show that when the gauge group admits FI terms that would lead

to complete Higgsing in flat space, it is possible to perform an alternative localization in
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which the BPS configurations dominating the path integral are a finite number of points on

the Higgs branch, supporting point-like vortices at the north pole and antivortices at the

south pole. We call this “localization on the Higgs branch”. This has to be compared to

the expression of ZS2 obtained in section 3, which comes from BPS configurations on the

Coulomb branch.

To simplify the discussion, in this section we will mainly consider a U(N) gauge group

with (anti)fundamentals; the construction can however be generalized to other gauge groups

and matter representations (quivers, for instance). Moreover we consider the case that all

chiral multiplets have R-charge q = 0, which is possible unless there is a superpotential.

We observed in section 2.2 that the action is holomorphic in M + i q
2
(where M is a twisted

mass in units of r−1), and so must be ZS2. Therefore given the answer ZS2 for q = 0, we

can obtain ZS2 for generic R-charges by analytic continuation in the twisted masses. Since

a superpotential only affects ZS2 by imposing constraints on the R-charges, we can similarly

obtain ZS2 for a theory with superpotential by neglecting the constraints first, computing

ZS2 at q = 0 and then performing the analytic continuation to reinstate the constraints.

At q = 0 a continuous Higgs branch opens up: besides (3.16), the BPS equations (3.15)

with real bosonic vector multiplet fields and deformed by generic twisted masses (σ → σ+M)

admit the solutions

0 = F = Dµφ = ηφ = (σ +M)φ , (4.1)

where it is implied that σ and M act on φ in the correct representation of G×GF . If q > 0

the BPS equations still have Higgs branch solutions but for complex – not real – values of σ,

given by
(
σ + iq

2r
+M

)
φ = 0. Consequently such solutions are not saddle points of Lψ with

defined as after (3.7), see footnote 7: if we would like to have a Higgs branch at another

value of q we should modify , that is the path integration contour, accordingly.

We add to the deformation action δS =
∫
(LYM +Lψ) a new Q-exact and Q-closed term:

LH = QTr
[ǫ†+λ− λ†ǫ+

2i
(φφ† − χ1)

]
, (4.2)

where 1 has rank N as the gauge group, φ transforms in a possibly reducible representation

RΦ and includes all chiral multiplets, and χ is a free parameter. We made a little abuse of

notation since λ, λ† act on φ in the representation RΦ and on 1 in the adjoint. The parameter

χ is meaningful only if the gauge group has an Abelian factor, otherwise it disappears under
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the trace. The bosonic part of LYM + Lψ + LH is, up to total derivatives,

Lbos = Tr

{
1

2

(
F12 −

η

r

)2
+

1

2

(
D +

σ

r

)2
+

1

2
(Dµσ)

2 +
1

2
(Dµη)

2 − 1

2
[σ, η]2

+
[
i
(
D +

σ

r

)
+ s

(
F12 −

η

r

)
− wµDµη

](
φφ† − χ1

)}
+ Lψ

∣∣
bos

. (4.3)

Notice that this action is not positive definite, however we can make it so with a trick.

The path integral over D is Gaussian and can be performed exactly: it generates a term
1
2
Tr(φφ† − χ1)2 and formally imposes the constraint

D +
σ

r
+ i(φφ† − χ1) = 0 . (4.4)

Now at the saddle point D + σ
r
is imaginary, therefore effectively we have changed the path

integration contour of the auxiliary field D. The Lagrangian can then be brought to the

form

Lbos = Tr

{
1

2

[
sin θ

(
F12 −

η

r

)
+ cos θ D1η

]2
+

1

2
(D2η)

2 +
1

2
(Dµσ)

2 − 1

2
[σ, η]2

+
1

2

[
φφ† − χ1+ cos θ

(
F12 −

η

r

)
− sin θ D1η

]2}
+ Lψ

∣∣
bos

, (4.5)

which is a sum of squares.

The set of smooth configurations such that Lbos = 0, which coincide with its saddle

points, consists of two branches. First we have a Higgs branch:

0 = F12 −
η

r
= Dµη = Dµσ = [σ, η] = F = Dµφ = ηφ = (σ +M)φ = φφ† − χ1 . (4.6)

The last one is the usual D-term equation, which spelled out reads: φ†TAΦ φ = χ δA1 for

A = 1, . . . , dimG, where TAΦ are the gauge generators in representation RΦ and T 1
Φ is the

generator of U(1). The set of solutions strongly depends on the gauge group and matter

content. For U(N) with Nf fundamentals φ and Na antifundamentals φ̃ and for generic

twisted masses M , up to gauge and flavor rotations the solution is: φaβ =
√
χ δaβ (a is a

gauge index, β a flavor index) for χ > 0 and Nf ≥ N ; φ̃aγ =
√−χ δaγ for χ < 0 and Na ≥ N ;

empty otherwise. This forces12 0 = η = F12, and each eigenvalue of σ to equal a different

12For simplicity in the text we assume that 0 = ηext = F ext
12 . If that is not the case, (4.6) is modified to

(η + ηext)φ = 0 and on solutions F ext
12 = ηext/r will be turned on as well. The following discussion will be

modified accordingly.
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eigenvalue of −M (of fundamentals or antifundamentals, depending on signχ):

σa = −Mla (4.7)

where vacua are parametrized by N -combinations ~l = (l1, . . . , lN) ∈ C(N,Nf) of the first Nf

(or Na) integers. Summarizing, for generic twisted masses the set of Higgs branch solutions

consists of some number of isolated vacua, in general different for χ ≷ 0. We will further

study these solutions below.

Second we have a Coulomb branch:

0 = Dµσ = [σ,m] = φ , η = rχ cos θ +m/2r , F12 = 2χ cos θ +m/2r2 (4.8)

for all σ and GNO quantized m. The one-loop determinants have to be computed with

the index theorem: the contribution of the gauge multiplet and of the chiral multiplet φ

according to (3.52)-(3.56) is13

∏
α>0

(α(m)2

4
+ α(σ)2

)
×
∏

ρ∈RΦ

Γ
(
aρ − ρ(χ)

)

Γ
(
1 + a∗ρ + ρ(χ)

)

where aρ = −iρ(σ)−ρ(m)/2, we set r = 1 and α(χ) = 0. For χ→ ±∞ we can use the limit:

Γ(a− z)

Γ(1 + a∗ + z)

z→±∞−−−−→ e−(2z+1)(log |z|−1)+O(1)+O(Im a)
(
1 +O(z−1)

)
. (4.9)

Let us set ρi(χ) = qiχ, so that qi = ±1 are the charges under the U(1) factor. Then the

leading contribution is exp
(
− 2(

∑
i qi)χ log |χ|

)
; if

∑
qi = 0, the leading contribution is

exp
(
− (
∑

i 1) log |χ|
)
. In any case it is possible to send χ to infinity with either one of

the two signs so that the Coulomb branch contribution is suppressed and the path integral

localizes on the Higgs branch.

We already noticed that the Higgs branches at χ ≷ 0 are different: suppression of the

Coulomb branch only works on (and thus selects) one of the two, depending on the matter

content. We will see that this has a nice counterpart in the computation via localization

on the Coulomb branch. In particular we choose sign(χ) = sign(
∑
qi) when the latter is

defined. For instance if qi are all positive, the selected sign of χ is the one compatible with

the existence of Higgs branch solutions.

On top of each of the smooth Higgs branch solutions there are singular point-like vortex

13The expression is only valid for q = 0, which is the situation we are analyzing here.
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solutions at the north pole θ = 0 and antivortex solutions at the south pole θ = π:

θ = 0 : {D +
σ

r
= −i(φφ† − χ1) = +iF12 , D−φ = 0}

θ = π : {D +
σ

r
= −i(φφ† − χ1) = −iF12 , D+φ = 0} .

(4.10)

In the vortex and antivortex solutions φ has a winding and it vanishes at the core; for χ > 0

the vortex number k = 1
2π

∫
TrF12e

12 is positive for vortices and negative for antivortices.

When there is no continuous Higgs branch but only discrete points – which is the case for

generic twisted masses – the size of vortices is not a modulus (as instead happens in 4d with

instantons) but rather their size is of order L ∼ r/
√

|χ|, assuming that in (4.3) we adjust the

dimensions with powers of r. Only in the limit χ→ ±∞ we really have point-like vortices.

In fact we can take a deeper perspective on the localizing action LYM + Lψ + LH : as

we change the parameter χ from zero to infinity we interpolate between localization on the

Coulomb branch and localization on the Higgs branch. It is easy to see that for χ = 0

the bosonic action (4.3) localizes on the Coulomb branch and it is equivalent to LYM + Lψ
as discussed in section 3: on the one hand the Coulomb branch contribution is no longer

suppressed and it precisely coincides with that of section 3; on the other hand the VEV φ†φ

of vortices vanishes and their size L ∼ r/
√
|χ| blows up as χ → 0: vortices simply become

the Coulomb branch configurations with constant flux.14

4.1 The partition function

Let us now compute the path integral ZS2 by localization on the Higgs branch. We send

χ → ±∞ according to the net charge under the U(1) factor, in such a way that anything

else than the Higgs branch contribution is suppressed. We also assume that the gauge group

is completely Higgsed. In this case the classical smooth configurations are such that as

many matter components as the rank N of the gauge group get a VEV of order χ, while all

other VEVs are zero. To achieve that, we reach first a point (4.7) on the Coulomb branch

where the flavors would be massless before turning on χ: on that vacuum the classical action

contribution to ZS2 is

e−Sclass = e−4πiξ
∑N

j=1 σj ,

in case we do not have a more general twisted superpotential W̃ . After turning on χ the N

components get a mass squared of order χ.

14One might be worried that some vortices survive in the χ → 0 limit: that is the case when their size is
a zero-mode. However this does not happen for generic twisted masses. See for instance [34].
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The path integral is thus given by a sum over the solutions to the D-term equations (4.6).

In each configuration, the one-loop determinants for the massive W-bosons and the matter

fields with vanishing VEV are given by (3.24)-(3.31) (or equivalently (3.52)-(3.56)) evaluated

at m = 0 (or η = 0) and at the values of σj (4.7) in that vacuum. The latter combined with

M give the effective twisted masses of the matter fields, that we schematically call meff. The

action
∫
LH in (4.2) linearized around the Higgsed vacuum solutions gives mass of order χ

and mixes the broken Cartan gauge field and the chiral field acquiring VEV. The easiest way

to compute their one-loop determinant in the χ → ∞ limit is to use the Coulomb branch

computation for U(1) with one flavor of charge 1 in section 5.3: postponing the explanation

to the end of this section, the result is

ZHiggsed = e−
i
2

∫
F12 . (4.11)

This can be interpreted as an effective shift of the theta-angle by π. When the chiral getting

VEV has higher charge, the formula has to be modified accordingly.

On top of each smooth classical configuration, we have point-like vortices at the north

pole and antivortices at the south pole. They differ by the sign of the magnetic flux, which

is positive for vortices and negative for antivortices. The complex of Q close to the NP

{θ = 0} is at first order in θ the same as the complex of the operator Q′ used in [22] to

construct the Ω-background [18, 19] in R2. One has to identify U(1)M+R
2
here with U(1)ε

there in terms of the equivariant parameter ε = 1
r
, as well as iΛ = −iσ − η here with the

equivariant parameter a there. Therefore the sum over the singular vortex configurations

at the NP is computed by the vortex partition function Zvortex in the Ω-background. The

one-loop determinants for W-bosons and vanishing matter fields do not depend on the flux

at the pole, while ZHiggsed above does. The classical weight of each vortex configuration is:

e−S = exp
[
−
∫

(−iξD + i θ
2π
F12)

]
= e−2πξk−iθk = zk , with z = e−2πξ−iθ

where we used F12 = k/2r2, D = iF12 at the NP. Taking into account (4.11) as well:

ZNP = Zvortex

(
(−1)Nz , ε = 1

r
, a = −imeff

)
. (4.12)

At the SP the equivariant rotational parameter is ε = −1
r
. The flux F12 is negative: in fact

antivortices are obtained from vortices by charge conjugation15 and this changes sign to the

15Given a vortex solution characterized by
∫
F = 2πk > 0 and D−φ = 0, we can transform the gauge

multiplet as V → −V and the chiral multiplet as Φ → Φ†. Hence D∓φ → (D±φ)
† and the vortex solution
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twisted masses. With F12 = −k/2r2 and D = −iF12 at the SP, we have weight e−S = z̄k

and therefore:

ZSP = Zvortex

(
(−1)N z̄ , ε = −1

r
, a = imeff

)
. (4.13)

The final expression for the path integral localized on the Higgs branch is:16

ZS2 =
∑

D-term
solutions

e
−4πiξ

N∑
j=1

σj
Z ′

1-loop Zvortex

(
(−1)Nz , 1

r
, −imeff

)
Zvortex

(
(−1)N z̄ , −1

r
, imeff

)
,

(4.14)

where Z ′
1-loop reminds us that the N non-vanishing chiral multiplets should not be included.

Finally let us justify (4.11). In section 5.3 we compute ZS2 for U(1) with one chiral of

charge Q = 1 by localization on the Coulomb branch, obtaining ZS2 = e−z+z̄. On the other

hand the vortex partition function is known to be Zvortex(z, ε) = ez/ε [22, 35, 36, 37], and

the classical contribution is trivial. By comparing the two expressions we deduce (4.11).

The expression (4.14) is in some sense similar to the four-dimensional result of Pestun

[3]. However while in that case one has an integral over the Coulomb branch of a partition

function of non-perturbative configurations (there instantons), on S2 we find either an inte-

gral over the Coulomb branch of perturbative contributions, or a discrete sum of products

of perturbative and non-perturbative contributions. We will show in section 6 by direct

evaluation that indeed for U(N) with flavors and possibly one adjoint, the two expressions

(3.34) and (4.14) coincide.

To conclude we notice that (4.14) could be generalized to the more intricate case that a

non-trivial twisted superpotential W̃ is present, but we leave that for future work.

5 Examples

In this section we present some properties of our S2 partition function and some examples.

5.1 Complex masses and decoupling

Consider a field Φ in the adjoint representation of the gauge group, with a superpotential

mass term Wmass = m
2
Tr(Φ2). Φ is neutral under Abelian non-R global symmetries and

is mapped to an antivortex solution.
16The formula has been written having U(N) with fundamentals, antifundamentals and adjoints in mind.
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carries R-charge 1, therefore its one-loop determinant is

ZΦ(σ,m) =
∏

α∈G

Γ(1
2
− iα(σ)− 1

2
α(m))

Γ(1
2
+ iα(σ)− 1

2
α(m))

= 1 . (5.1)

To prove it one splits the products into positive and negative roots, exploits the identity

Γ(z + n) = (z)nΓ(z) for n ∈ N in terms of the Pochhammer symbol17 (z)n, and is left with

(−1)
∑

α>0 α(m) = (−1)2δ(m) = 1 where δ is the Weyl vector.

More generally, a mass termWmass =
m
2
Tr(Φ2) for a chiral field Φ in gauge representation

RΦ can be written when Sym2RΦ contains a singlet, that is there is a symmetric product

and therefore RΦ is real. The one-loop determinant reduces to

ZΦ(σ,m) = (−1)
∑

ρ>0 ρ(m) . (5.2)

One can similarly consider two chiral superfields Φ1, Φ2 in conjugate representations with

superpotential mass term Wmass = mΦ1Φ2 and gauge indices contracted. It follows that

R[Φ2] = 2 − R[Φ1], f
a[Φ2] = −fa[Φ1] and the weights of the gauge representations are

opposite. Using the same identity for Γ as before, one is left with

ZΦ1(σ,m)ZΦ2(σ,m) = (−1)
∑

ρ ρ(m) . (5.3)

The expression on the right hand side is invariant under the Weyl group, in fact
∑

ρ ρ = 0

for semisimple groups while we can have a shift of theta angles by multiples of π for Abelian

factors. For instance if Φ1,2 are charged under a U(1) gauge group with charges ±Q, we get

ZΦ1ZΦ2 = (−1)Qm = e
i
2
Q

∫
F12 .

5.2 Twisted masses and effective twisted superpotential

Next we show that when integrating out a chiral multiplet with large twisted mass, the

expected effective twisted superpotential [38, 39] is generated.

The gamma function Γ(z) is a meromorphic function with simple poles at z ∈ −N, but

without any zero or branch cut. At large z we can use Stirling’s formula to approximate

Γ(z) by an analytic function with a branch cut along z ∈ R− (which is an approximation to

the line of simple poles):

Γ(z) = zz−
1
2 e−z

√
2π
(
1 +O

(
1
z

))
for | arg z| < π . (5.4)

17The Pochhammer symbol is defined as: (z)n =
∏n−1

k=0
(z + k).
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If we set w ≡ ρ(σ) + fa[Φ]τa, the limit of large twisted mass is achieved in the one-loop

determinant (3.35) by tuning w → ±∞. We find:18

lim
w→±∞

ZΦ = exp
{
−2iw

(
log |w|−1

)
+(R[Φ]−1) log |w|− iπ

2
(ρ(m)+fana) signw+O

(
1
w

)}
.

(5.5)

We would like to interpret the right-hand-side as an on-shell effective action.

For the special case R[Φ] = 1, one can verify that the effective action is reproduced by

the fa[Φ]τa → ±∞ limit of the following effective twisted superpotential:

W̃eff(Σ) = − 1

4π
Σs
[
log(−irΣs)− 1

]
with Σs ≡ ρ(Σ) + fa[Φ]Ma (5.6)

where Σ is the twisted chiral superfield that describes the U(1) gauge multiplet coupled to

Φ, while Ma are external twisted superfields whose VEVs encode the twisted masses and

fa[Φ] are, as before, the Abelian charges. On-shell we set, as in (3.33), Σ = (σ + im/2)/r

and Ma = (τa + ina/2)/r. In checking the limit one makes use of

z(log z − 1)
y→±∞−−−−→

[
x log |y| − π

2
|y|
]
+ i
[
y(log |y| − 1) +

π

2
x sign y

]

with z = x + iy. (5.6) is the expected effective twisted superpotential generated when a

chiral multiplet with effective twisted mass Σs is integrated out, see for instance [38, 39].

In the previous particular case, the result is the generation of a purely imaginary Eu-

clidean effective action. This is what one would expect for an action arising from a twisted

superpotential in R2. However placing the supersymmetric theory on S2, similarly to S3

[5, 20], introduces a complexification due to the R-symmetry. We encountered a manifesta-

tion of such a complexification in (3.37). The extra term proportional to R[Φ]− 1 in (5.5) is

the result of the complexification of the effective real mass (real part of the effective twisted

mass)

w → wC = w +
i

2
(R(Φ)− 1) , (5.7)

so that for large w

w(ln |w| − 1) → w(ln |w| − 1) +
i

2
(R(Φ)− 1) ln |w| . (5.8)

Note that something analogous occurs for the localized partition function of an N = 2

supersymmetric theory on S3 [40]: since a CS term at level k for a U(1) with mass parameter

18A sum over weights
∑

ρ∈RΦ
is implied in the exponent, and in later formulae. We drop it for notational

convenience.
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x appears as exp [−iπkx2], the expected contribution of a chiral multiplet with effective real

mass x (neglecting the R-symmetry) at large x is exp
[
− i

2
sign(x)x2

]
, a level sign(x)/2 CS

term for a U(1) with effective mass parameter x induced by the massive fermions. However

x is complexified because of the R-symmetry, and the actual contribution to the partition

function is exp
[
i
2

(
x+ i(R−1)

)2]
, accounting for extra CS terms including the R-symmetry,

whose physical origin has been recently explained in [41] for theories on S3. A similar

phenomenon is at work on S2 for the twisted superpotential.

5.3 U(1) gauge theory with a charged chiral multiplet

and mirror symmetry

Consider the S2 partition function of a U(1) gauge theory with a chiral multiplet of gauge

charge Q and R-charge q:

Z(ξ, θ) =
∑

m

e−imθ
∫

dσ

2π
e−4πiξσ Γ( q

2
− iQσ −Qm/2)

Γ(1− q
2
+ iQσ −Qm/2)

. (5.9)

Notice that ZQ(ξ, θ) = Z−Q(−ξ,−θ). We compute the integral by closing the contour at

infinity: inspection of the asymptotic behavior of the integrand reveals that the contour can

be closed in the lower half-plane for Q > 0, in the upper half for Q < 0. The numerator

has poles at σ = − i
2Q

(2k + q −Qm) for k ≥ 0, however they can cancel against the poles of

the denominator σ = i
2Q

(2h + 2 − q − Qm) for h ≥ 0. Therefore the poles of the one-loop

determinant are at:

σk = − i

2Q

(
2k + |Qm|+ q

)
for k ≥ 0 . (5.10)

Using Resz0 f(az + b) = 1
a
Resaz0+b f(z), the residue of the numerator is:

Resσk Γ
(
q
2
− iQσ −Qm/2

)
=
i(−1)k̃

Q k̃!
, with k̃ = k + ⌊Qm⌋ . (5.11)

In the denominator we find Γ
(
1− q

2
+ iQσk −Qm/2

)
= (k̃ −Qm)!. We can define

t ≡ 2πξ

Q
. (5.12)

Recall that the integration contour in (5.9) is along R for q > 0, in which case all poles are

included; for q ≤ 0 the contour has to be deformed so that all poles are still included. Taking
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into account the direction of the contour, we obtain:

Z =
e−tq

|Q|
∑

m∈Z
e−imθ(−1)⌊Qm⌋

∞∑

k=0

(−1)k(e−t)2k+|Qm|

k!(k + |Qm|)! . (5.13)

To proceed further (see section 6.1 for an alternative manipulation) we notice that the

summation over k produces the Bessel function of the first kind Jα:

Jα(x) =

∞∑

k=0

(−1)k

k! Γ(k + α + 1)

(x
2

)2k+α for α∈Z
=

1

2π

∫ π

−π
e−iατ eix sin τ dτ , (5.14)

which for integer n satisfies J−n(x) = (−1)nJn(x). We then obtain:

Z =
e−tq

|Q|
∑

m∈Z
eimθJQm(2e

−t) =
e−qt

|Q|

∫ π

−π
dτ
∑

n∈Z
δ
(
θ −Qτ − 2πn

)
e2ie

−t sin τ , (5.15)

where in the last equality we used Poisson resummation:
∑

m∈Z e
imα = 2π

∑
n∈Z δ(α− 2πn).

Evaluation of the integral gives the final expression:

Z(ξ, θ) =
e−2πξq/Q

Q2

|Q|−1∑

n=0

exp
[
2i e−2πξ/Q sin

(θ − 2πn

Q

)]
. (5.16)

The R-charge q is not physical, as no gauge-invariant operator depend on it: it describes

the mixing of the gauge symmetry with the R-symmetry, and it should be fixed to some

canonical value, for instance q = 0.19 The S3 partition function of [5] has a similar behavior.

We kept q in the computation to make the integration contour clear.

We can compare our result with the predictions of mirror symmetry. The mirror descrip-

tion [39] of this gauge theory is in terms of a twisted chiral multiplet Σ, the field strength

superfield of the original vector multiplet, and another twisted chiral multiplet Y ∼ Y +2πi,

coupled by the twisted superpotential

W̃ =
1

4π

[
Σ(QY − τ(µ)) + iµe−Y

]
(5.17)

where now τ = 2πξ + iθ and µ is a subtraction scale. The twisted superpotential is defined

modulo iΣ/2 due to the identification θ ∼ θ+2π, therefore integrating out Σ by imposing its

19One might still be bothered by the ambiguity in the dependence of Z on ξ. This traces back to the fact
that neither LY M (2.20) nor L

W̃
(2.23) are holomorphic in σ + iq/2r, as noted after (2.27).
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twisted F-term equation ∂W̃
∂Σ

= in/2 for n ∈ Z, determines Y to be one of the |Q| “vacua”:

Y =
τ(µ)− 2πi n

Q
, for n = 0, . . . , |Q| − 1 . (5.18)

The on-shell superpotential is thus:

W̃n =
i

4π
µ exp

[−τ(µ) + 2πi n

Q

]
. (5.19)

For the theory on S2 the natural subtraction scale at which parameters are defined is µ = 1/r.

Plugging this scale in (5.19) and evaluating the classical action (3.33) we get

Sclass, n = −8πirRe W̃n = −2i e−2πξ/Q sin
(θ − 2πn

Q

)
. (5.20)

To be precise the |Q| “vacua” (5.18) are not physically distinct: they are identified under

the ambiguity of W̃ which can be implemented by a discrete gauge symmetry. In fact

in the original description, a VEV for the chiral multiplet of charge Q breaks the gauge

symmetry to Z|Q|; in the mirror description this manifests itself in (5.18). When computing

the partition function we should average over the action of the residual Z|Q| gauge symmetry

via 1
|Q|
∑|Q|−1

n=0 e−Sclass, n, which reproduces the sum in (5.16). Indeed the Z|Q| average is

effectively what the δ
(
θ −Qτ − 2πn

)
in the Poisson resummed expression imposes.

We have considered here a single chiral superfield, and we have found exact agreement

with mirror symmetry. To achieve that we have simply evaluated the on-shell twisted su-

perpotential in the mirror, assuming that this gives the exact effective action. In fact this

is correct because Σ and Y have mass proportional to the gauge coupling g [39] (while no

twisted mass for Y can be introduced) which does not affect ZS2 and can thus be taken to

infinity. On the other hand when more than two twisted chiral fields Σ, Yi are present, the

masses of the modes tangent to
∑

iQiYi = τ(µ) are proportional to the twisted masses m̃i:

one should really perform localization in the presence of twisted chiral multiplets.

For instance, consider a U(1) gauge theory with two chirals of charges ±1 and axial

twisted mass m̃. The partition function is computed in section 6.1 and we anticipate the

result (6.6):

Z
(1,1)
U(1) = e4πiξm̃

Γ(−2im̃)

Γ(1 + 2im̃)
e4im̃ log |1+z| with: z = e−2πξ−iθ . (5.21)
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The mirror description is in terms of Σ, Y1, Y2 and twisted superpotential [39]:

W̃ =
1

4π

[
Σ(Y1 − Y2 − τ) + iµ

(
e−Y1 + e−Y2

)
+ m̃(Y1 + Y2)

]
. (5.22)

There is a single vacuum where the on-shell superpotential is:

W̃on-shell =
m̃

2π

[τ
2
− log

(
− i

2m̃

µ(1 + z)

)
+ 1
]

(5.23)

One can check that e−S = e8πiRe W̃on-shell is not equal to Z
(1,1)
U(1) but rather they precisely agree

in the limit m̃→ ±∞ (setting µ = 1/r, rescaling rm̃→ m̃ and taking m̃ ∈ R).

5.4 Pure U(N) gauge theory

Consider a pure U(N) gauge theory with quadratic twisted superpotential

W̃ (z) =
hr

4
z2 , (5.24)

where we have defined L = hr with respect to the Lagrangian LCS (2.25) so that h is

dimensionless. The Lagrangian is the S2 completion of what one obtains from dimensional

reduction of Chern-Simons theory, although h is not quantized in two dimensions. According

to (3.34), the path integral is computed by the matrix integral:

Z
U(N)

S2 =
1

N !

∑

~m∈ZN

∫ [ N∏

j=1

dσj
2π

]
e2πih

∑n
k=1

(
σ2k−m2

k/4
) N∏

i<j

[(mi −mj)
2

4
+ (σi − σj)

2
]
. (5.25)

To perform the computation, one can make the change of variables σk = mk/2+ yk/2πh,

so the exponential becomes exp
[
i
∑

k

(
ykmk + y2k/2π

)]
and the exponent is linear in ~m. We

then apply Poisson resummation
∑

m∈Zm
jeiym = 2π

∑
n∈Z δ(y − 2πn)

(
i ∂
∂y

)j
and integrate

over
∏
dyk obtaining, after a further redefinition yk =

√
2πh xk:

Z =
(2πh)−

N(N+1)
2

N !

∑

~n∈ZN

[
ei

∑
k x

2
k

N∏

i<j

(
− (∂i − ∂j)

2

2
+i(∂i−∂j)(xi−xj)+(xi−xj)2

)]

xk=
√

2π
h
nk

.

The meaning of this expression is that we should expand the last product as a formal

polynomial in xi and ∂i, and in each monomial order the symbols in such a way that all

derivatives come before all variables and before the exponential factor. One can show that
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all terms with derivatives cancel out, and we are left with:

Z
U(N)
S2 =

h−N
2

(2π)NN !

∑

~n∈ZN

e
2πi
h

∑
k n

2
k

N∏

i<j

(ni − nj)
2 . (5.26)

We can consider h ∈ C, so that the expression is defined in the whole complex plane by

analytic continuation.

The theory we are studying is equivalent to pure Yang-Mills. This is because 1
g2

∫
LYM is

exact and can be made arbitrarily small; LCS gives mass to D, σ, λ, λ̄ that can be integrated

out, and we are left with a quadratic action in F12, η which is equivalent to pure YM (the YM

action is positive definite if we take h negative imaginary). We would like then to compare

(5.26) with the partition functions in [42, 43]. In fact we can rewrite (5.26) as a sum over

representations of U(N). Let α = 1 when N is even, α = 0 when N is odd. As in [44] we can

shift ni → ni+
N−α+1

2
− i, restrict the sum to ordered integers n1 ≥ · · · ≥ nN (because of the

last factor in (5.26) the permutation group acts freely) and remove N ! from the denominator.

We thus have a sum over representations of U(N):

Z
U(N)

S2 =
G(N + 1) h−N

2

(2π)N
e

2πi
h

N(N2+3α−1)
12

∑

R of U(N)

e
2πi
h

[
C2(R)−αC1(R)

]
(dimR)2 . (5.27)

Here G(z) is the Barnes G-function such that G(n + 2) for n ∈ N is the superfactorial of

n, while C1,2(R) and dimR are the linear and quadratic Casimir and the dimension of the

representation R:

C1(R) =
N∑

i=1

ni , C2(R) =
N∑

i=1

ni
(
ni +N − 2i+ 1

)
, dimR =

N∏

i<j

ni − nj + j − i

j − i
.

(5.28)

Unfortunately without extra operators inserted or the genus of the Riemann surface where

the theory lives, the dependence of Z
U(N)
S2 on h does not carry much information because it

can be renormalized by an arbitrary function of h [43].

6 Vortex partition functions

In this section we explicitly compute the path integral ZS2(ξ, θ, τi, τ̃j , τA) by localization on

the Coulomb branch, for a U(N) gauge theory with Nf chirals in the fundamental repre-

sentation, Na chirals in the antifundamental (we will succinctly refer to (Nf , Na) flavors),
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possibly one adjoint chiral, twisted masses20 τi, τ̃j , τA respectively, FI term ξ and theta-angle

θ. We will see that it reproduces the result of localization on the Higgs branch, in terms of

the vortex partition function. In the following we set to zero the magnetic fluxes for global

symmetries, in order to simplify the computations.

6.1 U(1) with (Nf , Na) flavors

Consider first a U(1) gauge theory with Nf chirals of charge +1 and masses τj , and Na

of charge −1 and masses τ̃f . We take canonical R-charge q = 0: generic R-charges are

eventually obtained by giving an imaginary part to τj, τ̃f . The matrix integral (3.34) is:

Z
(Nf , Na)

U(1) (ξ, θ; τ, τ̃) =
∑

m∈Z
e−iθm

∫
dσ

2π
e−4πiξσ

Nf∏

j=1

Γ(−iσ − iτj − m
2
)

Γ(1 + iσ + iτj − m
2
)

Na∏

f=1

Γ(iσ − iτ̃f +
m
2
)

Γ(1− iσ + iτ̃f +
m
2
)
.

(6.1)

Recall that the integration contour in σ is defined along the real line when all R-charges are

bigger than zero. The case when some R-charges are zero or negative is obtained by analytic

continuation deforming the contour.

We evaluate the integral by closing the integration contour at infinity according to the

asymptotic behavior of the integrand and summing the residues. The computation is similar

to the one in section 5.3. The gamma functions have only poles, no zeros, so we can focus

on the numerators. Assuming Nf > Na, or Nf = Na and ξ > 0, we can close the contour

in the lower half-plane, therefore only the chirals with positive charge give poles enclosed in

the contour. The result for Nf < Na, or Nf = Na and ξ < 0, can be obtained thanks to

Z
(Nf , Na)

U(1) (ξ, θ; τ, τ̃) = Z
(Na, Nf )

U(1) (−ξ,−θ; τ̃ , τ) , (6.2)

which follows from a sign change in the dummy variables of (6.1), or charge conjugation.

We show in section 6.4 that a non-trivial identity implies analyticity in ξ for Nf = Na.

There are Nf towers of poles, one for each fundamental l = 1, . . . , Nf . The l-th tower of

poles is given by

σ = −τl − ik − i
2
|m| , k ∈ N . (6.3)

The residue of the gamma function at a pole is i(−1)k1/k1! where we defined k1 = k + ⌊m⌋,
while the value of Γ in the denominator is (k1 −m)!. The value of the remaining one-loop

20The combination 1

Nf

∑Nf

i=1 τi− 1

Na

∑Na

j=1
τ̃j is set to zero since the flavor symmetry is S[U(Nf)×U(Na)].

40



determinants at a pole is conveniently written in terms of

M l
j ≡ τj − τl , M̃ l

f ≡ τ̃f + τl . (6.4)

They are the effective masses of the j-th fundamental and f -th antifundamental at the point

of the Coulomb branch σ = −τl where the l-th fundamental is massless: M l
l = 0. We can

define k2 ≡ k1 −m so that
∑

m∈Z
∑

k≥0 =
∑

k1≥0

∑
k2≥0 and apply the identities

Γ(a+ n) = (a)n Γ(a) , Γ(a− n) =
1

(a− n)n
Γ(a) for n ≥ 0 (6.5)

in terms of the Pochhammer symbol (a)n =
∏n−1

j=0 (a+ j). Finally we get the expression

Z
(Nf , Na)

U(1) =

Nf∑

l=1

e4πiξτl Z
(l)
1-loop Z

(l)
v (z)Z(l)

av (z̄) , (6.6)

where the various pieces are:

Z
(l)
1-loop =

( Nf∏

j (6=l)

Γ(−iM l
j)

Γ(1 + iM l
j)

)( Na∏

f

Γ(−iM̃ l
f )

Γ(1 + iM̃ l
f )

)

Z(l)
v (z) =

∞∑

k=0

∏Na

f (−iM̃ l
f )k∏Nf

j (6=l)(1 + iM l
j)k

(−1)Nfk zk

k!
= NaFNf−1

(
{−iM̃ l

f}Na
f

{1 + iM l
j}
Nf

j (6=l)

∣∣∣∣∣(−1)Nf z

)

Z(l)
av (z̄) =

∞∑

k=0

∏Na

f (−iM̃ l
f )k∏Nf

j (6=l)(1 + iM l
j)k

(−1)Nak z̄k

k!
= NaFNf−1

(
{−iM̃ l

f}Na

f

{1 + iM l
j}
Nf

j (6=l)

∣∣∣∣∣(−1)Na z̄

)

(6.7)

and z = e−2πξ−iθ. Here pFq is the generalized hypergeometric function. For Nf > Na the two

series converge for any z; for Nf = Na they converge for |z| < 1 (which is the original domain

of validity of our computation) and can be extended in the whole z-plane analytically. In

fact they can be written as:

Z(l)
v (z) = Zvortex

(
− z, 1, {−iM l

j}j (6=l), {−iM̃ l
f}f
)

Z(l)
av (z̄) = Zvortex

(
− z̄, −1, {iM l

j}j (6=l), {iM̃ l
f}f
) (6.8)

in terms of the vortex partition function for U(1) with (Nf , Na) flavors in Ω-background,
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that we can write as

Z
U(1)
vortex(z, ε,mj , m̃f) =

∞∑

k=0

zk

ε(Nf−Na)k

∏Na

f=1

(m̃f

ε

)
k

k!
∏Nf−1

j=1

(mj

ε
− k
)
k

. (6.9)

This expression agrees with [35], up to a redefinition of the masses. In [21] a similar structure

has been found for the path integral ZS3
b
of 3d N = 2 YM-CS U(1) theory on the three-

dimensional ellipsoid. The expression in (6.6) agrees with our general expression (4.14).

6.2 U(N) with (Nf , Na) flavors

Consider now a U(N) gauge theory with (Nf , Na) flavors. The matrix integral (3.34) is:

Z
(Nf , Na)

U(N) =
1

N !

∑

~m∈ZN

∫ [ N∏

r=1

dσr
2π

e−4πiξσr−iθmr

][ N∏

t<s

((mt −ms)
2

4
+ (σt − σs)

2
)]

×

×
N∏

r=1

Nf∏

j=1

Γ
(
− iσr − iτj − mr

2

)

Γ
(
1 + iσr + iτj − mr

2

)
Na∏

f=1

Γ
(
iσr − iτ̃f +

mr

2

)

Γ
(
1− iσr + iτ̃f +

mr

2

) . (6.10)

We assume as before that Nf > Na, or Nf = Na and ξ > 0, so we can close the integration

contours in the lower half-planes and resum residues at the poles arising from fundamentals

only.

In this section we compute (6.10) in terms of Z
(Nf ,Na)

U(1) using a trick, while in the next

section we will more conventionally sum over all poles. Note that (6.10) would be identical

to the partition function of N copies of U(1) with (Nf , Na) flavors – though all with ξr = ξ

and θr = θ – were not for the one-loop determinant of the non-Abelian gauge fields, which

however does not contribute poles to the integrand. We can thus introduce auxiliary distinct

FI parameters ξr and theta-angles θr for each Cartan U(1) factor, eventually to be set to ξ

and θ, and replace the non-Abelian determinant by

σr ↔ i

4π

∂

∂ξr
, mr ↔ i

∂

∂θr
(6.11)

acting on the integral. We can then write

Z
(Nf , Na)

U(N) (ξ, θ) =
1

N !
∆

N∏

r=1

Z
(Nf , Na)

U(1) (ξr, θr)
∣∣∣
ξr=ξ, θr=θ

, (6.12)
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in terms of the differential operator ∆ =
∏N

t<s

[
− 1

4

(
∂
∂θt

− ∂
∂θs

)2 − 1
16π2

(
∂
∂ξt

− ∂
∂ξs

)2]
and

ZU(1) computed before, with the dependence on twisted masses left implicit. We can further

simplify the expression by introducing complex variables wr = − log zr = 2πξr + iθr. We

get:

Z
(Nf , Na)

U(N) (w,w) =
1

N !
(−1)

N(N−1)
2 DD

N∏

r=1

Z
(Nf , Na)

U(1) (wr, wr)
∣∣∣
wr=w,wr=w

, (6.13)

where the differential operators are D =
∏N

t<s(∂t − ∂s) and D =
∏N

t<s(∂t − ∂s),

Z
(Nf , Na)

U(1) (wr, wr) =

Nf∑

l=1

ei(w
r+wr)τl Z

(l)
1-loop Z

(l)
v (e−w

r

) Z(l)
av (e

−wr

) (6.14)

and the various pieces are as in (6.7). In (6.13) effectively we have a sum over ~l = (l1, . . . , lN)

where each entry runs from 1 to Nf . Each term represents a point on the Coulomb branch

where the flavors (l1, . . . , lN) have a massless component. Since both D,D are totally anti-

symmetric in wr, wr respectively, ZU(1)(w, w̄) factorizes into the product of a holomorphic

and an antiholomorphic function of w, and eventually we set wr = w,wr = w, it follows that

whenever two lr’s are equal that term vanishes. In particular for 1 ≤ Nf < N and generic

twisted masses the localized partition function ZS2 vanishes. On the other hand each term is

invariant under permutations of (l1, . . . , lN) (which is the action of the Weyl group) therefore

we can restrict ourselves to sum over N -combinations C(N,Nf) of the first Nf integers, and

remove N ! from the denominator.

To proceed further we split the action of D on the exponential in (6.14) and on Z
(l)
v , and

similarly for D. The result can be written as:

ZU(N)(w,w) =
∑

~l∈C(N,Nf )

ei(w+w)
∑N

r=1 τlr Z
(~l)
1-loop Z

(~l)
v (e−w) Z(~l)

av (e
−w) , (6.15)

where the one-loop factor now includes the massive W-bosons,

Z
(~l)
1-loop =

[ N∏

t<s

(M lt
ls
)2
][ N∏

r=1

Z
(lr)
1-loop

]
,

Z(~l)
v (e−w) = D(~l)

N∏

r=1

Z(lr)
v (e−w

r

)
∣∣∣
wr=w

Z(~l)
av (e

−w) = D
(~l)

N∏

r=1

Z(lr)
av (e−w

r

)
∣∣∣
wr=w

(6.16)
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and the differential operators are:

D(~l) =

N∏

t<s

(
1− ∂t − ∂s

iM lt
ls

)
, D

(~l)
=

N∏

t<s

(
1− ∂t − ∂s

iM lt
ls

)
. (6.17)

The last expression is only well-defined for ~l a combination without repetitions, as we are

assuming; moreover each term is invariant under permutations of ~l. Finally we can write the

vortex contribution in a more explicit way, acting with the differential to get

Z(~l)
v (e−w) =

∑

~k∈ZN
≥0

e
−w

N∑
r=1

kr
[ N∏

r=1

∏Na

f=1(−iM̃ lr
f )kr∏Nf

j=1(−iM lr
j − kr)kr

] [ N∏

t<s

(
1 +

kt − ks

iM lt
ls

)]
. (6.18)

Now that we got rid of differentials, we can go back to z = e−w. Making use of the identity

(a− l)m(−a−m)l =
(
1 +

m− l

a

)−1

(a+ 1)m(−a + 1)l , (6.19)

the expression above can be recast as:

Z(~l)
v (z) =

∑

~k∈ZN
≥0

(−1)(N−1)|~k| z|
~k|
∏

r∈~l

∏Na

f=1(−iM̃ r
f )kr[∏

j∈~l (−iM r
j − kr)kj

][∏
j 6∈~l (−iM r

j − kr)kr
] . (6.20)

Let us explain the notation: r ∈ ~l is a fundamental flavor index taking one of the N values

(l1, . . . , lN) picked up by ~l, while j 6∈ ~l runs over the remaining Nf−N values; ~k is an N -tuple

whose entries kr we parameterize by r ∈ ~l, and |~k| = ∑r kr. Similar manipulations can be

done on Z
(~l)
av (e−w).

Eventually the two (anti)vortex contributions can be written as:

Z(~l)
v (z) = Zvortex

(
(−1)Nz, 1, {−iτr}r∈~l , {−iτj}j 6∈~l , {−iτ̃f}

)

Z(~l)
av (z̄) = Zvortex

(
(−1)N z̄, −1, {iτr}r∈~l , {iτj}j 6∈~l , {iτ̃f}

) (6.21)
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in terms of the vortex partition function for U(N) with (Nf , Na) flavors:

Z
U(N)
vortex

(
z, ε, ar, mj , m̃f

)
=

=
∑

~k∈ZN
≥0

z|
~k|

ε(Nf−Na)|~k|

N∏

r=1

Na∏
f=1

(m̃f + ar
ε

)
kr

kr!
[ N∏
j (6=r)

(aj − ar
ε

− kr

)
kj

][ Nf∏
j=N+1

(mj − ar
ε

− kr

)
kr

] . (6.22)

In this notation we have distinguished between the masses ar of the N flavors with a compo-

nent acquiring VEV, and the masses mj of the Nf −N flavors with vanishing VEV, because

they appear differently in the vortex partition function. This asymmetry is inherent to the

brane inspired construction of vortex moduli spaces of [45], where the k-vortex theory for a

2d U(N) gauge theory with Nf fundamentals is a 0d U(k) gauge theory with one adjoint,

N fundamentals and Nf −N antifundamentals. The expression (6.22) agrees with (6.9) for

N = 1, although the two are written in a slightly different notation.

The vortex partition function (6.22) also agrees with [22, 46, 36, 37] for Nf = N , apart

from a possible minus sign in front of z which can be reabsorbed by a redefinition of the

theta angle. Our final expression (6.15) has precisely the form of (4.14). Finally, the vortex

partition function (6.22) can be written as a contour integral, as we spell out in section 7.

6.3 U(N) with flavors and one adjoint: N = (2, 2)∗ SQCD

Consider a U(N) gauge theory with (Nf , Na) flavors and one adjoint chiral multiplet. The

matrix integral (3.34) is:

Z =
1

N !

∑

~m∈ZN

∫ [ N∏

r=1

dσr
2π

e−4πiξσr−iθmr

][ N∏

t<s

((mt −ms)
2

4
+ (σt − σs)

2
)]

×

×
[ N∏

r=1

Nf∏

j=1

Γ
(
− iσr − iτj − mr

2

)

Γ
(
1 + iσr + iτj − mr

2

)
Na∏

f=1

Γ
(
iσr − iτ̃f +

mr

2

)

Γ
(
1− iσr + iτ̃f +

mr

2

)
]
×

×
N∏

r,s=1

Γ
(
− iσr + iσs − iτA − mr−ms

2

)

Γ
(
1 + iσr − iσs + iτA − mr−ms

2

) . (6.23)

As before τj , τ̃f are the twisted masses of the flavor symmetry SU(Nf )× SU(Na) for funda-

mentals Q and antifundamentals Q̃, while τA is the twisted mass of the U(1) flavor symmetry

that rotates the adjoint Φ. Moreover we assume Nf > Na, or Nf = Na and ξ > 0, so to

close the integration contours in the lower half-planes.
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Let us start by listing poles and zeros of the integrand, following section 5.3: fundamentals

have poles at σr = −τj − i
( |mr |

2
+ k

)
and zeros at σr = −τj + i

( |mr|
2

+ k + 1
)
, for some

j ∈ {1, . . . , Nf} and k ∈ N; antifundamentals have poles at σr = τ̃f + i
( |mr |

2
+ k
)
and zeros

at σr = τ̃f − i
( |mr |

2
+k+1

)
; the adjoint has poles at σr−σs = −τA− i

( |mr−ms|
2

+k
)
and zeros

at σr − σs = −τA + i
( |mr−ms|

2
+ k + 1

)
. An N -pole21 in the lower half-planes is constructed

by picking a number n ≤ N of poles from fundamentals to form a set, then adding to the set

N − n poles from the adjoint Φrs: σr = σs − τA + i
( |mr−ms|

2
+ krs+1

)
where σs is already in

the set, in such a way to form “tails”. In fact there is a one-to-one correspondence between

poles of the integrand on one hand, and solutions to the D-term equation φφ† = χ1 in (4.6),

where we give VEV to the corresponding components, possibly dressed by (anti)vortices on

the other hand.

The result of the integral could be computed straightforwardly, however for simplicity we

specialize to the case of N = (2, 2)∗ SQCD: a theory with N = (4, 4) supersymmetry broken

to N = (2, 2) by a twisted mass term τA for the adjoint.22 In particular the matter spectrum

consists of hypermultiplets, thus Nf = Na, and we have the superpotential interaction

W = Q̃ΦQ (6.24)

which reduces the flavor symmetry to SU(Nf )diag × U(1)A and poses constraints on masses

and R-charges:

τj + τ̃j + τA = i ∀ j ⇒ M̃ r
f = −M r

f − τA + i . (6.25)

These relations imply that poles from the adjoint coincide with zeros from the antifundamen-

tals, so that such poles are not really there. For instance, suppose that σs = −τj−i
( |ms|

2
+ks

)

is at a pole from a fundamental Qsj and σr = −τj−τA− i
( |ms|

2
+ |mr−ms|

2
+ks+krs

)
at a pole

from Φrs. Because of (6.25) there is always a k̃r ∈ N such that σr = τ̃j − i
( |mr |

2
+ k̃r + 1

)
,

which is a zero from the antifundamental Q̃jr. The fact that all N -poles involving the adjoint

disappear is in correspondence with the fact that the F-term equation ΦQ = 0 from W in

(6.24) forbids those Higgs branch solutions where Φ, Q get VEV simultaneously.23

21By N -pole we mean a point in C
N where the integrand has a simple pole in each of the N variables σr.

22Had we broken to N = (2, 2) by a superpotential mass term for the adjoint, the resulting partition
function would have been the same as for N = (2, 2) U(N) SQCD with (Nf , Nf ) matter and a quartic
superpotential, a subcase of what we considered in section 6.2.

23Concretely in the case of U(2) with Nf = 1: Q =
(√

2χ
0

)
, Φ =

(
0 0√
χ 0

)
solves the D-term equation

QQ† + [Φ,Φ†] = χ1 with χ > 0, and is in correspondence with a pole for Q1, Φ21. However ΦQ =
(

0
2χ

)
so

this solution disappears when imposing ΦQ = 0.
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Eventually N -poles in the lower half-planes are parametrized by N -tuples ~l = (l1, . . . , lN)

with li = 1, . . . , Nf : {
σr = −τlr − ikr − i

2
|mr|

}
r=1,...,N

.

After carrying out the computation one discovers, as we will show, that N -tuples ~l with repe-

titions yield vanishing contribution (this is expected from the 1-1 correspondence with Higgs

branch solutions, and could also be proven in a way similar to section 6.2); since residues

are invariant under permutations of ~l, we restrict ourselves to sum over N -combinations

~l ∈ C(N,Nf) and remove N ! from the denominator. Then we proceed as in the U(1)

case of section 6.1, and notice that if the adjoint was not there we would reproduce the

result of section 6.2. The residues of the Γ’s developing a pole are i(−1)k1r/k1r!, where

k1r = kr + ⌊mr⌋, and the value of the corresponding Γ’s at the denominator is (k1r −mr)!.

We define k2r = k1r −mr so that
∑

~m∈ZN

∑
~k∈ZN

≥0
=
∑

~k1∈ZN
≥0

∑
~k2∈ZN

≥0
.

Evaluating all other terms we are left with an expression, that we call Z
Nf ,adj

U(N) , as in (6.15)

but with the following pieces. The classical term is the same. The one-loop term is:

Z
(~l)
1-loop =

[∏

t,s∈~l
t<s

(M t
s)

2

][∏

r∈~l

Nf∏

j (6=lr)

Γ(−iM r
j )

Γ(1 + iM r
j )

Na∏

f=1

Γ(−iM̃ r
f )

Γ(1 + iM̃ r
f )

][ ∏

r,s∈~l

Γ(−iM r
s − iτA)

Γ(1 + iM r
s + iτA)

]
.

Note that without the last bracket from the adjoint, this would agree with (6.16). In the case

of N = (2, 2)∗ SQCD instead we have a few simplifications: the W-boson one-loop cancels

against fundamentals for j ∈ ~l and the adjoint one-loop cancels against antifundamentals for

f ∈ ~l:
Z

(~l)
1-loop =

∏

r∈~l

∏

j 6∈~l

Γ(−iM r
j )

Γ(1 + iM r
j )

∏

f 6∈~l

Γ(1 + iM r
f + iτA)

Γ(−iM r
f − iτA)

. (6.26)

In particular for τA = 0 we get Z
(~l)
1-loop = 1. The vortex contribution is

Z(~l)
v (z) =

∑

~k ∈ZN
≥0

z|
~k|
[ N∏

r=1

∏Nf

f=1(−iM̃ lr
f )kr∏Nf

j=1(−iM lr
j − kr)kr

N∏

s=1

(−iM lr
ls
− iτA − kr)ks

(−iM lr
ls
− iτA − kr)kr

][ N∏

t<s

(
1 +

kt − ks

iM lt
ls

)]

Looking at this expression multiplied by
∏

t<sM
lt
ls
from the W-boson one-loop, we see that

whenever ~l has a repetition, Z
(~l)
v (z) = 0: if some lt = ls then M

lt
ls
= 0, and all terms in the

expression are symmetric in kt ↔ ks but the last bracket which is antisymmetric; thus after

summing over ~k we get zero. Coming back to ~l ∈ C(N,Nf), we apply the identity (6.19)

and impose (6.25). Eventually Z
(~l)
v (z) and Z

(~l)
av (z̄) can be written in the usual way (6.21) in
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terms of the vortex partition function:

Z
(~l)
vortex(z, ε, a,mA) =

=
∑

~k∈ZN
≥0

z|
~k|

(−1)(Nf−1)|~k|

∏

r∈~l

[ ∏
f ∈~l

(afr +mA

ε
− kr

)
kf

][ ∏
f 6∈~l

(afr +mA

ε
− kr

)
kr

]

[ ∏
j ∈~l

(ajr
ε

− kr

)
kj

][ ∏
j 6∈~l

(ajr
ε

− kr

)
kr

] (6.27)

where we defined aj = −iτj , mA = −iτA and ajr = aj − ar = −iM r
j . This expression agrees

with [36, 37] for Nf = N . Notice that here, compared with (6.22), the distinction between

masses of flavors getting or not getting VEV is given by ~l.

There are two notable limits to consider in (6.27). First, when mA → ∞ the vortex

partition function reduces to the one (6.22) for U(N) with Nf fundamentals, up to a renor-

malization of the FI term and a shift of the theta angle. This is expected because the

superpotential (6.24) imposes τ̃j = −τj − τA + i, therefore in the limit τA → ∞ with τj kept

fixed, both the adjoint and the antifundamentals are integrated out. Second, when mA = 0

we simply get:

Z
(~l)
vortex =

1
(
1 + (−1)Nf z

)N , (6.28)

which does not depend on the twisted masses at all. Indeed for τA = 0 the theory has

enhanced N = (4, 4) supersymmetry in the infrared [47], which forces the effective twisted

superpotential to be a linear function of the twisted masses (see for instance [48]), in par-

ticular Zvortex cannot depend on them. We can thus compute Zvortex in the limit τj → ∞:

the theory flows to N decoupled copies of the N = (4, 4) U(1) theory with one hyper, with

renormalized theta angle z → (−1)Nf−1z from integrating out the other Nf − 1 hypers. The

partition function of N = (4, 4) QED is (6.9) with m̃ = ε: Zvortex = (1− z)−1.

6.4 Analyticity in ξ

In section 6.1 we computed the S2 partition function for a U(1) theory with (Nf , Na) chirals.

While for Nf 6= Na the result was manifestly analytic in the FI parameter ξ as expected,

this analyticity was not manifest for Nf = Na because the closure of the integration contour

depends on the sign of the FI parameter. In this section we show that even in the latter case

the partition function is analytic in ξ, due to a nontrivial identity satisfied by the relevant

generalized hypergeometric functions.
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We start with the partition function for U(1) with (Nf , Nf) chirals computed for ξ > 0:

Z
(Nf ,Nf )

U(1) (w,w) =

Nf∑

l=1

ei(w+w)τl Z
(l)
1-loop Z

(l)
v (e−w) Z(l)

av (e
−w) , (6.29)

where the various pieces are in (6.7). The sum is over the Nf points of the Coulomb branch

where a fundamental has vanishing effective twisted mass. Next we use an identity for

generalized hypergeometric functions NFN−1 that allows to rewrite the function of x in

terms of a sum of N hypergeometric functions of 1/x (see for instance [49]):24

∏N
k=1 Γ(ak)∏N−1
h=1 Γ(bh)

NFN−1

(
{ak}Nk
{bh}N−1

h

∣∣∣∣∣ x
)

=

=
N∑

i=1

(−x)ai
Γ(ai)

∏N
j (6=i) Γ(aj − ai)

∏N−1
l=1 Γ(bl − ai)

NFN−1

(
ai , {1 + ai − bl}N−1

l

{1 + ai − aj}Nj (6=1)

∣∣∣∣∣
1

x

)
. (6.30)

While the Taylor series in x for the LHS converges for |x| < 1, those for the RHS converge

for |x| > 1, therefore the identity holds for the analytic continuations.

We apply (6.30) to some of the factors in (6.29):

∏Nf

f=1 Γ(−iM̃ l
f )∏Nf

j (6=l) Γ(1 + iM l
j)

Nf
FNf−1

(
{−iM̃ l

f}
Nf

f

{1 + iM l
j}
Nf

j (6=l)

∣∣∣∣∣ (−1)Nf e−w

)
=

Nf∑

t=1

e−(iw+π(Nf−1))M̃ l
t ×

×
Γ(−iM̃ l

t )
∏Nf

f (6=t) Γ(−iM̃ l
f + iM̃ l

t )
∏Nf

j (6=l) Γ(1 + iM l
j + iM̃ l

t )
Nf
FNf−1

(
−iM̃ l

t , {−iM l
j − iM̃ l

t}
Nf

j (6=l)

{1 + iM̃ l
f − iM̃ l

t}
Nf

f (6=t)

∣∣∣∣∣ (−1)Nf ew

)
=

=

Nf∑

t=1

e−π(Nf−1)(τl+τ̃t)e−iwτ̃t
πi

sinh(πM̃ l
t )

∏Nf

f (6=t) Γ(−i ˜̃Mf
t )

∏Nf

j Γ(1 + iM̃ j
t )

Nf
FNf−1

(
{−iM̃ j

t }
Nf

j

{1 + i ˜̃Mf
t }

Nf

f (6=t)

∣∣∣∣∣ (−1)Nf ew

)

(6.31)

where we see the appearance of

M̃ l
f − M̃ l

t = −τ̃t + τ̃f ≡ ˜̃Mf
t , M l

j + M̃ l
t = τj + τ̃t = M̃ j

t , (6.32)

the effective masses of the f -th antifundamental and the j-th fundamental respectively, in

the vacuum in which the t-th antifundamental is massless (σ = τ̃t), and we used the identity

Γ(z) Γ(1 − z) = π/ sin(πz). The S2 partition function for the U(1) theory with (Nf , Nf)

24We thank Sara Pasquetti for bringing this formula to our attention.
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flavors can thus be recast as:

Z
(Nf ,Nf )

U(1) (w,w) =

Nf∑

l, t=1

W (l)(e−w) Alt W̃
(t)(ew) , where Alt =

πi

sinh(πM̃ l
t)

(6.33)

and

W (l)(e−w) = ei[w+iπ(Nf−1)]τl

∏Nf

j (6=l) Γ(−iM l
j)

∏Nf

f Γ(1 + iM̃ l
f )

Nf
FNf−1

(
{−iM̃ l

f}
Nf

f

{1 + iM l
j}
Nf

j (6=l)

∣∣∣∣∣ (−1)Nf e−w

)

W̃ (t)(ew) = e−i[w−iπ(Nf−1)]τ̃t

∏Nf

f (6=t) Γ(−i
˜̃Mf
t )

∏Nf

j Γ(1 + iM̃ j
t )

Nf
FNf−1

(
{−iM̃ j

t }
Nf

j

{1 + i ˜̃Mf
t }

Nf

f (6=t)

∣∣∣∣∣ (−1)Nf ew

)

(6.34)

In this expression we have two distinct sums over Nf vacua: in the former a fundamental has

vanishing effective twisted mass in each vacuum σ = −τl, and is associated to vortices; in the

latter an antifundamental has vanishing mass in each vacuum σ = τ̃t, and is associated to

antivortices. Had we applied the identity (6.30) to Z
(l)
v instead of Z

(l)
av , we would have found a

similar expression with vortices from antifundamentals and antivortices from fundamentals.

Finally, applying the identity both to Z
(l)
v and Z

(l)
av we can get an expression analogous to

(6.29) with a single sum over points of the Coulomb branch were antifundamentals (rather

than fundamentals) are massless. That is precisely the expression one finds for the S2

partition function if ξ < 0 by closing the integration contour in the upper half-plane according

to (6.2), namely:

Z
(Nf ,Nf )

U(1) (w,w) =
∑Nf

t=1
e−i(w+w)τ̃t Z

(t)
1-loop Z

(t)
v (ew) Z(t)

av (e
w)

Z
(t)
1-loop =

(∏Nf

f (6=t)

Γ(−i ˜̃Mf
t )

Γ(1 + i ˜̃Mf
t )

)(∏Nf

j

Γ(−iM̃ j
t )

Γ(1 + iM̃ j
t )

)

Z(t)
v (ew) ≡ Nf

FNf−1

(
{−iM̃ j

t }
Nf

j

{1 + i ˜̃Mf
t }

Nf

f (6=t)

∣∣∣∣∣ (−1)Nf ew

)

Z(t)
av (e

w) = Nf
FNf−1

(
{−iM̃ j

l }
Nf

j

{1 + i ˜̃Mf
t }

Nf

f (6=t)

∣∣∣∣∣ (−1)Nf ew

)
.

(6.35)

Indeed, applying (6.30) to Z
(t)
v (ew) leads again to (6.33). It would be interesting to investigate

if a choice of localizing action exists which allows vortices from fundamentals at the NP

and antivortices from antifundamentals at the SP, and solitons interpolating between the

associated vacua, yielding directly the structure (6.33).
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7 Dualities

In [23, 24] a duality – reminiscent of Seiberg duality [50] in four dimensions – was proposed

between the SU(N) gauge theory with Nf > N fundamental flavors and SU(Nf − N)

with the same number Nf of fundamentals. By gauging the U(1) baryon symmetry this

implies a duality between U(N) and U(Nf −N).25 The duality for unitary groups is indeed

straightforwardly suggested by the brane construction in [53]; it is also related by circle

reduction to the 3dN = 2 maximally chiral duality [40] between U(N) with Nf fundamentals

and U(Nf −N) with Nf antifundamentals, up to charge conjugation in the latter. We show

that indeed the S2 partition functions of the two dual theories coincide, as functions of the

FI parameter ξ and the twisted masses in the unitary case, and of the twisted masses only

(including an extra mass for the baryonic symmetry) in the special unitary case.

Unitary group. We consider first the case of U(N) gauge theory with Nf fundamental

flavors, because we can use the simpler expression of ZS2 in terms of the vortex partition

function. To avoid cluttering formulae, we use the notation

− iτj ≡ aj (7.1)

for the twisted masses. The expression (6.15) is a sum over N -combinations ~l ∈ C(N,Nf).

We show that for each combination ~l the corresponding term in ZU(N) is equal to the term

in ZU(Nf−N) corresponding to the dual combination ~lD, where ~lD ∈ C(Nf −N,Nf) is defined

such that ~l ∩~lD = ∅. In the duality the map of parameters is:

aj = −aDj , ξ = ξD , θ = θD +Nfπ , (7.2)

where the superscript D labels quantities in the dual theory. For a fixed vacuum: ~l ↔ ~lD,

ar ∈~l = −aD
r 6∈~lD and as 6∈~l = −aD

s∈~lD .

First, the exponential factor in (6.15) is clearly invariant since
∑Nf

j=1 aj = 0. Second, the

one-loop factor in (6.16) takes the following form:

Z
(~l)
1-loop =

[ ∏

t,s∈~l
t6=s

(at − as)

][∏

r∈~l

Nf∏

j (6=lr)

Γ(aj − ar)

Γ(1− aj + ar)

]
. (7.3)

25Such duality has recently been considered in [51] in order to relate different UV non-Abelian GLSM
descriptions of new 2d Calabi-Yau non-linear sigma models. A related duality in N = (2, 2)∗ SQCD has
been investigated in [52]
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The last product over j can be split into (j ∈ ~l, j 6= lr) and j 6∈ ~l: the former exactly cancels

against the determinant of W-bosons, leaving the latter:

Z
(~l)
1-loop =

∏

r ∈~l , j 6∈~l

Γ(aj − ar)

Γ(1− aj + ar)
. (7.4)

This is also invariant under the transformation after (7.2).

Finally let us consider the vortex partition function in (6.22) for U(N) with (Nf , 0) flavors:

it is a Taylor series in z in which the zk term is a sum over N -tuples ~k of positive integers

(that we will call partitions) with fixed |~k| ≡∑r kr = k. Writing Zvortex =
∑∞

k=0 z
kZk:

Zk =
∑

~k∈ZN
≥0

|~k|=k

ε−Nfk
∏

r ∈~l

1

kr!
[∏

j ∈~l
j 6=r

(aj − ar
ε

− kr

)
kj

] [∏
j 6∈~l

(aj − ar
ε

− kr

)
kr

] (7.5)

Notice that here, as opposed to (6.22), the distinction between masses of flavors getting or

not getting VEV is given by ~l. It turns out that Zk can be written as a contour integral:

Zk =
1

εkk!

∫ [ k∏

j=1

dϕj
2πi

][ k∏

i<j

(ϕi − ϕj)
2

(ϕi − ϕj)2 − ε2

] k∏

j=1

1∏
r∈~l (ϕj − ar)

∏
s 6∈~l (as − ϕj − ε)

.

(7.6)

The contours are taken along the real lines Rk and closed in the upper half-planes (for Nf = 1

there would be an ambiguity because of a pole at infinity). To begin with, here we have

assumed that the twisted masses and ε are real; we will generalize to complex values below.

The indentations of the integration contours are defined by assigning to the parameter ε and

the masses ar∈~l and as 6∈~l small positive imaginary parts, with the imaginary part of ε larger

than that of the masses.

It is easy to see that k-poles inside the contours are classified by partitions ~k of k and

each configuration is given by:

{ϕj} =





...

ar, ar + ε, . . . , ar + (kr − 1) ε

...

r ∈ ~l , (7.7)

that is for each r ∈ ~l we have a “tail” of kr values starting from ar. For each of such

configurations we actually have k! k-poles obtained by permutations. The definition of the

contours above is valid when ε, ar are real: for generic complex parameters the contours are

52



defined to include all and only the poles in (7.7). One can also show that the residue of a

k-pole of type ~k equals the corresponding term in the sum in (7.5). For instance, the last

product in (7.6) evaluated at a pole gives:

∏
s 6∈~l

[ k∏

j=1

(as − ϕj − ε)

]
=
∏

s 6∈~l

∏
r∈~l

εkr
(as − ar

ε
− kr

)
kr
, (7.8)

and similarly the other pieces.

Given the integral representation of Zk in (7.6), we can now close the contours in the

lower half-planes. The integral is unaffected as long as there are no poles at infinity, which

happens for Nf > 1. To bring the contour integral back to a form that we can compare

with (7.6), we first define “dual” integration variables ϕDj = −ϕj − ε, so that the integration

contour of dϕDj closes in the upper half-plane, and aDj = −aj ; then we change the direction

of the contours to the original orientation; we move the contours back to Rk and give a small

positive imaginary part to aDj which can be done without crossings. Eventually we reach:

Zk =
1

εkk!

∫ [ k∏

j=1

dϕDj
2πi

][ k∏

i<j

(ϕDi − ϕDj )
2

(ϕDi − ϕDj )
2 − ε2

] k∏

j=1

1∏
s 6∈~l (ϕ

D
j − aDs )

∏
r∈~l (a

D
r − ϕDj − ε)

with the contours defined as after (7.6). This indeed produces the vortex partition function

of U(Nf −N) with Nf flavors, with twisted masses obtained from the map after (7.2).

We have thus proved that, at fixed ~l and ~lD, the two vortex partition functions of U(N)

and U(Nf − N) with Nf flavors coincide under the map after (7.2). Because of the extra

sign in (6.21), the vortex and antivortex contributions in ZS2 (6.15) agree if z = (−1)Nf zD,

which amounts to a shift of the theta angle. Since all factors in (6.15) match, the two path

integrals ZS2 are equal:

Z
(Nf ,0)

U(N)

(
ξ , θ , aj

)
= Z

(Nf ,0)

U(Nf−N)

(
ξ , θ +Nfπ , −aj

)
. (7.9)

Special unitary group. Given the partition function of the U(N) gauge theory with

Nf fundamentals, expressed by the matrix integral in (3.34), we can deduce the partition

function of the SU(N) gauge theory with Nf fundamentals by performing an integral over

the theta angle and a Fourier transform over the FI parameter:

Z
(Nf , 0)

SU(N)(b ; aj) =

∫ 2π

0

dθ

2π

∫ +∞

−∞
4π dξ e4πiξb Z

(Nf , 0)

U(N) (ξ, θ ; aj) . (7.10)
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Eventually b will be the twisted mass for the baryonic symmetry U(1)B of the SU(N) theory,

which gives charge 1 to baryons. Indeed the integral over θ gives a Kronecker delta

∫ 2π

0

dθ

2π
e−iθ

∑N
r=1mr = δ0,∑N

r=1mr
(7.11)

restricting the magnetic flux m to the Cartan subalgebra of SU(N), whereas the integral

over the FI parameter gives a Dirac delta

∫ +∞

−∞
4π dξ e4πiξb e−4πiξ

∑N
r=1 σr = δ

(∑N

r=1
σr − b

)
(7.12)

imposing that the trace of the matrix σ is b.

We then change basis from the “natural” Cartan of U(N) to the “natural” Cartan of

SU(N) and U(1) in U(N) ∼= [SU(N)× U(1)]/ZN , setting:

σ1 = y + x1 , σj = y − xj−1 + xj for j = 2, . . . , N − 1 , σN = y − xN−1 , (7.13)

where y is the center of mass of the fields σi and x1, . . . , xN−1 are the components with respect

to the Cartan of SU(N). Taking into account the Jacobian, the integration measures are

related as
∏N

r=1 dσr = Ndy
∏N−1

i=1 dxi. In terms of the new variables y and xi, the Dirac

delta function (7.12) becomes δ(Ny − b). After evaluating the integral
∫
dy thanks to the

delta function, we remain with an integral over the Cartan of SU(N), with the replacement

(7.13) and y = b/N inside the integrand. This is precisely the partition function ZSU(N) of

an SU(N) gauge theory with Nf flavors and with a U(1)B baryonic symmetry normalized

to give charge 1 to baryons, to which we associate a twisted mass parameter b, expectation

value of the corresponding background field σB.

In particular, given the identity of partition functions Z
(Nf ,0)

U(N) = Z
(Nf ,0)

U(Nf−N) proven above,

we get the identity:

Z
(Nf ,0)

SU(N)

(
b , aj

)
= Z

(Nf ,0)

SU(Nf−N)

(
b , −aj

)
(7.14)

for the duality in the SU case by applying (7.10) to both sides of (7.9). Baryons B in the

electric theory and b in the magnetic theory are defined as

Bi1...iN = ǫα1...αN Qi1
α1
. . . QiN

αN
, bj1...jÑ = ǫβ1...βÑ qj1β1 . . . bjÑβÑ (7.15)

where Ñ = Nf − n, αr and βs are electric and magnetic color indices, and ik, jk are flavor
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indices. The duality map between baryons is

Bi1...iN = ǫi1...iN j1...jÑ bj1...jÑ . (7.16)

The quantum numbers of baryonic operators are consistent with the duality map: they have

baryon charge 1, canonical R-charge 0 and transform in the same representation of SU(Nf ).

7.1 Duality for U(N) with (Nf , Na) flavors and Nf > Na + 1

Brane constructions [53] suggest that a duality could hold between U -type gauge theories in

the presence of bothNf fundamentals andNa antifundamentals. If we assume for definiteness

that Nf ≥ Na, the duality suggested by the brane creation effect [54] is between a U(N)

gauge theory with (Nf , Na) flavors and a U(Nf−N) theory with (Na, Nf) flavors, similarly to

the maximally chiral duality of 3d theories studied in [40]. For the sake of homogeneity with

the rest of the section, we relabel the magnetic gauge representations by charge conjugation,

so that the magnetic side becomes a U(Nf−N) theory with (Nf , Na) flavors. We call Qi
α, Q̃

α
ı̃

the quark and antiquark superfields of the electric theory and qiβ , q̃
βı̃ those of the magnetic

theory. In order for mesonic branches of the putative dual theories to match, the magnetic

theory must contain singlets M i
ı̃ dual to the electric mesons Q̃α

ı̃ Q
i
α, coupled to the dual

(anti)quark superfields by the usual superpotential Wdual = q̃βı̃M i
ı̃ qiβ.

Postponing a careful study of the field theories and of a possible duality between them to

future work, we show here agreement between the partition functions of a U(N) theory with

(Nf , Na) flavors and Nf > N , and a U(Nf −N) theory with (Nf , Na) flavors, gauge singlets

M i
ı̃ and superpotential Wdual = Tr q̃Mq, up to a FI term for the Abelian global symmetries

on whose possible origin we will comment below. We will also require Nf > Na + 1. In

such cases, even in the absence of twisted masses and bare FI parameter, the classical

Coulomb branch of the flat space theory is lifted, up to a set of isolated points, by one-loop

logarithmic corrections to the effective FI parameter. For both theories the flavor symmetry

is SU(Nf )× SU(Na)× U(1)A and the map of parameters is:

ξ = ξD , θ = θD + (Nf −Na)π , τj = −τDj +
i

2
, τ̃f = −τ̃Df +

i

2
. (7.17)

We also impose the constraint 1
Nf

∑
j τj =

1
Na

∑
f τ̃f (and similarly in the magnetic theory)

because we parametrize the twisted masses as τj = mA + δτj, τ̃f = mA + δτ̃f and similarly

τDj = mD
A + δτDj , τ̃Df = mD

A + δτ̃Df in terms of the Cartan of SU(Nf )×SU(Na)×U(1)A, with
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0 =
∑

j δτj =
∑

f δτ̃f =
∑

j δτ
D
j =

∑
f δτ̃

D
f . The relations among masses are then:

δτj = −δτDj , δτ̃f = −δτ̃Df , mA = −mD
A +

i

2
. (7.18)

Note that the effective mass of a mesonM j
ı̃ = Q̃ı̃Q

j in the electric theory is τj+ τ̃ı̃, hence the

effective mass parameter associated to Wdual is i which correctly corresponds to R-charge 2

and vanishing flavor charges.

As in the previous section, we compare the contributions to the partition functions from

the vacua ~l and ~lD. First, the equality

exp
[
4πiξ

∑
r∈~l

τr

]
= e4πiξ

D
(
−Nfm

D
A+ i

2
N
)
exp

[
4πiξD

∑
r∈~lD

τDr

]
(7.19)

shows that the classical actions on the two sides agree, up to an extra factor on the magnetic

side that could be ascribed to a FI term for the Abelian global symmetries U(1)A×U(1)R. If
there were a duality between the charge-conjugation-invariant theories with Nf = Na, where

such a term could not be generated, one could hope to derive global FI terms in the other

cases by integrating out massive matter fields, as done in the 3d case in [40] starting from

Aharony duality [55].

The one-loop determinants of W-bosons and fundamentals combine, as in (7.4), into

∏

r∈~l, j 6∈~l

Γ(−iτj + iτr)

Γ(1 + iτj − iτr)

which is manifestly invariant under the duality. On the other hand the equality

∏

r∈~l

Na∏

ı̃=1

Γ(−iτ̃ı̃ − iτr)

Γ(1 + iτ̃ı̃ + iτr)
=

[ Nf∏

r=1

Na∏

ı̃=1

Γ(−iτ̃ı̃ − iτr)

Γ(1 + iτ̃ı̃ + iτr)

][ ∏

r∈~lD

Na∏

ı̃=1

Γ(−iτ̃Dı̃ − iτDr )

Γ(1 + iτ̃Dı̃ + iτDr )

]

shows that the one-loop of antifundamentals in the electric theory (LHS) equals the one-loop

of gauge singletsM r
ı̃ (first term on the RHS) times the one-loop of antifundamentals (second

term) in the magnetic theory.

Finally the partition function Zk for k vortices in the U(N) theory with (Nf , Na) flavors
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is the term in (6.22) multiplying zk:

Zk =
∑

~k∈ZN
≥0

|~k|=k

ε(Na−Nf )k
∏

r∈~l

∏Na

f=1

(m̃f + ar
ε

)
kr

kr!
[∏

j ∈~l
j 6=r

(aj − ar
ε

− kr

)
kj

] [∏
j 6∈~l

(aj − ar
ε

− kr

)
kr

]

where as usual ar = −iτr and m̃f = −iτ̃f . Such expression is reproduced by the contour

integral:

Zk =
1

εkk!

∫ [ k∏

j=1

dϕj
2πi

][ k∏

i<j

(ϕi − ϕj)
2

(ϕi − ϕj)2 − ε2

] k∏

j=1

∏Na

f=1(m̃f + ϕj)∏
r ∈~l (ϕj − ar)

∏
s 6∈~l (as − ϕj − ε)

.

(7.20)

The contours are defined in the same way as after (7.6). Repeating the manipulations of the

previous section and moving the contours in the lower half-planes, it is straightforward to

see that the vortex partition functions in the two dual theories match. For this to work it is

important that Nf > Na+ 1, otherwise there is a pole at infinity that prevents the contours

to be harmlessly deformed.

When Nf = Na or Nf = Na + 1 one can check by direct evaluation that the partition

functions Zk do not match under the map (7.17), therefore if a duality exists at all, the map

has to be modified somehow.

8 Comparison with 3d partition functions

Localization of three-dimensional field theories with four supercharges and an R-symmetry

on curved manifolds has been a popular subject of research lately [4, 5, 6, 10], hence it is

natural to wonder whether our localized partition function of two-dimensional N = (2, 2)

theories on S2 can be obtained as a limit of a three-dimensional localized partition function

on a suitable manifold.26

8.1 S2 × S1

A natural guess is to consider the supersymmetric partition function of a 3d N = 2 theory

on S2 × S1 [10, 57, 58], which computes a supersymmetric index of the theory, in the limit

where the S1 shrinks. The localized partition function of a 3d N = 2 theory with U(1)R

26Another limit has been considered in [56].
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symmetry placed on S2 × S1 as in [10] takes the form27

ZS2×S1 =
1

|W|
∑

m

∫ (∏
j

dhj
2π

)
e−Sclass(h,m) Zgauge(x, e

ih,m)
∏

Φ
ZΦ(x, e

ih,m) , (8.1)

where x is the U(1)R fugacity, m the quantized magnetic flux on S2, and eih the Wilson

line on S1 of the maximal torus of the gauge group. Note that the integration variable is

the zero-mode of the gauge connection along S1, which becomes η in the reduction to two

dimensions, while the real scalar σ in the 3d vector multiplet is determined by the quantized

magnetic flux. Therefore in the 2d limit the roles of σ and η (but not those of D and F12) will

be interchanged compared to our setup. The difference is due to the choice of Killing spinors

made in [10], which do not reduce to our Killing spinors (2.15) upon reduction. Consequently

the localization locus of [10] does not reduce to ours.

The contribution to the index of a chiral multiplet Φ of R-charge q, transforming in a

representation RΦ of the gauge group, can be rewritten as [57, 58]

ZΦ(x, e
ih,m) =

∏

ρ∈RΦ

(
x1−qe−iρ(h)

) |ρ(m)|
2

(e−iρ(h)x−ρ(m)+2−q ; x2)∞
(eiρ(h)x−ρ(m)+q; x2)∞

, (8.2)

where (a; q)n ≡ ∏n−1
k=0(1 − aqk) is the q-Pochhammer symbol and as pointed out in [59] we

corrected |ρ(m)| → −ρ(m) in the q-Pochhammer symbols. For the 2d limit in which the

circle shrinks, we set

x2 ≡ e−β , h ≡ βrη (8.3)

where r is the radius of S2 and βr the circumference of S1, and send β → 0 using28

lim
z→1

(zs; z)∞
(zt; z)∞

(1− z)s−t =
Γ(t)

Γ(s)
. (8.4)

This implies

lim
β→0

ZΦ(e
−β/2, eiβrη,m) β

∑
ρ∈RΦ

[2irρ(η)+1−q] =
∏

ρ∈RΦ

Γ( q
2
− irρ(η)− ρ(m)

2
)

Γ(1− q
2
+ irρ(η)− ρ(m)

2
)

(8.5)

In order to obtain a well-defined β → 0 limit and recover our S2 result (3.31) up to the

replacement σ ↔ η, the extra power of β in the LHS of (8.5) is needed. While β
∑

ρ∈RΦ
(1−q)

27For the sake of simplicity we neglect global non-R symmetries under which the matter fields can be
charged. They can be instated in the obvious way.

28We thank V. Spiridonov and G. Vartanov for correcting a mistake in the original version of this formula.
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gives a harmless overall normalization of the partition function that can be neglected, the

linear η-dependence in the power of β, which appears if the gauge group has central U(1)

factors, requires a more careful treatment which we now explain.

For each central U(1) factor in the gauge group there is an associated topological sym-

metry under which monopole operators are charged. To simplify the following discussion,

let us focus on a single pair of gauge and topological U(1) symmetries. The sphere index

(8.1) can be refined to include a dependence on the background vector multiplet for the

topological U(1)J symmetry, in particular on the magnetic flux mJ and the Wilson line

eihJ . If one further introduces a mixed Chern-Simon term with level kgJ between the central

gauge U(1)g and the global topological U(1)J symmetries in the classical action Sclass [58],

the S2 × S1 partition function (8.1) contains an additional factor eikgJ (hmJ+hJm). In order

to reproduce the LHS of (8.5) for all chiral multiplets in the 2d limit β → 0, we need to

scale mJ → ∞ so that βξ̂3d ≡ βkgJmJ ≃ −2 log β
∑

Φi
g[Φi] + ξ̂2d, where g[Φi] is the U(1)

gauge charge of the chiral multiplet Φi and ξ̂2d is finite. After this renormalization we are

left with the 1-loop determinants of chiral multiplets on S2 along with an extra factor of

eiξ̂2drη which mimics our 2d FI term upon σ ↔ η. Remark that, despite appearances, ξ̂3d and

ξ̂2d are not FI parameters: in the localization locus of [10] the auxiliary field D vanishes and

supersymmetric CS terms acquire contributions only from gauge vectors; as a consequence

one gets a dependence on η rather than σ on S2. Similarly one can reproduce a theta-term

on S2 if ηJ → ∞ so that kgJhJ = βkgJrηJ ∼ θ stays finite in the limit.

The contribution of a vector multiplet is given by a product over roots

Zgauge(x, e
ih,m) =

∏

α∈G
x−

|α(m)|
2

(
1− eiα(h)x|α(m)|) . (8.6)

Up to a power of β that we can again neglect, it reduces in the 2d limit to

∏

α>0

(α(m)2

4
+ r2α(η)2

)
,

which coincides with (3.24) upon σ ↔ η. Finally, the integral and sum over topological

sectors in (8.1) reduces to the one of (3.34) upon σ ↔ η.

8.2 L(p, 1)

Another way of obtaining S2 from a 3-manifold is to consider the lens space L(p, 1) = S3/Zp,

where the quotient is along the Hopf fiber, and send p→ ∞.
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Consider the vielbein E1 = R
2
dθ, E2 = R

2
sin θ dϕ, E3 = R

2p
(dψ + p cos θ dϕ) for L(p, 1)

of radius R, and the vielbein e1 = r dθ, e2 = r sin θ dϕ for S2 of radius r = R/2. In these

coordinates the positive Killing spinor equation on L(p, 1) (∇L(p,1)
M ǫ = i

2R
γ
L(p,1)
M ǫ) implies that

ǫ is independent of the Hopf fiber coordinate ψ (∂ψǫ = 0) along with the positive Killing

spinor equation on S2 (∇S2

m ǫ = i
2r
γS

2

m ǫ). The fact that ǫ is independent of ψ guarantees

that we can take the orbifold S3/Zp preserving some SUSY. The associated Killing vector

vA = ǫ†γAǫ reads v = 2
R
∂ϕ in coordinates and vA = (va, s) in vielbein basis, where va and

s are as in (B.5). In fact the vector field v, of constant norm, represents translations along

a different Hopf fiber than the one used in the reduction S3/Zp. In the limit p → ∞, vA

reduces to the vector field va (B.5) on S2, which has fixed points at the poles.

We would then like to compare our partition function of a 2d N = (2, 2) theory of vector

and chiral multiplets on S2 with the p → ∞ limit of the partition function of a 3d N = 2

theory on S3/Zp [13, 15]. The localization on L(p, 1) is similar to the one on S3 [4, 5, 6]

apart from global aspects. The quotient introduces a sum over topological sectors, because

one can turn on a Zp-valued Wilson line. This torsion is specified by m = diag(m1, . . . , mN),

where mi are integers defined modulo p and N is the rank of the gauge group. As on S3,

all other fields are set to zero except for the real scalar σ in the vector multiplet and the

auxiliary field D = −σ/R, with R the radius of S3. Moreover Rσ is conjugate, by the gauge

transformation associated to m, to a constant matrix a commuting with m. The localized

partition function on L(p, 1) then takes the form

ZL(p,1) =
1

|W|
∑

m

∫ (∏
j

daj
2π

)
e−Sclass(p,a,m) Zgauge(p, a,m)

∏
Φ
ZΦ(p, a,m) , (8.7)

where aj are the eigenvalues of the matrix a.

In the presence of a non-Abelian CS term at level k for the gauge group, the Euclidean

classical action is [15]

Sclass(p, a,m) = −iπk
p

[
Tr(a2)− Tr(m2)

]
. (8.8)

If in the p→ ∞ limit we scale k → ∞ keeping k/p fixed, and we end up with the contribu-

tion of the classical Lagrangian LCS (2.25) arising from a quadratic twisted superpotential.

The argument applies to mixed CS interactions as well, in particular to a mixed CS in-

teraction between a gauge U(1) and the topological U(1)J , which accounts for a FI term

in three dimensions. Taking an analogous scaling limit leads to the contribution of the FI

Lagrangian (2.22) on S2. The 2d FI parameter descends from the 3d FI parameter, which is
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the background real scalar for the vector multiplet of U(1)J : ξ2d ∼ ξ3d/p = aJ/p; the theta

angle descends from the 3d torsion flux for the background U(1)J : θ ∼ mJ, 3d/p.

The one-loop determinant of the vector multiplet, up to a factor that cancels the Van-

dermonde determinant, is

Zgauge(p, a,m) =
∏

α>0

sinh
[π
p

(
α(a) + iα(m)

)]
sinh

[π
p

(
α(a)− iα(m)

)]
. (8.9)

For p→ ∞ it reduces to

Zgauge(a,m) =
∏

α>0

(2π
p

)2[(α(a)
2

)2
+
(α(m)

2

)2]
(8.10)

which agrees, up to a p dependent factor that we renormalize away, with (3.24) under the

identification a = Rσ = 2rσ. Note the factor of 2 relating the radius R of S3 and the radius

r of the S2 base of the Hopf fibration. In the limit the discrete Wilson line becomes ordinary

magnetic flux on S2.

The one-loop determinant of a chiral multiplet Φ of R-charge q, transforming in a repre-

sentation RΦ of the gauge group, is

ZΦ(p, a,m) =
∏

ρ∈RΦ

∞∏

l=0

(
(−1)l

l + 2− q + iρ(a)

l + q − iρ(a)

)Nρ(l)

, (8.11)

where Nρ(l) is the number of half-integers n ∈ {− l
2
,− l

2
+1, . . . , l

2
−1, l

2
} satisfying 2n = ρ(m)

mod p. For p→ ∞ this becomes n = ρ(m)/2, therefore Nρ(l) = 1 if l ≥ |ρ(m)| and ρ(m)− l

is even, Nρ(l) = 0 otherwise. In the case where there are solutions, we can set l
2
= |ρ(m)|

2
+ k,

with k = 0, 1, 2, . . . Then (8.11) reduces to

∏

ρ∈RΦ

∞∏

k=0

(−1)|ρ(m)|+2k k +
|ρ(m)|

2
+ 1− q

2
+ iρ(a

2
)

k + |ρ(m)|
2

+ q
2
− iρ(a

2
)

.

The result agrees with our one-loop determinant on S2 before regularization (3.28) with

a = 2rσ, apart from an m-dependent sign.29

The same result can be obtained as a vanishing S1 limit of the S2×S1 partition function

found in [13] as the p → ∞ limit of an L(p, 1) × S1 partition function, which differs from

the index of [10] in the localization locus and the resulting classical action.

29The sign mismatch is of similar nature to the one pointed out in [59] for the 3d index of [10]. Since
Killing spinors and localization loci on L(p, 1) and S2 are directly related by reduction, it is conceivable that
this mismatch could be resolved by a more careful analysis of these signs and their regularization.
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9 Discussion

We conclude with some open questions and directions for future work. The question that

motivated the present work was to understand from a more fundamental point of view the

factorization, observed in [21] in two examples, of the S3
b partition function [11] into products

of K-theoretic vortex and antivortex partition functions. Although we have succeeded in

explaining a similar equality in two dimensions, the three-dimensional case remains to be

addressed. A natural guess would be to consider exactly the same Q-exact deformation LH
(4.2) but in three dimensions.

We can gain some intuition by considering how the north and south pole of S2 uplift to

S3 or the lens space L(p, 1). The preimages of the poles under the projection S3 → S2 are

the Hopf fibers over them, forming two linked great circles in S3. We expect the point-like

(anti)vortex configurations at the poles to lift to similar singular configurations on S3 or

L(p, 1), possibly with KK momentum along the extra circles. The 2d (anti)vortex partition

functions would then lift to K-theoretic (anti)vortex partition functions. When the round

S3 is squashed into the ellipsoid S3
b defined by the equation b2|z1|2 + b−2|z2|2 = 1 in C2, the

radii of the two circles become b and 1/b respectively (in units of the radius R of S3): they

match the sizes of the extra circles in the K-theoretic vortex and antivortex partition func-

tions of [21]; we expect a similar factorization in terms of K-theoretic (anti)vortex partition

functions to occur for L(p, 1), and similarly for S2 × S1. It would be interesting to make

these considerations concrete.

Our result that the matrix integral equals the vortex partition function times the antivor-

tex partition function (weighted by semiclassical factors and summed over isolated points

on the Higgs branch) suggests that the matrix integral can be used to determine the vor-

tex partition function for theories where other means are not available. In particular, the

computations in the literature of Zvortex are based either on an ADHM-like construction of

the moduli space [45] derived from string theory, which however has applicability limited to

some gauge groups and matter representations, or the moduli matrix approach [60, 37]. The

matrix integral seems a simple and flexible alternative method.

A useful development of our work would be to include twisted chiral multiplets, possibly

with periodic imaginary part, besides chiral multiplets. That would allow a more thorough

exploration of mirror symmetry. We hope to report progress in that direction in the near

future. It would also be interesting to include local or non-local operators in our path integral

computation, for instance loops or extra vortex operators.

The partition function of an N = 2 gauge theory on S4 has proven very useful to uncover
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surprising aspects of the dynamics of multiple M5-branes – whose reduction on a Riemann

surface Σ can give either an N = 2 [61] or an N = 1 [62, 63, 64] four-dimensional theory

depending on the twist, some aspects being discussed in [65, 66, 67] – most notably the

AGT correspondence [68]. A similar role is being played by the S3 and S2 × S1 partition

functions [69, 59], hence one could expect our result on S2 to fit into the pattern. For

instance, one can obtain a 2d N = (4, 4) quiver gauge theory description of M5-branes on

Σ × T 2 by first compactifying on Σ × S1 (that in general gives a non-Lagrangian theory),

then using the 3d mirror symmetry of [70] and finally compactifying on S1.30 In this context

an adaptation of the anomaly computation of [72] might be useful to relate the 2d theory to

some four-dimensional theory.
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A Spinor conventions

In two Euclidean dimensions the minimal spinor is a complex one-dimensional Weyl spinor,

or a real two-dimensional Majorana spinor, however we will use complex two-dimensional

Dirac spinors. We choose Dirac matrices in the frame basis as the Pauli matrices: γ1,2,3 =
(
0 1
1 0

)
,
(
0 −i
i 0

)
,
(
1 0
0 −1

)
with γ3 being the chirality matrix. We will use µ, ν = 1, 2 as curved

space indices, a, b = 1, 2 or i, j = 1, 2, 3 as flat space indices, and α, β = 1, 2 as spinor indices.

The matrices satisfy γµγν = gµν + iεµνγ3. They are Hermitian and γT1,2,3 = {γ1,−γ2, γ3}, so
that the charge conjugation matrix C that solves CγiC

−1 = −γTi is C = −iεαβ = γ2, with

C = C† = C−1.

A rotationally invariant combination of spinors is ǫ†λ. On the other hand, the charge

conjugate spinor is

ǫc ≡ Cǫ∗ (A.1)

30Alternatively one could simply consider 4d N = 4 SYM on Σ [71], which however gives a 2d non-linear
sigma model and does not fall within our framework.
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which transforms as ǫ. Therefore another rotationally invariant combination is ǫTCλ = ǫc †λ.

Notice that (ǫc)c = −ǫ, therefore the Majorana condition is: ǫc = γ3ǫ. It is easy to check

that γ3ǫ = ±ǫ implies γ3ǫ
c = ∓ǫc, so that charge conjugation flips the chirality and there are

no Majorana-Weyl spinors.

When dealing with anticommuting spinors, we multiply them as

ǫλ ≡ ǫαCαβλ
β = λǫ (A.2)

keeping C implicit. When we prefer not to keep C implicit, we specify either † or T, so that

we can write: ǫλ = ǫTCλ. On the other hand, barred spinors like ǭ are simply independent

spinors, with no implicit operation on them. Including gamma matrices in the product, we

get for anticommuting spinors:

ǫγiλ = −λγiǫ , ǫγijλ = −λγijǫ . (A.3)

Moreover γµγµ = 2 and γµγργµ = 0.

The Fierz identity for commuting spinors is:

(ǫ†λ1) λ2 =
1

2

[
λ1 (ǫ

†λ2) + γ3λ1 (ǫ
†γ3λ2) + γρλ1 (ǫ

†γρλ2)
]
. (A.4)

This is still true if ǫ is C-valued and commuting, while λ1,2 are possibly matrix-valued and

anticommuting. The Fierz identity for anticommuting spinors is:

(ǭλ1) λ2 = −1

2

[
λ1 (ǭλ2) + γ3λ1 (ǭγ3λ2) + γρλ1 (ǭγ

ρλ2)
]

(A.5)

where all spinors are anticommuting, ǭ is C-valued while λ1,2 can be matrix valued. When

λ1 = λ2 and matrix-valued, one can derive the two following relations:

0 = [ǭλ, λ]− [ǭγ3λ, γ3λ]− [ǭγµλ, γµλ]

0 = (λ̄ǫ2)(λ̄ǫ1)− (λ̄γ3ǫ2)(λ̄γ3ǫ1) + (λ̄γµǫ1)(λ̄γ
µǫ2) .

(A.6)

B Killing spinors on S2

The metric on S2 of radius r is:

ds2 = r2(dθ2 + sin2 θ dϕ2) = r2µaµa = eaea . (B.1)
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We choose:

µ1 = dθ , µ2 = sin θ dϕ . (B.2)

The equation dea + ωab ∧ eb = 0 determines ω12 = − cos θ dϕ.

The Killing spinor equation is Dǫ = eaγaǫ̃. It turns out [73, 74] that on S2 there is a

basis of Killing spinors of definite “positivity” that solve Dµǫ± = ± i
2r
γµǫ±. Explicitly:

Dǫ± ≡ dǫ± +
1

4
ωabγabǫ±

!
= ± i

2r
eaγaǫ± . (B.3)

The space of “positive” Killing spinors is complex two-dimensional:

ǫ+ = C1e
−iϕ

2

(
sin θ/2

−i cos θ/2

)
+ C2e

iϕ
2

(
cos θ/2

i sin θ/2

)
. (B.4)

Given any ǫ+, the spinor ǫ− ≡ γ3ǫ+ is a “negative” Killing spinor, therefore the space of

Killing spinors on S2 is complex four-dimensional. Notice that Killing spinors of definite

positivity do not have definite chirality and viceversa.

Out of a Killing spinor ǫ+ one can construct a Killing vector vµ and a function s:

vµ = ǫ†+γ
µǫ+ , s = ǫ†+γ3ǫ+ . (B.5)

The Killing vector satisfiesD(µvν) = 0, and is related to s by: εµνD
µvν = 2

r
s,Dµs = −1

r
εµνv

ν .

To perform localization we will consider ǫ+ = eiϕ/2(cos θ/2, i sin θ/2). In this case, in vielbein

basis, va = (0, sin θ) and s = cos θ. Moreover ǫT+Cǫ+ = 0 where C = γ2 is the charge

conjugation matrix.

One could also consider the spinors ǫ′± = (1 + iγ3)ǫ±. They satisfy the equation:

Dµǫ
′
± = ± 1

2r
γµγ3ǫ

′
± . (B.6)

C Localizing supercharges

The commuting operator δ = δǫ + δǭ = ǫαQα + ǭαQ†
α, where ǫ, ǭ are anticommuting positive

Killing spinors, defines the supercharges Qα, Q
†
α. Multiplying them back by commuting

Killing spinors, we obtain anticommuting operators. We choose ǫ+ such that ǫ†+ǫ+ = 1 and

ǫT+Cǫ+ = 0, and form Q = ǫα+Qα, Q
† = ǫc α+ Q†

α = −(ǫ†+C)
αQ†

α. For convenience, we also

rewrite barred spinors as λ̄ = C(λ†)T, recalling that λ† is independent from λ, and drop the
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suffix from ǫ+ recalling that it is here commuting. We get for the gauge multiplet:

QAµ =
i

2
λ†γµǫ Q†Aµ =

i

2
ǫ†γµλ Qλ† = 0

Qσ = −1

2
λ†ǫ Q†σ = −1

2
ǫ†λ Q†λ = 0

Qη =
i

2
λ†γ3ǫ Q†η =

i

2
ǫ†γ3λ

Qλ = iγ3ǫ
(
F12 −

η

r
+ i[σ, η]

)
− ǫ
(
D +

σ

r

)
+ iγµǫDµσ − γ3γ

µǫDµη

Q†λ† = −iǫ†γ3
(
F12 −

η

r
− i[σ, η]

)
+ ǫ†

(
D +

σ

r

)
+ iǫ†γµDµσ + ǫ†γ3γ

µDµη

QD = − i

2
Dµλ

†γµǫ+
i

2
[λ†ǫ, σ] +

1

2
[λ†γ3ǫ, η] +

1

2r
λ†ǫ

Q†D =
i

2
ǫ†γµDµλ+

i

2
[σ, ǫ†λ] +

1

2
[η, ǫ†γ3λ] +

1

2r
ǫ†λ

(C.1)

and for the chiral multiplet:

Qφ = 0 Q†φ = −ǫ†ψ
Qφ† = ψ†ǫ Q†φ† = 0

Qψ =
(
iγµDµφ+ iσφ+ γ3ηφ− q

2r
φ
)
ǫ Qψ† = −ǫTCF †

Q†ψ† = ǫ†
(
− iγµDµφ

† + iφ†σ + γ3φ
†η − q

2r
φ†
)

Q†ψ = Cǫ∗F

QF = ǫTC
(
iγµDµψ − iσψ + γ3ηψ +

q

2r
ψ − iλφ

)
Q†F = 0

Q†F † =
(
− iDµψ

†γµ − iψ†σ + ψ†γ3η +
q

2r
ψ† + iφ†λ†

)
Cǫ∗ QF † = 0 .

(C.2)

The supercharges Q,Q† satisfy the algebra {Q,Q†} =M + R
2
, Q2 = Q† 2 = 0, up to a gauge

transformation Λ, where M is the angular momentum that generates rotations along the

Killing vector field vµ = ǫ†γµǫ and R is R-charge. For instance:

{Q,Q†}Aµ = −ivνFνµ +DµΛ {Q,Q†}φ = −ivµDµφ+ iΛφ+
q

2r
φ

{Q,Q†}σ = −ivµDµσ + i[Λ, σ] {Q,Q†}ψ = −ivµDµψ +
s

2r
γ3ψ + iΛψ +

q − 1

2r
ψ

{Q,Q†}η = −ivµDµσ + i[Λ, η] {Q,Q†}F = −ivµDµF + iΛF +
q − 2

2r
F

{Q,Q†}λ = −ivµDµλ+
s

2r
γ3λ+ i[Λ, λ] − 1

2r
λ .

(C.3)

In particular {Q,Q†} =M + R
2
+ iΛ, with Λ = −σ + iǫ†γ3ǫ η. Finally Q = Q +Q†.
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D One-loop determinants

We compute here the one-loop determinant for various kinetic operators appearing in the

main text. Before doing that, let us recall a few facts about spin spherical harmonics on a

background.

D.1 Spin spherical harmonics

On a sphere S2 of radius r, the standard scalar spherical harmonics Y 0
j,j3

are the eigenfunc-

tions of the Laplacian

∇2 =
1

r2

( 1

sin θ
∂θ(sin θ ∂θ) +

1

sin2 θ
∂2ϕ

)
. (D.1)

They are parametrized by j ∈ N and |j3| ≤ j, j3 ∈ Z with eigenvalues −j(j + 1)/r2.

Now consider a particle with spin sz (representations of the spin group SO(2) are one-

dimensional) moving in a background magnetic flux F with 1
2π

∫
F = m, the particle trans-

forming as the weight ρ of some representation. Since A = m

2
ω12, the covariant derivative

is

Dµ = ∂µ + iszω
12
µ − i

ρ(m)

2
ω12
µ , (D.2)

therefore the particle has effective spin s = sz − ρ(m)
2
. Let us consider the (anti)holomorphic

derivatives

D± =
D1 ∓ iD2

2
=

1

2r

(
∂θ ∓

i

sin θ
∂ϕ

)
∓ s

2r

cos θ

sin θ
. (D.3)

D+ maps a spin s to a spin s+ 1 harmonic, while D− reduces s by one unit. In fact

DµDµ = 2{D+, D−} , [D+, D−] = − s

2r2
. (D.4)

To be very explicit about the spin of the operators, D2
s = 2(D

(s−1)
+ D

(s)
− +D

(s+1)
− D

(s)
+ ).

The eigenfunctions of D2
s are the spin spherical harmonics Y s

j,j3
with |s|, |j3| ≤ j and

j − s ∈ N, j − j3 ∈ N, and the eigenvalues are:

r2D2Y s
j,j3

= −
[
j(j + 1)− s2

]
Y s
j,j3

. (D.5)

For integer s they can be constructed from the scalar harmonics: Y s
j,j3

∝ (D+)
sY 0

j,j3
for

0 ≤ s ≤ j and Y s
j,j3

∝ (D−)
sY 0

j,j3
for −j ≤ s ≤ 0, while we get zero if |s| > j. If s ∈ N + 1

2
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we can start from Y
1/2
1/2,1/2 = eiϕ/2 cos θ/2. It will be useful to consider also the operators:

D+D−Y
s
j,j3 = −j(j + 1)− s(s− 1)

4r2
Y s
j,j3 , D−D+Y

s
j,j3 = −j(j + 1)− s(s+ 1)

4r2
Y s
j,j3 .

(D.6)

D.2 Gauge one-loop determinant

Consider the action

L =
1

2

(
F̃12 −

η̃

r

)2
+

1

2

(
D̃ +

σ̃

r

)2
+

1

2

(
Dµσ̃ − i[Ãµ, σ0]

)2
+

1

2

(
Dµη̃ − i[Ãµ, η0])

2

− 1

2

(
[σ̃, η0] + [σ0, η̃]

)2 − c̄DµDµc−
1

2ξ
(DµÃµ)

2 ,
(D.7)

quadratic in the fluctuations (Ãµ, σ̃, η̃, D̃, c̄, c). First, the term 1
2

(
D̃+ σ̃

r

)2
integrated over D̃

gives determinant 1, and we discard it. Then let us look at (Ãµ, σ̃, η̃). We write the vectors

in holomorphic coordinates, using

gµν =

(
0 1

2
1
2

0

)
, gµν =

(
0 2

2 0

)
, εµν =

(
0 i

2

− i
2

0

)
, εµν =

(
0 −2i

2i 0

)
(D.8)

and V± = (V1 ∓ iV2)/2. Once we go to holomorphic coordinates, Ã†
± = Ã∓. We decompose

all modes along the weights ρ of the adjoint representation. The Cartan generators are

decoupled from everything else at quadratic order: since their one-loop determinant will not

depend on the background A
(0)
µ , σ0, η0, we discard them, being left with a decomposition

along the roots α of G.

Let us choose the gauge ξ = −1. Then the Lagrangian can be written in matrix notation

as (Ã†
+, Ã

†
−, η̃, σ̃)

T M (Ã+, Ã−, η̃, σ̃) where the matrix M is:

M =




−4D+D− + σ2
0 + η20 0 −i(η0 + 1

r
)D+ −iσ0D+

0 −4D−D+ + σ2
0 + η20 −i(η0 − 1

r
)D− −iσ0D−

−i(η0 + 1
r
)D− −i(η0 − 1

r
)D+ −1

2
D2 + 1

2
σ2
0 +

1
2r2

−1
2
η0σ0

−iσ0D− −iσ0D+ −1
2
η0σ0 −1

2
D2 + 1

2
η20




(D.9)

This matrix is Hermitian. To compute the determinant we need a basis of eigenfunctions.

We expand η̃, σ̃ on Y s
j,j3, Ã+ on Y s+1

j,j3
and Ã− on Y s−1

j,j3
, with s = −α(m)

2
. We also introduce

the notation:

s± =
√
j(j + 1)− s(s± 1) . (D.10)
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If we normalize the harmonics as |Y s
j,j3|2 = 1, then the commutation relations fix the relations

among them via D±, up to a phase that we choose as follows:

D+Y
s
j,j3

=
s+
2r
Y s+1
j,j3

D−Y
s+1
j,j3

= −s+
2r
Y s
j,j3

D−Y
s
j,j3

= −s−
2r
Y s−1
j,j3

D+Y
s−1
j,j3

=
s−
2r
Y s
j,j3

.
(D.11)

The formulae on the right coincide with those on the left if we shift s by one.

We can now substitute in the matrix, and consider all possible values of j. For j ≥
|α(m)|

2
+ 1 all three harmonics Y s±1

j,j3
, Y s

j,j3
exist: the determinant of (D.9) is

detM =
1

64r8
(
j2 + r2α(σ)2

)(
(j + 1)2 + r2α(σ)2

)(
j(j + 1)− α(m)2

4

)2
. (D.12)

The coefficient of r in front does not depend on the background and can be reabsorbed in

the normalization. These eigenvalues have multiplicity 2j + 1.

For j = |α(m)|
2

≥ 1
2
only two harmonics exist. For instance, when α(m) ≥ 1 then Y s+1

j,j3
and

Y s
j,j3

exist while D−Y
s
j,j3

= 0. Removing the second row/column in (D.9), the determinant is

1

4r6
α(m)2

4

(( |α(m)|
2

+ 1
)2

+ r2α(σ)2
)

with multiplicity |α(m)| + 1. When α(m) ≤ −1 we reach the same conclusion. The case

j = α(m) = 0 has to be treated separately. Only the harmonic Y s=0
j=0,j3 exists. Removing the

first and second row/column in (D.9), the two eigenvalues are

0 ,
1

2r2

(
1 + r2α(σ)2

)
.

The zero eigenvalue corresponds to the zero-mode of the background σ0: we have to remove

the eigenvalue from the determinant, and integrate over the zero-mode.

For j = |α(m)|
2

− 1 ≥ 0 only one harmonic exists. For instance, when α(m) ≥ 2 then Y s+1
j,j3

exists while D−Y
s+1
j,j3

= 0. Removing the second, third and fourth row/column in (D.9), we

are left with
1

r2

(α(m)2

4
+ r2α(σ)2

)

with multiplicity |α(m)| − 1. If |α(m)| = 1 this case does not arise (but we can still formally

use the formula if we include the multiplicity); if α(m) = 0 this case does not arise as well,

but we have to treat it separately.

Let us notice that, as it should, the determinant only depends on the choice of gauge
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ξ by an irrelevant multiplicative constant. For generic ξ the derivative contribution in the

2× 2 upper-left corner of the matrix (D.9) gets modified to:

(
Ã†

+ Ã†
−

)(−2(1− 1
ξ
)D+D− 2(1 + 1

ξ
)D+D+

2(1 + 1
ξ
)D−D− −2(1− 1

ξ
)D−D+

)(
Ã+

Ã−

)

which is still Hermitian. With our choice of phases:

D+D−Y
s+1
j,j3

= − s2+
4r2

Y s+1
j,j3

D+D+Y
s−1
j,j3

=
s+s−
4r2

Y s+1
j,j3

D−D−Y
s+1
j,j3

=
s+s−
4r2

Y s−1
j,j3

D−D+Y
s−1
j,j3

= − s2−
4r2

Y s−1
j,j3

,

(D.13)

the determinant of M is the same as in (D.12) but multiplied by −1/ξ.

The ghost term is −c̄D2c ≡ c̄Occ: decomposing in a basis of spin spherical harmonics

the determinant is:

DetOc =
∏

α∈G

∞∏

j≥ |α(m)|
2

(
j(j + 1)− α(m)2

4

)2j+1

. (D.14)

Let us put all pieces together, discarding numerical factors of r. When α(m) 6= 0 we find:

DetOgauge

∣∣∣
α
=

∞∏

k=
|α(m)|

2

(
k2+ r2α(σ)2

)2k−1(
(k+1)2+ r2α(σ)2

)2k+3
(
k(k+1)− α(m)2

4

)2(2k+1)

.

(D.15)

In the end we have to take the product over all roots α ∈ G. Since the adjoint is a real

representation, for each root α we have also −α. If we consider the product of a root and

its opposite:

∏

{α,−α}

(
k2 + r2α(σ)2

)
=
∏

{α,−α}

(
k + irα(σ)

)2
=
∏

{α,−α}

(
k − irα(σ)

)2
.

We will use this relation often below. Therefore:

DetOc√
DetOgauge

∣∣∣
α
=

∞∏

k= |α(m)|
2

1
(
k + irα(σ)

)2k−1(
k + 1 + irα(σ)

)2k+3
. (D.16)
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When α(m) = 0 we find instead:

Det′ Ogauge

∣∣∣
α
= r2α(σ)2

∏

k≥0

(
k2 + r2α(σ)2

)2k−1(
(k + 1)2 + r2α(σ)2

)2k+3
∏

k≥1

(
k(k + 1)

)2(2k+1)

(D.17)

where we wrote Det′ because there is a zero eigenvalue, corresponding to a zero-mode of

the background σ along the root α, that we removed. Also Oc has a zero eigenvalue. The

determinants give:

Det′ Oc√
Det′ Ogauge

∣∣∣
α
=

1

|α(σ)|
∞∏

k= |α(m)|
2

1
(
k + irα(σ)

)2k−1(
k + 1 + irα(σ)

)2k+3
(D.18)

D.3 Gaugino one-loop determinant

The fermionic part of the YM action (2.20) expanded at quadratic order around the back-

ground is:

L =
i

2
λ̄γµDµλ+

i

2
λ̄[σ0, λ] +

1

2
λ̄γ3[η0, λ] .

As before, modes along the Cartan generators give a background-independent constant that

we discard. We are left with a decomposition along the roots α of G.

The fermions λ, λ̄ have two components of spin ±1
2
, so we decompose them into spin

spherical harmonics. For j ≥ 1
2
+ |α(m)|

2
the effective spins are s = ±1

2
− α(m)

2
. The matrix

acting on the subspace (Y
1
2
−α(m)

2
j,j3

, Y
− 1

2
−α(m)

2
j,j3

) is

M =
1

2r

(
irα(σ) + α(m)

2
2irD+

2irD− irα(σ)− α(m)
2

)
.

However the product of spinors is λ̄λ = λ̄αεαβλ
β = −λ̄2λ1+ λ̄1λ2. Therefore we should really

compute the determinant of Oλ ≡
( −1 0

0 1

)
M:

Oλ =
1

2r

(
−irα(σ)− α(m)

2
−2irD+

2irD− irα(σ)− α(m)
2

)
. (D.19)

The determinant is:

detOλ =
1

4r2

(
j(j + 1) + r2α(σ)2 +

1

4

)
=

1

4r2
(
j + 1

2
− irα(σ)

)(
j + 1

2
+ irα(σ)

)
(D.20)

with multiplicity 2j + 1.
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For j = |α(m)|
2

− 1
2
≥ 0 only one harmonic exists. For instance, when α(m) ≥ 1 then

λ =
(
Y

1
2
−α(m)

2
j,j3

, 0
)
and the eigenvalue is

− 1

2r

( |α(m)|
2

+ irα(σ)
)

with multiplicity |α(m)|. When α(m) ≤ −1 then λ =
(
0, Y

− 1
2
−α(m)

2
j,j3

)
and the eigenvalue is

the same as above but with opposite sign. For α(m) = 0 this case does not exist, but we can

still formally use the formula as long as we include the multiplicity.

The one-loop determinant, discarding numerical factors of r, is then:

DetOλ =
∏

α∈G
(−1)⌊α(m)⌋( |α(m)|

2
+ irα(σ)

)|α(m)|
∞∏

j= |α(m)|
2

+ 1
2

(
j + 1

2
+ irα(σ)

)2j+1(
j +

1

2
− irα(σ)

)2j+1

=
∏

α∈G

∞∏

k=
|α(m)|

2

(
k + irα(σ)

)2k(
k + 1 + irα(σ)

)2k+2
,

(D.21)

In the last equality (D.21) we changed sign to α(σ) since we take the product over α and

the adjoint is a real representation. We used the function ⌊x⌋ = |x|+x
2

and

∏

α∈G
(−1)⌊α(m)⌋ = (−1)

∑
α>0 α(m) = (−1)2δ(m) = 1 (D.22)

where δ is the Weyl vector.

D.4 Fermion one-loop determinant

The fermionic part of the matter action (2.27) expanded at second order around the back-

ground is:

L = ψ̄
(
− iγµDµ + iσ − γ3η −

q

2r

)
ψ .

There are two components in ψ of spin ±1
2
, therefore the effective spins are s = ±1

2
− ρ(m)

2
. As

in the previous section, we compute the determinant of the operator multiplied by
(
1 0
0 −1

)
.

For j ≥ 1
2
+ |ρ(m)|

2
, both harmonics Y

1
2
− ρ(m)

2
j,j3

and Y
− 1

2
− ρ(m)

2
j,j3

exist, then the operator is:

Oψ =
1

r

(
irρ(σ)− q

2
− ρ(m)

2
−2irD+

2irD− −irρ(σ) + q
2
− ρ(m)

2

)
. (D.23)
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The determinant of the matrix is:

detOψ =
1

r2

(
j +

q + 1

2
− irρ(σ)

)(
j + 1− q + 1

2
+ irρ(σ)

)
(D.24)

and each mode has degeneracy 2j + 1.

For j = |ρ(m)|
2

− 1
2
≥ 0, one of the two harmonics with s = ±1

2
− ρ(m)

2
does not exist because

|s| exceeds j. For instance, when ρ(m) ≥ 1 then Y
1
2
− ρ(m)

2
j,j3

exists while D−Y
1
2
− ρ(m)

2
j,j3

= 0. Then

we take ψ = (Y
1
2
− ρ(m)

2
j,j3

, 0), only the upper-left corner in (D.23) is non-trivial and the eigenvalue

is

− 1

r

( |ρ(m)|
2

+
q

2
− irρ(σ)

)
(D.25)

with degeneracy |ρ(m)|. When ρ(m) ≤ −1 only Y
− 1

2
− ρ(m)

2
j,j3

exists. Taking ψ = (0, Y
− 1

2
− ρ(m)

2
j,j3

)

we pick the lower-right corner in (D.23) getting (D.25) with an extra minus sign, and same

degeneracy |ρ(m)|. For ρ(m) = 0 this case does not exist, but we can still formally use the

formula as long as we include the multiplicity.

Multiplying all eigenvalues, up to multiplicative factors of r that we disregard, we get

the one-loop determinant:

DetOψ =
∏

ρ∈RΦ

(−1)⌊ρ(m)⌋
∞∏

k= |ρ(m)|
2

(
k +

q

2
− irρ(σ)

)2k(
k + 1− q

2
+ irρ(σ)

)2k+2

, (D.26)

where we used the function ⌊x⌋ = |x|+x
2

.
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