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Capturing the interplay between spin-orbit coupling
and non-Condon effects on the photoabsorption spec-
tra of Ru and Os dyes

Theo Keane,∗a,b Thomas W. Rees,c Etienne Baranoff,c and Basile F. E. Curchod∗d

In this work, we investigate the factors influencing the shape of the low-energy tail of the ab-
sorption spectrum of a homoleptic biscyclometalated ruthenium complex with terdentate ligands
[Rees et al., Inorganic Chemistry, 2017, 56, 9903] by combining an advanced theoretical strategy
and the synthesis of an analogous Osmium complex. The theoretical protocol merges relativistic
linear-response time-dependent density functional theory and the nuclear ensemble approach,
permitting to shed light on the influence of spin-orbit coupling and non-Condon effects on the
theoretical absorption spectra of these rather large metal complexes.

Introduction
Reproducing the absorption of visible light by metal complexes
using computational methods is paramount in the process of
studying and designing molecules with specific properties for ap-
plications such as solar cells, sensors, and organic light emitting
diodes. At first glance, this task may appear simple. However,
several factors complicate the calculations and are likely to ham-
per a satisfactory reproduction of the different absorption bands
– e.g. the influence of a solvent, the breakdown of the Condon
approximation, or the presence of relativistic effects – although
their addition to an ab initio model should ultimately provide a
more comprehensive and accurate description of the processes at
the origin of the absorption properties of a dye. A lot of effort
has recently been devoted to include the role of the environment
on the light absorption capabilities of a given molecule (see e.g.
Refs. 1–3). Therefore in the following, we will focus on the role
of non-Condon and relativistic effects and propose a brief survey
of selected strategies to address the underlying challenges.

The simplest strategy to reproduce an absorption spectrum for
a given molecule is to first locate the minimum (possibly minima)
on the ground state potential energy surface. At the nuclear con-
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figuration corresponding to this equilibrium geometry (black dot
on the upper panel of Fig. 1a), excited-state electronic structure
methods can be employed to determine vertical transition ener-
gies, i.e., differences in electronic energies between a subset of
excited electronic state and the ground state, at the equilibrium
geometry (vertical arrows in Fig. 1a), as well as the correspond-
ing transition probabilities. As information about the excited state
is only known at the equilibrium geometry, plotting these verti-
cal transitions gives rise to a “stick plot”, which can be further
Gaussian- or Lorentzian-broadened to better mimic the experi-
ment (right panel of Fig. 1a). If more than one conformation is
thermally populated, a similar treatment can be applied at ad-
ditional minima, and the final spectrum becomes the weighted
sum of the spectra at each minimum. Whilst simple, this single-
point (SP) strategy already offers a powerful tool to investigate
the character of the different excited states and to assign transi-
tions in an experimental spectra. However, the classical approx-
imation for the nuclei encoded in the SP strategy does not allow
for the description of vibronic progressions and leads also to a
neglect of non-Condon effects (i.e., the fact that electronic transi-
tion dipole moments are not constant with respect to a change in
nuclear geometry.

An important component of absorption spectra that is missed
with the SP strategy is the vibrational component associated to
electronic transitions, caused by overlaps between the ground and
the excited electronic states vibrational wavefunctions. One of
the most accurate ways of recovering such vibronic features re-
quires quantum dynamics simulations.4 Unfortunately, the com-
putational cost associated with this strategy beyond ten atoms
hampers its general applicability, and the quantum effects related
to the nuclear degrees of freedom have to be approximated. Re-
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Fig. 1 Schematic representation of two different strategies for the
simulation of absorption spectra. a) Theoretical absorption spectra
based solely on a single nuclear configuration – the electronic ground
state geometry, R0 – and its associated transition energies (ωR0

I ) and
transition dipole moments (µR0

I ) to the excited states I. b) The Nuclear
Ensemble Approach approximates the width and intensity of a vibronic
band by sampling a number of nuclear configurations in the ground state
from an approximate quantum distribution. For each nuclear geometry
RN of the ensemble, one calculates the transition energies ω

RN
I and

transition dipole moments µ
RN
I ), and produces an absorption spectrum.

The final NEA absorption spectrum is produced by averaging over all
spectra.

cent works have proposed the use of semiclassical dynamics for
example5.

To make the calculations more tractable, a first possible ap-
proximation is to capture the vibronic progressions of absorption
spectra in a Franck-Condon picture, i.e., by calculating Franck-
Condon factors. Furthermore, if needed, Franck-Condon fac-
tors can be augmented with Herzberg-Teller corrections, that ac-
count for non-Condon effects (see e.g. Ref. 6). The calculation
of Franck-Condon factors requires the determination of nuclear
wavefunctions for both the ground and the excited electronic
state of interest. For medium- to large-size molecules (beyond
10 atoms), this often implies the use of an harmonic approxima-
tion.6–9

Another strategy, called the nuclear-ensemble approach (NEA),
proposes to reproduce, approximately, the width of a vibronic
band without the explicit calculation of nuclear wavefunc-
tions.10–12 The idea of the NEA is to sample nuclear configura-
tions in the ground electronic state (points in Fig. 1b), and to
compute vertical transition energies and probabilities for each
of them. A small phenomenological broadening is applied to
each transition energy, and a photoabsorption cross-section can
be calculated by averaging over all the sampled configurations10

(Fig. 1b). A theoretical justification for the NEA can be found in
Ref. 11. This strategy can be applied to molecular systems in their
full configuration space, as the NEA only requires the sampling
of nuclear configurations on the ground state and does not need
information on the excited states, besides transition energies. Vi-
bronic progressions are not accounted for as a result of the under-
lying approximations, but the NEA offers a straightforward way
to approximate the width and the intensity of absorption spectra,
including non-Condon effects (dark transitions can gain intensity
as a result of the sampling of nuclear geometries). A question
remains: how should we sample the electronic ground state (the
dots in Fig. 1b)? One possibility is to use molecular dynamics
to generate a thermal ensemble13 or more advanced dynamics
strategies to recover the effect of zero-point energy in the sam-
pling (for example quantum thermostat14,15). A simpler strat-
egy consists in considering that the molecule is mostly harmonic
and sampling nuclear configurations from a Wigner distribution
for a set of uncoupled harmonic oscillators (the normal modes of
the molecule considered).16 This last sampling assumes that the
molecule is in its ground vibrational level (zero-point level), and
generates an approximate quantum sampling.13 This strategy has
only been sparsely employed in the calculation of absorption spec-
tra of metal complexes (see e.g. Refs17–19).

Up to this point, we have considered that reliable excitation en-
ergies and oscillator strengths can be obtained for the molecule
of interest. While there are a number of different electronic struc-
ture methods that can be used for calculating excitation ener-
gies20, our interest in (large) metal complexes forces us to focus
on linear-response time-dependent density functional theory (LR-
TDDFT).21–24 Also, the electronic states of molecules containing
late transition metal complexes can be strongly influenced by the
presence of relativistic effects, in particular spin-orbit coupling
(SOC), and recent developments allowed to include spin-orbit
coupling in LR-TDDFT.25–27 Such strategy was used to success-
fully compute SOC effects in metal complexes28–32 using the SP
approach described above.

In this work, we propose to combine some of the strategies
described above to shed light on specific features of the absorp-
tion spectrum of a recently reported33 homoleptic biscyclometa-
lated ruthenium complex with terdentate ligands, 1-Ru (Fig. 2).
1-Ru exhibits an absorption spectrum with a low energy tail at
around 700 nm (see upper panel of Fig. 3), and previous calcula-
tions based on a SP strategy and LR-TDDFT (without the inclusion
of SOC) suggested that this low-energy tail should be dominated
by singlet metal-to-ligand charge transfer (1MLCT) transitions33.
We propose here a study of 1-Ru combining the Nuclear Ensemble
Approach with relativistic LR-TDDFT, allowing us to decipher the
role played by SOC and non-Condon effects in the low-lying tran-
sitions of 1-Ru. In addition, an analogue of 1-Ru, 1-Os (Fig. 2)
– differing from 1-Ru only by a Ru-to-Os substitution – was syn-
thesised to further probe the importance of SOC in the low-lying
electronic states of this family of metal complexes, offering an
additional test for the theoretical protocol proposed here.
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Fig. 2 Structure of complex 1 (top); Optimised geometry of 1-Os (left)
and geometries sampled from the approximate Wigner distribution
(right).

Methods
Geometry optimisation and frequency calculations were per-
formed using the software package Gaussian 0934 using den-
sity functional theory (DFT) with the PBE0 functional35 and
the dhf-TZVP and def2-TZVP(-f) basis sets for the metals and
other atoms, respectively.36–38 Grimme’s dispersion correction
with Becke-Johnson damping, D3(BJ), was applied,39–41 and sol-
vent effects (dichloromethane) were included implicitly using a
CPCM.42 A Wigner function for uncoupled harmonic oscillators
was constructed from the DFT ground-state geometry and cor-
responding harmonic frequencies using Newton-X43, from which
30 nuclear geometries were randomly sampled (see lower panel
of Fig. 2). The cost of the calculations, in particular with the in-
clusion of relativistic effects, limited the number of sampled con-
figurations.

We note that hybrid functionals like PBE0 have been found
to be a good compromise to describe the different types of
electronic-state characters found in metal complexes of the types
studied in this work (see for example Refs.44–48). In particu-
lar, MLCT transitions in these complexes do not suffer particu-
larly from the charge-transfer problem inherent to the use of LR-
TDDFT in its adiabatic representation24. Other types of metal
complexes, however, may require a long-range corrected func-
tional for an adequate description of their MLCT transitions, as
reported for example in Refs.49,50. It is important to emphasize,
though, that while the methodology introduced here proposes to
improve the description of absorption spectra by including phys-
ical effects like spin-orbit coupling and non-Condon phenomena,
its overall result strongly relies on the quality of the approxima-
tions used to calculate the electronic structure of the molecule.
In the following, we use PBE0 as a compromise for the descrip-
tion of the different electronic states. Nevertheless, the method-
ology could be employed with any electronic-structure methods
that can incorporate spin-orbit coupling.

One component (1C) scalar relativistic and Kramers restricted
two-component (2C) relativistic DFT calculations were performed
using the exact two-component (X2C) Hamiltonian, as imple-

mented in the Turbomole software package.51–53 We note that
the 1C calculations include only scalar relativistic corrections,
thus singlets and triplets remain unmixed and spin selection rules
apply. In contrast, the 2C calculations include all relativistic ef-
fects, thus singlet and triplet states are able to mix via spin-orbit
coupling, and so formally spin-forbidden transitions are allowed
in 2C calculations. The PBE0 functional was used in combina-
tion with the all electron x2c-SV(P)all and x2c-SV(P)all-2c ba-
sis sets,54 specifically designed for use with the 1C-X2C and 2C-
X2C Hamiltonians, respectively. Dichloromethane solvent effects
were included implicitly using COSMO.42 Relativistic 1C and 2C
LR-TDDFT calculations were performed within the Tamm-Dancoff
approximation,27,55 which further offers a more accurate descrip-
tion of triplet transition energies.56

Excited-state wavefunction analysis57 of the 1C calculations
was conducted using the TheoDORE software package.58 Wave-
function analysis is used to decompose excitations in terms of
their charge-transfer characteristics, Ωi, where i = Metal-to-
Ligand Charge Transfer (MLCT), Ligand-to-Metal Charge Trans-
fer (LMCT), Ligand-to-Ligand Charge Transfer (LLCT), Ligand-
Centred (LC) and Metal-Centred (MC) transitions. More in-depth
analysis of the excitations within the visible region, in the form of
electron-hole correlation plots,59 is provided in the ESI.

We refer to absorption spectra calculated only at the optimised
ground-state geometry as “single-point” (SP) spectra, and spec-
tra calculated using the Wigner-sampled geometries as “Wigner-
sampled” (WIG) spectra. In the 1C calculations, 20 singlet and
20 triplet excited states were calculated per geometry. In the 2C
calculations, 100 coupled states were calculated for the single-
point spectra and 30 coupled states per geometry for the Wigner
spectra.

We point out that, besides the challenge of choosing an appro-
priate exchange and correlation functional and basis set for the
molecule of interest, additional care has to be taken when em-
ploying the NEA. In particular, the approximations for the Wigner
distribution (uncoupled harmonic oscillators) is likely to break
down if the molecule has strongly anharmonic modes or if an ex-
plicit description of the environment (solvent) is required. Strate-
gies to overcome the limitation of the approximate Wigner sam-
pling have recently been proposed for metal complexes.18. For-
tunately, the geometric constrains of the present ligand system,
combined with the weakly interacting nature of the solvent em-
ployed (dichloromethane) mean that the Wigner sampling strat-
egy appears reasonable in the present case.

The synthesis and characterisation are available in the SI for
1-Os and in Ref.33 for 1-Ru.

Results and Discussion
We start our discussion of the 1-Ru and 1-Os absorption spectra
by comparing their scalar relativistic 1C single-point vertical tran-
sitions to experimental data (Fig. 3), along with the results of an
electronic-character analysis. The similarity between the calcu-
lated scalar relativistic spectra of 1-Ru and 1-Os is striking, even
if the character of the transitions that underpin the absorption
spectra slightly differ between the two molecules. Within the vis-
ible region, 1-Ru states appear to have a greater MLCT character

Journal Name, [year], [vol.], 1–7 | 3



0

10

20

30

40
1-Ru expt.
1-Ru SP 1C

ΩMLCT

ΩLMCT

ΩMC

ΩLC

ΩLLCT

400 500 600 700 800 900 1000

Wavelength, λ / nm

0

10

20

30

40
1-Os expt.
1-Os SP 1C

ΩMLCT

ΩLMCT

ΩMC

ΩLC

ΩLLCT

0%

25%

50%

75%

100%

0%

25%

50%

75%

100%

M
ol

ar
ab

so
rp

tio
n

co
ef

fic
ie

nt
,ε

/1
03
×

L
m

ol
−

1
cm
−

1

E
xc

ite
d

st
at

e
ch

ar
ac

te
r,

Ω
i

Fig. 3 Comparison of the excited-state characters between 1-Ru (top)
and 1-Os (bottom) for single-point 1C calculations. The charge-transfer
characteristics, Ωi (as defined in the Methods section) are shown for
each singlet (filled shapes) and triplet (empty shapes) excited state.
Each transition is broadened with Gaussian functions (FWHM = 0.2 eV).

than 1-Os states. At the 1C level, there are only small energetic
differences between the 1-Ru and 1-Os singlet manifolds, and
the 1-Os triplets are slightly lower in energy than those of 1-Ru.
Overall, this suggests that the main differences in the experimen-
tal absorption spectra are related to the difference in spin-orbit
coupling effects between the two complexes, as observed for var-
ious Ru and Os complexes.31,32 For both 1-Ru and 1-Os, there
are two prominent peaks in the visible region. The calculated
peaks at ∼600 nm have contributions from S0→S1 and S0→S2,
near-degenerate transitions consisting of charge-transfer onto the
bipy-subunits of the NNC ligands, with notable inter-ligand char-
acter. T1 and T2 are of similar character to each-other, and are
situated ∼0.4 eV below S1 and S2. On the red side of the calcu-
lated ∼600 nm peaks, there are four nearby triplets (T3 to T6),
and two dark singlet states (S3 and S4) on the blue side. The
calculated peaks at ∼510 nm are due to S0→S5, primarily MLCT
onto the outer pyridine moieties. There is then a gap of ∼0.4 eV
before a large density of allowed S0→Sn transitions.

We extend our investigation by now including the effect of spin-
orbit coupling, but by still preserving a SP picture. The scalar
relativistic 1C and spin-orbit coupled 2C single-point spectra of
1-Ru and 1-Os are compared in Figure 4. For 1-Ru, the differ-
ences between the 1C and 2C spectra are rather small: the 2C
single-point spectrum mostly differs from the 1C one by an addi-
tional, broad peak from 620 – 730 nm and a slight drop in inten-
sity of the ∼600 nm peak. The new broad peak is located in the
region of the low-lying 1C triplets and arises from sizeable SOC
effects allowing for intensity borrowing effects between the low-

lying singlet and triplet states of 1-Ru. There is a small blue shift
of the peak at ∼510 nm, and an increase in intensity of the fea-
tures between 450 – 490 nm. Overall, the influence of spin-orbit
coupling appears to be rather weak in 1-Ru, consistent with previ-
ous investigations.31 In contrast, the dramatic effect of spin-orbit
coupling is clearly visible by comparing the 1C and 2C absorption
spectra for 1-Os (Fig. 4). The 2C calculated single-point spectrum
of 1-Os exhibits an intense, broad feature between 650 – 900 nm,
commensurate with the calculated 1C triplet energies. The new
feature is more intense than the slightly blue shifted feature at
540 – 650 nm. A more pronounced blue shift of the adjacent
feature is observed, now located at ∼490 nm. Earlier works on
different osmium complexes observed a similar blue shift of the
bands in this spectral range upon inclusion of SOC (using a per-
turbative approach).31,60

The spectral changes observed when going from the scalar rel-
ativistic 1C calculations to the spin-orbit coupled 2C calculations
assist in the assignment of the experimental absorption peaks
in 1-Ru and 1-Os. The blue shift of the calculated peak in the
500 nm region of 1-Os compared to 1-Ru suggests that these
calculated transitions correspond to the experimental peaks ob-
served at 600 nm and 530 nm in 1-Ru and 1-Os, respectively. We
note that LR-TDDFT/PBE0 appears to overestimate the energy
of the low-lying transitions, particularly for 1-Ru, despite their
charge-transfer character. The results presented thus far corrob-
orate the observations of earlier theoretical works31,32 that the
prominent low-energy band in cyclometalated osmium complexes
is caused by SOC, while this relativistic effect appears to play a
less important role in the absorption spectra of similar ruthenium
complexes.

We now examine the influence of including non-Condon effects
in the absorption spectra by sampling different molecular config-
urations from a quantum distribution in the ground state using
the NEA described above, both with and without the inclusion of
SOC. As such sampling results in a distribution of nuclear geome-
tries, each with a different set of vertical transition energies and
corresponding oscillator strengths (see Fig. 1), the NEA allows us
to go beyond the single-point picture by explicitly including the
effect of different nuclear geometries on the vertical excitation
energies and transition probabilities. The Wigner-sampled spec-
tra of 1-Ru and 1-Os at both scalar relativistic 1C and spin-orbit
coupled 2C levels are compared in Figure 5. We note that the
sampling inherent to the use of the NEA can become computa-
tionally expensive for molecules of the size of 1-Ru and 1-Os (in
particular when SOC effects are included), and this limited our
investigation to 30 configurations. For 1-Ru, a remarkable simi-
larity between the 1C and 2C Wigner-sampled spectra is observed.
Whereas in the single-point calculations, the 2C spectrum of 1-Ru
displays additional features when compared to the 1C spectrum
(see Fig. 4), in the Wigner-sampled spectra, the number and po-
sition of the features in both 1C and 2C spectra are similar, high-
lighting the influence of non-Condon effects recovered upon av-
eraging over an ensemble of nuclear configurations. Both 1C and
2C Wigner-sampled spectra display a broad feature in the 600 –
800 nm region, with only small differences in intensity between
the two spectra. Likewise, both spectra display a band splitting of
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Fig. 4 Experimental Vis/NIR absorption spectra of 1-Ru (top) and 1-Os
(bottom) compared with scalar relativistic (1C) and fully relativistic (2C)
single-point spectra. Transitions are broadened with Gaussian functions
(FWHM = 0.2 eV).

the central band observed at ∼510 nm in the SP spectra. This ob-
servation suggests that non-Condon effects can compete with the
influence of spin-orbit coupling transitions in the overall shape of
the low-energy tail of the 1-Ru absorption spectrum. Hence, these
results highlight the potential influence of nuclear configurations
on the interpretation of electronic spectra of Ru complexes, but
appear to confirm the assignment of the low-energy tail of the ab-
sorption spectrum as exhibiting dominantly a 1MLCT character33.
It is also interesting to note that nuclear geometry sampling does
not alleviate the apparent tendency of LR-TDDFT/PBE0 to over-
estimate the excitation energies: the calculated spectra remain
blue-shifted with respect to the experimental spectrum.

Given the strong spin-orbit coupling displayed by 1-Os (Fig.
4), the drastic differences observed between the Wigner-sampled
1C and 2C spectra are not unexpected. The Wigner-sampled 1C
spectrum of 1-Os is very similar to that of 1-Ru, with a broad
and weak band in the 600 – 800 nm region, and a band split-
ting at ∼510 nm. The effect of Wigner sampling on the 2C spec-
trum of 1-Os is relatively subtle with respect to the SP 2C. The
low energy feature extends into the NIR and gains in intensity,
leading to an improved agreement with the low-energy band ob-
served experimentally. A second band just below 700 nm gains in
intensity and matches a weak feature of the experimental spec-
trum between 650 – 700 nm. The band shape and intensity in
the 550 – 650 nm region of the Wigner-sampled 2C spectrum also
shows improved agreement with the experiment compared to the
single-point spectrum. Only a limited number of transition ener-
gies could be included in the 2C calculations due to the computa-
tional cost associated with such simulations, and thus comparison
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Fig. 5 Experimental Vis/NIR absorption spectra of 1-Ru (top) and 1-Os
(bottom) compared with scalar relativistic (1C) and fully relativistic (2C)
Wigner-sampled (WIG) spectra. Note that due to the high cost of 2C
calculations, the 2C spectra included fewer excitations and are thus
truncated at approximately 500 nm, as indicated by the grey area.
Transitions are broadened with Gaussian functions (FWHM = 0.1 eV).

with the experimental spectrum is not possible at wavelengths
shorter than 550 nm. Overall, the Wigner-sampled 2C spectrum
of 1-Os is in better agreement with the experimental spectrum
than the SP one, in the simulated range. Our observations sug-
gest that it is predominantly spin-orbit coupling that leads to the
appearance of the large band at 770 nm, as well as the shoulder
observed at around 670 nm. However, the non-Condon effects do
play a role by broadening the bands and altering the relative in-
tensity of these two low-energy bands (compare the 1-Os WIG 2C
in Fig. 5 with 1-Os SP 2C in Fig. 4).

In summary, the inclusion of non-Condon and SOC effects in
the theoretical description of 1-Os and 1-Ru electronic excitations
leads to a more accurate description of the shape of the absorp-
tion spectrum in its low-energy region, where electronic states all
share a similar (MLCT) character. However, the high-energy re-
gion appears to be more challenging for LR-TDDFT/PBE0, already
when switching on the effect of SOC for 1-Os and as observed in
earlier works on different osmium complexes.31,60 Adding to the
fact that the absolute energy of the different bands in the calcu-
lated spectrum appears to be in better agreement with experiment
for 1-Os than for 1-Ru, although the electronic states in both sys-
tems appears to be very similar (vide supra), these two molecules
may provide a compelling test case for further investigations of
electronic-structure methods to reproduce excitation energies in
large metal complexes. While the protocol described in this work
is general, it is important to realize that it heavily relies on a
proper description of the underlying electronic structure of the
system.
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Conclusion
In this work, we presented an investigation of the low-energy tail
of the absorption spectrum of 1-Ru, a Ru-based homoleptic biscy-
clometalated complex, by using advanced theoretical approaches
combining relativistic LR-TDDFT calculations and the nuclear en-
semble approach, as well as the synthesis and spectroscopic char-
acterization of an analogous Os complex. The theoretical ap-
proach proposed in this work allows for the explanation of the
absorption spectrum in terms of relativistic and non-Condon ef-
fects. We observed that, for 1-Ru non-Condon effects and spin-
orbit coupling lead to a similar broadening of the low-energy tail
of the absorption spectra. Conversely, the role played by the much
stronger spin-orbit coupling effect 1-Os dominates over the non-
Condon effects, even if the inclusion of the latter allows for a
more precise reproduction of the experimental spectrum. Over-
all, the combination of spin-orbit coupling and non-Condon ef-
fects (via the nuclear ensemble approach) leads to an improved
description of the shape of the low-energy tail of the absorption
spectra for 1-Ru and 1-Os. More generally, this work shows that
recent theoretical and computational developments make the in-
clusion of both spin-orbit and non-Condon effects possible in the
simulation of absorption spectra for metal complexes with more
than 100 atoms, even if such a protocol heavily relies on the qual-
ity of the underlying electronic-structure method. The methodol-
ogy introduced here can be extended to the investigation of emis-
sion spectra, and work in this direction is currently in progress.
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