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The layered honeycomb iridate α-Li2IrO3 displays an incommensurate magnetic structure with counter-
rotating moments on nearest-neighbor sites, proposed to be stabilized by strongly frustrated anisotropic Kitaev
interactions between spin-orbit entangled Ir4+ magnetic moments. Here we report powder inelastic neutron
scattering measurements that observe sharply dispersive low-energy magnetic excitations centered at the
magnetic ordering wave vector, attributed to Goldstone excitations of the incommensurate order, as well as
an additional intense mode above a gap � � 2.3 meV. Zero-field muon-spin relaxation measurements show
clear oscillations in the muon polarization below the Néel temperature TN � 15 K with a time-dependent profile
consistent with bulk incommensurate long-range magnetism. Pulsed-field magnetization measurements observe
that only about half the saturation magnetization value is reached at the maximum field of 64 T. A clear
anomaly near 25 T indicates a transition to a phase with reduced susceptibility. The transition field has a Zeeman
energy comparable to the zero-field gapped mode, suggesting gap suppression as a possible mechanism for the
field-induced transition.
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I. INTRODUCTION

The cooperative magnetism of 4d and 5d transition metal
ions with strong spin-orbit coupling is attracting much interest
as a platform to potentially realize unconventional magnetic
states stabilized by strong frustration effects from bond-
dependent anisotropic couplings [1–3]. A canonical Hamil-
tonian in this context is the Kitaev model on the honeycomb
lattice [4] with orthogonal moment components coupled via
Ising interactions along the three bonds emerging out of each
site. This leads to strong frustration effects that stabilize a
quantum spin liquid ground state with exotic quasiparticles
[5]. Potential hosts of Kitaev physics are tri-coordinated
lattices of 5d5 Ir4+ or 4d5 Ru3+ ions inside edge-sharing
octahedra, where spin-orbit entangled Jeff = 1/2 moments
(stabilized by spin-orbit coupling and cubic crystal field) are
expected to interact to leading order via Ising couplings [6].
Candidate materials to realize such interactions include the
layered honeycomb Na2IrO3 [7], α-RuCl3 [8], and α-Li2IrO3

[9], as well as the three-dimensional structural polytypes
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β-Li2IrO3 [10] and γ -Li2IrO3 [11] with hyperhoneycomb and
stripy-honeycomb magnetic lattices, respectively. The current
understanding is that all the above materials have strong
Kitaev exchanges, but additional subleading interactions also
present are sufficient to instead stabilize magnetic order:
zigzag antiferromagnetism for Na2IrO3 [12–16] and α-RuCl3

[17,18], and incommensurate counter-rotating structures for
the Li2IrO3 family [19–21]. Promising avenues explored to
suppress long-range magnetic order are hydrogen intercala-
tion in H3LiIr2O6 [22] and high-pressure studies of β-Li2IrO3

[23–26] and γ -Li2IrO3 [27].
The most detailed spin dynamics studies are available

for α-RuCl3, where inelastic neutron scattering experiments
observe strong scattering continua indicative of large quan-
tum fluctuations coexisting with magnetic order [28,29].
Dispersive magnetic excitations have also been observed in
Na2IrO3 via neutron scattering [13] and resonant inelastic
x-ray scattering [30], but the spin dynamics in the Li2IrO3

family has not been reported so far. Here we present first
inelastic neutron scattering measurements of the spin dynam-
ics in the α polytype. All three polytypes display closely
related incommensurate counter-rotating magnetic structures,
where magnetic moments rotate between adjacent unit cells
in the direction of propagation, but rotate in opposite senses
for nearest-neighbor sites (see Fig. 5 of [19]); the counter-
rotation cannot be explained by Heisenberg-type interactions
and provides direct evidence for the presence of dominant
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bond-dependent anisotropic couplings [31–33]. The excita-
tions of incommensurate counter-rotating structures are of
fundamental conceptual interest because conventional spin-
wave approaches are inapplicable [34,35]. The standard ap-
proach of finding the spin-wave spectrum of rotating struc-
tures is to rewrite the problem in a local reference frame
that follows the rotation of the equilibrium spin direction. For
corotating structures (moments on all sites rotate in the same
sense) the resulting spin-wave Hamiltonian has the periodicity
of the lattice and the spectrum can be easily found. However,
for incommensurate counter-rotating structures the spin-wave
Hamiltonian in the rotating frame is not periodic between
adjacent unit cells, it repeats only over an infinitely many
structural cells and the theoretical spectrum is known only in
a few special cases [34].

Another potential route to observe novel effects due to
strong Kitaev interactions is in the behavior in high ap-
plied magnetic fields. It is notable that α-RuCl3 [17,36] and
β-Li2IrO3 [10,37], and potentially also γ -Li2IrO3 [38], show
suppression of the spontaneous magnetic order at relatively
low applied magnetic fields when compared to the dom-
inant magnetic interaction strength, suggesting that strong
quantum fluctuations, potentially enhanced by the proximity
to a nearby spin-liquid phase in parameter space, play an
important role in the suppression of the magnetic order. The
mechanism of the field-induced transition and the properties
above the critical field in those Kitev materials are currently
attracting much interest, both experimentally as well as theo-
retically [39–42].

Here we extend the investigation of the magnetic behavior
of α-Li2IrO3 by exploring the magnetic phase diagram up
to 64 T. This reveals a field-induced transition near 25 T
to another magnetic phase with reduced susceptibility and
magnetization still much smaller than the expected saturated
value. We also report measurements of the spin dynamics
over a wide energy range using time-of-flight inelastic neu-
tron scattering with an optimized setup to minimize neutron
absorption. At low temperatures in the magnetically ordered
phase we observe a clear dispersive inelastic magnetic sig-
nal centered at the magnetic ordering wave vector, gapless
within the experimental resolution and attributed to Goldstone
mode fluctuations of the incommensurate magnetic order. In
addition, we also find an intense gapped mode, which may
be due to fluctuations out of the moment rotation plane. The
gapped mode energy is comparable to the Zeeman energy of
the transition field observed in the pulsed-field magnetization
data, suggesting gap suppression as a possible mechanism of
the field-induced transition.

The paper is organized as follows. We first present in
Secs. II–III magnetic susceptibility and muon-spin relaxation
measurements of powder α-Li2IrO3 samples that confirm the
presence of a sharp magnetic transition near 15 K to a well-
defined, long-range magnetic order, which pervades the bulk
of the samples. Section IV shows measurements of the spin
dynamics via powder inelastic neutron scattering, with the
data parametrized in Sec. V in terms of two magnetic exci-
tations, a linearly dispersive, gapless mode and an additional
quadratic mode above a finite energy gap. Section VI presents
magnetization measurements in pulsed fields, which observe
a clear anomaly indicative of a magnetic transition at a critical

FIG. 1. (a) Temperature dependence of the magnetic susceptibil-
ity in powder samples of α-Li2IrO3 (zero-field cooled, measurement
field μ0H = 1000 Oe). The red solid line is a fit to a Curie-Weiss
form as discussed in the text. (b) Expansion of the low-temperature
region showing a clear anomaly at the magnetic ordering transition
near 15 K. (c) Inverse susceptibility fitted to a Curie-Weiss form (red
solid line) over the range 150–370 K.

field of Zeeman energy comparable to the zero-field gapped
mode energy. Section VII discusses the results in the context
of the expected mean-field phase diagram of incommensurate
spiral-ordered magnets in applied field and the empirical
magnetic phase diagram of other Kitaev magnets. Finally,
Sec. VIII summarizes the main results and conclusions.

II. MAGNETIC SUSCEPTIBILITY

Magnetic susceptibility measurements were performed
using a Quantum Design SQUID magnetometer in the
Clarendon Laboratory in Oxford on a fine powder sam-
ple (56.5 mg) of α-Li2IrO3 synthesized as described else-
where [9]. The obtained temperature dependence of the sus-
ceptibility is shown in Fig. 1(a). The high-temperature re-
gion (150 < T < 370 K) can be well described (red solid
line) by a Curie-Weiss form χ = χ0 + C/(T + �CW), with
a fixed temperature-independent contribution χ0 = 4.286 ×
10−4 emu mol−1 Oe−1, C = 0.465 emu K mol−1 Oe−1, and
Curie-Weiss temperature �CW = −33.8 K, consistent with
previous reports [9]. The extracted effective magnetic moment
μeff = 1.93μB is close to the value 1.73μB expected for
Jeff = 1/2 magnetic moments with g factor g = 2. Figure 1(b)
focuses on the low-temperature behavior where a clear drop
in susceptibility is observed near TN = 15 K, characteristic of
the onset of long-range magnetic order with antiferromagnetic
correlations. We will show later that below this temperature,
muon-spin relaxation measurements show evidence of static
local magnetic fields. The data also showed a small hump
(�0.4% change in susceptibility) near 5 K apparent in
Fig. 1(b), this is most likely extrinsic as it is not present in
susceptibility data on high-purity single crystals [43]. It could
be due to the magnetic response of a small impurity phase
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present in the powder sample, or be related to the magnetic
behavior of spins near faults in the honeycomb layer stacking
sequence; it is known that the occurrence of stacking faults
in those materials can depend sensitively on the synthesis
conditions [44].

III. MUON-SPIN RELAXATION

To further characterize the magnetic order zero-field muon-
spin relaxation (ZF μ+SR), measurements were performed
on powder samples from the same batch using the general
purpose surface-muon instrument (GPS) at the Swiss Muon
Source (SμS), Paul Scherrer Institut, Villigen, Switzerland. In
a μ+SR experiment [45] spin polarized muons are implanted
into the sample. The quantity of interest is the asymmetry
A(t ), which is proportional to the spin polarization of the
muon ensemble.

Figure 2(a) shows representative ZF μ+SR spectra. Below
TN = 15 K, a heavily damped oscillation in the muon asym-
metry with a single frequency ν was found, characteristic of
long-range magnetic order. The measured data could be fitted
for all T < 15 K with the function

A(t ) = A0 + A1e−λt cos(2πνt + φ) + A2e−(�t )δ . (1)

Here the first term, A0, is a nonrelaxing component accounting
for a small fraction of muons that stop in the sample mount
along with those muons whose spin components lie along the
direction of the quasistatic local magnetic field. The second
term, A1, is the oscillating component and the last term, A2, is
a purely relaxing component, which becomes more prominent
upon increasing temperature at the expense of the oscillating
component. A nonzero phase φ = −π/4 was found to best
fit the data. It is notable that this value is often indicative of
an incommensurate magnetic ordering [46] in agreement with
resonant x-ray and neutron diffraction measurements, which
observe the onset below TN of a moment rotating structure
with an incommensurate propagation vector [19]. For the fits,
the total relaxing amplitude (at t = 0) was kept fixed at 26.6%
and the relaxation rate of the oscillations was found to take a
constant value of λ = 7.0 MHz.

The temperature dependence of the extracted oscillation
frequency is plotted in Fig. 2(b) and is well described by
the phenomenological function ν(T ) = ν(0)[1 − (T/TN)α]β ,
with ν(0) = 2.39(2) MHz, α = 2.5, β = 0.35(2), and TN =
15.0(1) K. The overall temperature dependence is consistent
with the magnetic order parameter extracted from neutron
diffraction [open squares in Fig. 2(b)], corresponding to

√
I ,

where I is the magnetic Bragg peak intensity [19]. The
onset temperature is consistent with the location of the sharp
anomaly observed in the susceptibility data in Fig. 1(b). The
amplitudes of the components that reflect long-range mag-
netic order (A0 and A1) are generally seen to decrease upon
increasing temperature, with the purely relaxing component
A2 increasing in their place [see Fig. 2(c)], which is indica-
tive of magnetically disordered regions increasing in volume
within the sample as the temperature rises. At the lowest
temperature, the data confirm long-range order throughout the
sample. The value of ν(0) is similar to that of the dominant
precession frequency recently measured in the β phase of
this compound [24]. We note that the relaxation rate � of
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FIG. 2. Muon-spin relaxation results on α-Li2IrO3 powder. (a)
Representative zero-field μ+SR spectra measured at several temper-
atures. Solid lines show fits to the functional form (1) described in the
text. (b) Extracted temperature dependence of the muon precession
frequency ν (filled circles) fitted to an order parameter behavior
(solid line); open squares show the (scaled) order parameter extracted
from the intensity of the magnetic Bragg peak observed in neutron
powder diffraction data [squares from Fig. 4 (inset) in [19]]. (c)
Temperature dependence of the fitted amplitudes A0, A1, and A2. (d)
Relaxation rate � and (e) stretching factor δ.

the purely relaxing component appears to have a maximum
near 4.7 K [see Fig. 2(d)], which coincides with the presence
of a small anomaly in the susceptibility data [see Fig. 1(b)].
Figure 1(e) shows the behavior of the stretching factor δ of
the purely relaxing component, which takes a constant value
of 1 below 9 K, suggesting a dynamically fluctuating magnetic
environment [47]. The parameter δ increases steadily from
1 to 2 on warming in the range 9 � T � 12 K, suggesting
that the activation of additional relaxation channels causes the
relaxation to become rapid compared to the muon-response
time window such that electronic fluctuations are motionally
narrowed from the spectra. The consequence is relaxation
resulting from quasistatic nuclear moments at high tempera-
ture. This scenario is confirmed by the high temperature value
of � ≈ 0.3 MHz along with measurements made in applied
magnetic fields for T > TN, where fields of 5 mT are seen to
quench the muon response.
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FIG. 3. Powder inelastic neutron scattering intensity as a func-
tion of wave vector and energy transfer. A dispersive inelastic signal
centered near the magnetic Bragg peak wave vector q (thick vertical
arrow below the lower left corner) is clearly observed at 5.7 K deep
in the magnetically ordered phase [in (a) and (b)], and becomes
damped out at high temperatures [(c) and (d)], as expected for a
magnetic inelastic signal. The thick arrows labeled A and B in (b)
show directions along which the measured intensities are plotted in
Fig. 5(A) and 5(B). Data were collected with Ei = 40 meV in (a)
and 15 meV in (b)-(d). An overall scale factor was applied to the
intensities in (a) to match those in (b) in the overlapping region.

IV. POWDER INELASTIC NEUTRON SCATTERING

To probe the spin dynamics, inelastic neutron scattering
measurements were performed using the high-flux, time-of-
fight, direct-geometry chopper spectrometer MERLIN at ISIS.
A fine powder of α-Li2IrO3 (8.9 g) was placed in an annular
can to minimize the strong neutron absorption from both
Ir and Li (absorption cross sections of 425 and 70.5 barns,
respectively, for thermal neutrons). Cooling was provided by
a closed-cycle refrigerator with a base temperature of 5.7 K,
well below TN. The inelastic scattering was measured for
incident neutrons of energies Ei = 7, 15, 40, and 80 meV,
and a clear inelastic magnetic signal was detected at low
wave-vector transfers for energies extending up to 12 meV.
Most data were therefore collected with Ei = 7 and 15 meV
for which the instrumental energy resolution on the elastic
line (FWHM) was 0.58(1) and 1.08(1) meV, respectively.
Counting times per setting ranged between 17 and 25 h at an
average proton current of 150 μA.

Figure 3 shows the wave vector Q and energy E depen-
dence of the inelastic scattering at several temperatures. At
low temperatures [Fig. 3(b)] a clear inelastic signal is visible
at low wave vectors extending up in energy to at least 7 meV
and centered at low energies near the magnitude q (vertical
arrow under the figure) of the incommensurate magnetic
ordering wave vector q = (0.32(1), 0, 0) [19]. The scattering
intensity in this region decreases upon increasing temperature
[Fig. 3(c)] and is completely damped out deep in the param-
agnetic regime [Fig. 3(d)], confirming its magnetic origin. In

FIG. 4. (a), (b) Higher resolution measurements of the low-
energy inelastic neutron scattering intensity. Near the magnetic or-
dering wave vector q down [thick vertical arrow in (a)], an inelastic
signal is observed down to the lowest accessible energy � 1 meV
with a clear intensity increase near 2.3 meV; all this structure disap-
pears upon heating to high temperatures (c), verifying its magnetic
character. Intensities in (c) have been scaled by a factor 1/5 to
make them comparable to the other panels. Data in (a) and (b)
were collected under different instrumental conditions, and for ease
of visualization are shown as if they had a continuous energy axis
between them with the intensities in the top panel multiplied by a
single overall scale factor to best match those in the lower panel in the
overlapping region. (d), (e) Calculated spherically averaged magnetic
inelastic scattering intensity (to be compared with the data in (a)
and (b) for the model cross section discussed in the text with two
modes with dispersions plotted in (f). Thick arrows labeled A–F in
(d) and (e) show directions along which the measured and calculated
intensities are plotted in Figs. 5(A)–5(F).

contrast, the intensity at large wave vectors and low energies
strongly increases upon increasing temperature as expected
for scattering processes involving phonons. Measurements
with a higher incident neutron energy Ei = 40 meV confirmed
that the magnetic inelastic signal at low Q extends in energy
up to at least 12 meV [see Fig. 3(a)]. Higher resolution
measurements (collected with Ei = 7 meV), focusing on the
low-energy part of the spectrum, are shown in Fig. 4(b). Note
the inelastic signal at low wave vectors near the magnetic
ordering wave vector q (thick vertical arrow above the data)
with strong intensity near 2.3 meV and with a clear signal
extending below this region, down to the lowest energies
probed. All this structured inelastic signal becomes damped
out upon heating to 144 K, Fig. 4(c), confirming its magnetic
character.
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V. PARAMETRIZATION OF LOW-ENERGY SPIN
DYNAMICS BY AN EMPIRICAL SPIN-WAVE MODEL

The low-energy inelastic magnetic response shows weak
scattering intensity appearing to emerge out of the magnetic
Bragg peak wave vector and extending up in energy, followed
by an onset of much stronger scattering intensity above a
gap. Those features resemble the generic structure of the
low-energy spin excitations near the magnetic ordering wave
vector in spiral-ordered magnets with easy-plane anisotropy.
In that case the low-energy excitations near the ordering wave
vector q contain a gapless (Goldstone) mode with a linear
dispersion associated with long-wavelength spin oscillations
confined to the spiral plane, and a gapped mode associ-
ated with fluctuations normal to the spiral plane. Inspired
by this generic resemblance we empirically parametrize the
low-energy inelastic data in terms of a minimal model with
two dispersive modes (gapless h̄ω1 and gapped h̄ω2). For
simplicity we consider both modes dispersing (isotropically)
in the reciprocal a∗b∗ plane (as expected for magnetically
decoupled honeycomb layers in the ab plane), specifically

h̄ω1(Q) = v1|Q⊥ − q|,
h̄ω2(Q) =

√
v2

2 |Q⊥ − q|2 + �2, (2)

where q is the incommensurate magnetic ordering wave vector
(along a∗), Q⊥ is the projection of the 3D wave vector Q onto
the a∗b∗ plane, v1,2 are the velocities of the two modes, and �

is the gap of the second mode. The above definition is for the
case when Q⊥ is in the vicinity of q. By symmetry, for wave
vectors with Q⊥ in the vicinity of −q, the same definition
(2) applies, but with q replaced by −q. For this parametriza-
tion, the dispersions along the −q → � → q direction are
illustrated in Fig. 4(f). As a minimal model for the neutron
scattering cross section we assume an inverse energy intensity
dependence (as generic for low-energy antiferromagnetic spin
waves), allow for independent intensity prefactors A1,2 for the
two modes, and also assume that any effects of the intensity
polarization dependence of the modes can be captured in a
first approximation by a rescaling of the intensity prefactors
A1,2. Specifically, we assume the intensity dependence

I (Q, E ) =
( g

2
f (Q)

)2
[

A1

E
G(E − h̄ω1(Q))

+ A2

E
G(E − h̄ω2(Q))

]
, (3)

where f (Q) is the Ir4+ spherical magnetic form factor [48] the
g factor was assumed to be equal to 2 and G(E ) is a Gaussian
function that reflects the finite instrumental energy resolution.

For comparison with the INS data at a given (Q, E ) point
the above equation was numerically averaged for a spherical
distribution of wave-vector transfers Q of fixed magnitude Q.
The above parametrization could capture well the observed in-
tensity dependence of the magnetic scattering in wave vector
and energy. Representative values for the model parameters
are A1/A2 = 2.7, v1 = 12.2 meVÅ, v2 = 6.5 meVÅ, and gap
� = 2.3 meV. The level of agreement obtained in this case
can be seen by comparing the data in Figs. 4(a) and 4(b)
with the calculations in Figs. 4(d) and 4(e). The intensities in

FIG. 5. (A–F) Scans through the inelastic neutron scattering data
in Figs. 3(b) and 4(d)–4(e) along directions indicated by the thick
arrows labelled (A–F). Filled (open) symbols are data at 5.7 K
(144 K) and solid red lines show the corresponding intensities in the
empirical model parametrization defined in Eqs. (2) and (3). Dashed
lines are guides to the eye to indicate the trends in the 144 K data.
Green dotted lines show the estimated nonmagnetic background at
low temperatures obtained by extrapolation from regions of high Q
or high E . Panel legends give the intensity integration ranges in wave
vector Q, energy E , or total scattering angle 2θ .

representative scans along energy and momentum directions
are shown in Fig. 5(A)–5(F); the trends in the data (filled
symbols) are well captured by the empirical parametrization
(solid red lines). The constant-energy scan F below the en-

ergy gap � shows a clear peak in intensity near 0.45 Å
−1

(which disappears at high temperatures, open squares); this
intensity is associated with scattering from the h̄ω1 mode.
The energy scans C and E are directly sensitive to the gap
� where a clear increase in scattering intensity is observed.
In spite of its simplified nature, the empirical model with
two modes with two-dimensional dispersions provides a good
description of the general features of the magnetic inelastic
scattering data from the lowest measured energies � 1 meV
up to intermediate energies � 5 meV. We also compared the
data with a modified model with isotropic 3D dispersions for
both modes [with Q⊥ replaced by Q in (2)], but this gave a
worse fit to the experimental data, suggesting that a model
with predominantly two-dimensional dispersions (as expected
for nearly magnetically decoupled layers) is a more suitable
description.
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(a)

(b)

FIG. 6. (a) Magnetization as a function of applied field μ0H for a
selection of temperatures. The curves are composites of pulsed-field
data (8–64 T, averaged over multiple shots) and low-field VSM data
(0–13 T). (b) Differentials of the smoothed data sets in (a).

VI. PULSED-FIELD MAGNETIZATION

Pulsed-field magnetization experiments were performed
using the extraction magnetometer described in [49], placed
within a 3He cryostat with a base temperature of 0.4 K
and the 65 T short-pulse magnet at NHMFL Los Alamos
[50]. The magnetization values measured in the pulsed-field
experiments were calibrated into absolute units using data
collected using a vibrating sample magnetometer (VSM).
Magnetic field M(H, T ) data are shown for field sweeps up
to 64 T at various constant temperatures T in Fig. 6(a). The
low-temperature M(H ) curves show a pronounced steepening
near a critical field μ0HC � 25 T, as characteristic of a field-
induced phase transition. Differential susceptibility curves
plotted in Fig. 6(b) observe a well-defined “peak” at this field
at low temperatures, with the peak decreasing in amplitude
and broadening upon increasing temperature, with dramatic
broadening above � 14.5 K. The differential susceptibility
has a clear downward trend upon an increasing field much
above the peak. At these high fields, the susceptibility is
significantly suppressed compared to the value in the low-field
spiral ordered region, but the absolute magnetization value
is still only about half the expected saturation, assuming a g
factor 2. Using the same g factor, the Zeeman energy of the
critical field is � 2.9 meV, comparable to the energy of the

gapped mode in zero field (� � 2.3 meV), suggesting that
the mechanism of the phase transition could be related to the
applied field suppressing this energy gap.

VII. DISCUSSION

It is interesting to set in context the magnetic phase tran-
sition observed near 25 T in α-Li2IrO3. The behavior of
incommensurate spiral ordered magnets in a magnetic field
has been mostly investigated experimentally and theoreti-
cally (via mean-field analysis) for systems with frustrated
isotropic, Heisenberg-type interactions and some weak easy-
plane anisotropy [51]. In this case for fields applied normal
to the rotation plane the moments cant toward the field di-
rection to form a cone, typically stable up to the transition to
magnetic saturation. For fields applied in the plane of rotation
a succession of distinct phases is expected upon increasing
field: spiral → cone → fan → saturated paramagnet; the first
transition occurs at a field that overcomes a relatively small in-
plane anisotropy energy, when the plane of moment rotation
“flops” to be normal to the field axis and moments cant toward
the field direction to form a cone. Those transitions would
be detectable via anomalies in the magnetization curve as a
function of field and for a powder sample, one would expect
to observe the spherical average of the magnetization curve
for all possible directions of the applied field.

Interpreting the measurements on α-Li2IrO3 in the above
scenario, the transition at 25 T would be identified with the
flopping of the moment rotation plane to become normal to
the field axis with moments canted to form a cone phase; this
transition would occur in the powder grains oriented to have
the spin spiral almost parallel to the field direction with the
grains oriented with the spiral plane near normal to the field
expected to have a smooth behavior.

However, one difficulty with the above interpretation is
that the susceptibility is seen experimentally to significantly
decrease upon increasing the field above the transition, see
Fig. 6(b), whereas a near-constant susceptibility would be
expected at the mean-field level throughout the cone phase
(almost independent of the field orientation). Also, the type of
spiral order observed in α-Li2IrO3 with counter-rotating mo-
ments cannot be stabilized by Heisenberg-type interactions.
In contrast, dominant (ferromagnetic) strongly anisotropic
Kitaev terms are required [19] and in such cases the magnetic
phase diagram in the applied field could be qualitatively dif-
ferent, as suggested by recent theoretical proposals for three-
dimensional hyperhoneycomb Kitaev magnets [35,52]. Ex-
perimental studies of other Kitaev materials such as α-RuCl3

[17,36], β-Li2IrO3 [10,37], and potentially also γ -Li2IrO3

[38], showed that relatively modest fields compared to the
overall strength of the magnetic exchanges can suppress the
spontaneous magnetic order altogether and stabilize instead
an extended quantum paramagnetic region with significant
quantum fluctuations.

We hope our experimental studies will stimulate further
theoretical studies of the magnetic phase diagram of honey-
comb Kitaev systems with incommensurate counter-rotating
order, which may bring insight into the physics of the field-
induced phase transition in α-Li2IrO3, the magnetic properties
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above the critical field, and the potential role played by the
low-energy gapped mode observed in the inelastic neutron
scattering data in the mechanism of the field-induced transi-
tion. On the experimental side, future high-field magnetom-
etry studies on single crystal samples, which have recently
become available [44], could provide important information
on the magnetic properties above the critical transition field.

VIII. CONCLUSIONS

To summarize, we have probed the spin dynamics in the
layered honeycomb magnet α-Li2IrO3, which displays an
incommensurate magnetic structure with counter-rotating mo-
ments, proposed to be stabilized by frustrated Kitaev interac-
tions. The low-energy magnetic excitation spectrum observed
by inelastic neutron scattering could be well parametrized
by a gapless mode centered at the magnetic ordering wave
vector, associated with Goldstone mode fluctuations of the
incommensurate order, and an additional intense gapped
mode. In magnetization measurements in pulsed fields we
have observed evidence for a field-induced transition near
25 T to another magnetic phase with suppressed magnetic
susceptibility and magnetization still well below the expected
saturation.

In accordance with the EPSRC policy framework on re-
search data, access to the data will be made available from
[53].
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