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Abstract: These notes provide a comprehensive review of the semiclassical approach for

calculating multiparticle production rates for initial states with few particles at very high

energies. In this work we concentrate on a scalar field theory with a mass gap. Specifically,

we look at a weakly-coupled theory in the high-energy limit, where the number of particles

in the final state scales with energy, n ∼ E → ∞, and the coupling λ → 0 with nλ held

fixed. In this regime, the semiclassical approach allows us to calculate multiparticle rates

non-perturbatively.
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1 Introduction

There is a renewed interest among particle theorists in re-examining our understanding of

basic predictions of quantum field theory in the regime where production of a very large

number of elementary massive bosons becomes energetically possible. Specifically, in quan-

tum field theoretical models with microscopic massive scalar fields at weak coupling, λ� 1,

the regime of interest is characterised by few → many particle production processes,

X → n× φ , (1.1)

at ultra-high centre of mass energies
√
s � m. In these reactions, X is the initial state

with a small particle number, generally 1 or 2, and the final state is a multiparticle state

with n ∝ √s/m � 1 Higgs-like neutral massive scalar particles. For the initial states X

being the 2-particle states, the processes (1.1) correspond to particle collisions at very high√
s centre of mass energies.

If X is a single particle state |1∗〉 with the virtuality p2 = s, (1.1) describes its decay

into n-particle final states. The authors of [1] conjectured that the partial width of X to

decay into n relatively soft elementary Higgs-like scalars can become exponentially large

above a certain energy scale s & E2
∗ . This scenario is called Higgsplosion [1]. It allows all

super-heavy or highly-virtual states to be destroyed via rapid decays into multiple Higgs

bosons.

The aim of this paper is to provide a comprehensive review of the semiclassical cal-

culation of few → n-particle processes in the limit of ultra-high particle multiplicity, n.

The underlying semiclassical formalism was originally developed by Son in Ref. [2], and

generalised to the λn � 1 regime in [3, 4]. We will give a detailed justification of the

formalism and its derivation, and show its application to non-perturbative calculations in

the weakly-coupled high-multiplicity regime.

Scattering processes at very high energies with n� 1 particles in the final state were

studied in depth in the early literature [5–15], and more recently in [16–18]. These papers

largely relied on perturbation theory which is robust in the regime of relatively low multi-

plicities, n� 1/λ. However, in the regime of interest for Higgsplosion, n & 1/λ� 1, per-

turbative results for n-particle amplitudes and rates can no longer be trusted. Perturbation
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theory becomes effectively strongly coupled in terms of the expansion parameter λn & 1.

This calls for a robust non-perturbative formalism. Semiclassical methods [2, 19, 20] pro-

vide a way to achieve this in the large λn regime [3, 4]. It is for this reason that the

semiclassical method is at the centre of much of these notes.

We consider a real scalar field φ(x) in (d + 1)-dimensional spacetime, with the La-

grangian,

L =
1

2
(∂µφ)2 − 1

2
m2φ2 − Lint(φ), (1.2)

where Lint is the interaction term. The two simplest examples are the φ4 model in the

unbroken phase, with Lint = (λ/4)φ4, and the model with the spontaneously broken Z2

symmetry,

L =
1

2
∂µh ∂µh −

λ

4

(
h2 − v2

)2
. (1.3)

The classical equation for the model (1.3) is the familiar Euler-Lagrange equation,

∂µ∂µh +
λ

4
h (h2 − v2) = 0 . (1.4)

As in Refs. [1, 4], we are ultimately interested in the scalar sector of the Standard Model,

for which we use a simplified description in terms of the model (1.3).

We will concentrate on the simplest realisation of Higgsplosion where X is a single-

particle state |1∗〉. In high-energy 2 → n scattering processes, the highly-virtual state 1∗

would correspond to the s-channel resonance created by two incoming colliding particles.

For example in the gluon fusion process, gg → h∗ → n× h, the highly-virtual Higgs boson

h∗ is created by the two initial gluons before decaying into n Higgs bosons in the final

state. In this example, the 1∗ → n decay rate of interest corresponds to the h∗ → n × h
part of the process. We will not discuss the complete 2 → n scattering in this paper.1

This paper focuses on explaining how the semiclassical calculation of the n-particle decay

rates works. We consider the method itself and its applications, rather than its potential

phenomenological implications. The calculation we present is aimed to develop a theoretical

foundation for the phenomenon of Higgsplosion [1].

If Higgsplosion can be realised in the Standard Model, its consequences for particle

theory would be quite remarkable. Higgsplosion would result in an exponential suppres-

sion of quantum fluctuations beyond the Higgsplosion energy scale and have observable

consequences at future high-energy colliders and in cosmology, some of which were dis-

cussed in [21–25]. However, of course, the formalism we review is general and not limited

to Higgsplosion nor its applications.

This work broadly consists of two halves: the first half provides context, and reviews

the complex tools needed for much of the non-perturbative calculation presented in the

second half. We begin by recalling the known results for multiparticle scattering rates via

1In particular, we will not attempt to apply the semiclassical approximation for the initial states that are

not point-like, for example contributions to scattering processes dominated by exchanges in the t-channel.

This is beyond the scope of this work.
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tree-level perturbation theory in section 2. In sections 3 and 4 we move on to summarising

the basics of coherent states in quantum mechanics and quantum field theory respectively.

The coherent state formalism in quantum field theory (for reviews and some applications

see [20, 26–28]) forms much of the foundation for the semiclassical method in question.

Its summary helps provide context, familiarity and referencable results for the method’s

derivation, which is presented in section 5.

With the necessary tools reviewed, we begin to calculate the rate for the 1∗ → n

process semiclassically in section 6. The resulting set-up is ideal for using the thin-wall

approach, which we develop in sections 6.1 and 6.2. In particular, in section 6.1 we recover

tree-level results discussed in section 2 along with the prescription for computing the quan-

tum corrections. These quantum contributions to the multiparticle rate are computed in

section 6.2 using thin-walled singular classical solutions. In section section 7 we compare

the semiclassical method in quantum field theory that we rely upon and use in this work

to Landau and Lifshitz’ WKB calculation of quasi-classical matrix elements in quantum

mechanics [29], and discuss the similarities and differences between these two methods.

In section 8 we consider multiparticle processes in a lower than 4 number of spacetime

dimensions and provide a successful test for the semiclassical results. Finally, we present

our conclusions in section 9.

2 First glance at classical solutions for tree-level amplitudes

In later sections of this paper we will compute the amplitudes and corresponding prob-

abilistic rates for processes involving multiparticle final states in the large λn limit non-

perturbatively using a semiclassical approach with no reference to perturbation theory and

without artificially separating the result into tree-level and ‘quantum corrections’ contri-

butions. Their entire combined contribution should emerge from the unified semiclassical

algorithm. Before beginning our review of the semiclassical formalism [2, 3, 20], it is worth

setting the scene for its application in this computation. In this introductory section our

aim is to recall the known properties of the tree-level amplitudes and their relation with

certain classical solutions. We will also discuss the ways to analytically continue such

classical solutions by complexifying the time variable in section 2.2

2.1 Classical solutions for tree-level amplitudes

Let us begin with tree-level n-point scattering amplitudes computed on the n-particle mass

thresholds. This is the kinematic regime where all n final state particles are produced at

rest. These amplitudes for all n are conveniently assembled into a single object – the

amplitude generating function – which at tree-level is described by a particular solution

of the Euler-Lagrange equations. The classical solution, which provides the generating

function of tree-level amplitudes on multi-particle mass thresholds in the model (1.3), is

given by [7],

h0(z0; t) = v

(
1 + z0 e

imt/(2v)

1− z0 eimt/(2v)

)
, m =

√
2λv , (2.1)
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where z0 is an auxiliary variable. It is easy to check by direct substitution that the expres-

sion in (2.1) satisfies the the time-dependent ODE,

∂2t h +
λ

4
h (h2 − v2) = 0 , (2.2)

for any value of the parameter z0. Since the expression for h0(z0; t) is uniform in space,

it automatically satisfies the full Euler-Lagrange equation (1.4). In fact, the configuration

(2.1) is the unique non-trivial solution of (1.4) with only outgoing waves.

It then follows that all 1∗ → n tree-level scattering amplitudes on the n-particle mass

thresholds are given by the differentiation of h0(z0; t) with respect to z0,

A1→n = 〈n|Sφ(0)|0〉 =

(
∂

∂z0

)n
h0

∣∣∣∣
z0=0

. (2.3)

The classical solution in (2.1) is uniquely specified by requiring that it is a holomorphic

function of the complex variable z(t) = z0 e
imt,

h0(z) = v + 2v
∞∑
n=1

( z
2v

)n
, z = z(t) = z0 e

imt , (2.4)

so that the amplitudes in (2.3) are given by the coefficients of the Taylor expansion in (2.4)

with a factor of n! from differentiating n times over z,

A1→n =

(
∂

∂z

)n
h0(z)

∣∣∣∣
z=0

= n!

(
1

2v

)n−1
= n!

(
λ

2m2

)n−1
2

. (2.5)

The connection between the classical solution h0(z0; t) in (2.1) and the 1 → n tree-level

amplitudes in (2.5) is nontrivial, but it can be verified that (2.5) is the correct answer

following the elegant formalism pioneered by Brown in Ref. [7], for a recent review see

section 2 of Ref. [16]. The approach of [7] focuses on solving classical equations of motion

and bypasses the summation over individual Feynman diagrams. In the following sections

we will see how these (and also more general solutions describing full quantum processes)

emerge from the semiclassical approach of [2] which we shall follow. For now we just note

the most interesting for us feature of the tree-level expressions expressions in (2.5) – the

factorial growth of n-particle amplitudes, An ∼ λn/2n!.

Next, we would like to draw the reader’s attention to the fact that the classical solution

(2.4) is complex-valued, in spite of the fact that we are working with the real-valued scalar

field theory model (1.3). The classical solution h0 that generates tree-level amplitudes via

(2.5) does not have to be real, in fact it is manifestly complex and this is a consequence of

the fact that this solution will emerge as an extremum of the action in the path integral

using the steepest descent method. In this case, the integration contours in path integrals

are deformed to enable them to pass through extrema (or encircle singularities) that are

generically complex-valued.

It makes sense however to consider whether one can avoid explicitly deforming the

fields as functional integration variables in the functional integral and instead analytically
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Figure 1: Time evolution contour on the complex time plane tC. Plot (a) shows the contour

obtained after deforming the the evolution along the real time axis −∞ < t < +∞ where the

early-time ray −∞ < t < 0 is rotated by π/2 into the ray along the vertical axis, ∞ > τ > τ0(x)

and ending at the singularity surface of the solution τ0(x). Plot (b) shows a refinement of this

contour: (1) rather than touching the singularity, the contour surrounds it; (2) at late times, the

contour approaches t→ +∞ along the ray with an infinitesimally small positive angle δ to the real

time axis.

continue the time variable. Such an approach can simplify the calculation if it allows the

saddle-point field configuration to be real-valued, even if only for part of its time evolution

path. Thus let us consider field configurations that depend on the complexified time tC.

We promote the real time variable t into the variable tC that takes values on the complex

time plane,

t −→ tC = t+ iτ , (2.6)

where t and τ are real-valued. We will use the deformation the time-evolution contour

from the real time axis −∞ < t < +∞ to the contour in the complex tC plane (depicted

in Fig. 1) in such a way that the initial time, t = −∞, maps to the imaginary time,

Im tC = τ = +∞. This corresponds to the (−t)× eiπ = τ rotation,

at early times, −∞ < t < 0 : t→ iτ. (2.7)

We also note that τ corresponds to minus the Euclidean time tE defined by the standard

Wick rotation t→ −itE . The rationale for choosing this slightly bizarre looking ‘down-up-

right’ analytic continuation on the complex plane of tC – i.e. the contour shown in Fig. 1

– will be discussed at the end of this section. First we would like to explain the analytic

structure of the field configurations relevant to us with a simple example of the classical

solution (2.1).

Expressed as a function of the complexified time variable, tC, the classical solution

(2.1) reads,

h0(tC) = v

(
1 + eim(tC−iτ∞)

1 − eim(tC−iτ∞)

)
, (2.8)

where τ∞ is a constant,

τ∞ :=
1

m
log
( z0

2v

)
, (2.9)
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Figure 2: Singular classical solution (2.10). This configuration defines a uniform in space flat

singular domain wall located at imaginary time τ = τ∞.

and parameterises the location (or the centre) of the solution in imaginary time. If the

time-evolution contour of the solution in the tC plane is along the imaginary time axis with

real time t = 0, the field configuration (2.8) becomes real-valued,

h0(tC = iτ) = v

(
1 + e−m(τ−τ∞)

1 − e−m(τ−τ∞)

)
, (2.10)

and singular at τ = τ∞.

For future reference it will be useful to define the profile function of τ

h0E(τ) = v

(
1 + e−mτ

1 − e−mτ

)
, (2.11)

so that Eq. (2.10) becomes h0(tC = iτ) = h0E(τ − τ∞). By construction, h0E(τ) is a real-

valued function of its argument, is x-independent, and is a solution of the Euclidean-time

analogue of the equation of motion (2.2),

− ∂2τh0E(τ) +
λ

4
h0E(τ) (h20E(τ)− v2) = 0 . (2.12)

The expression on the right-hand side of (2.10) has an obvious interpretation in terms

of a singular domain wall, located at τ = τ∞, that separates two domains of the field h(τ,x)

as shown in Fig. 2. The domain on the right of the wall τ � τ∞ has h = +v, and the

domain on the left of the wall, τ � τ∞, is characterised by h = −v. The field configuration

is singular at the position of the wall, τ = τ∞, for all values of x, i.e. the singularity surface

is flat (or uniform in space). The thickness of the wall is set by the inverse mass 1/m.

2.2 More on the analytic continuation in time

In the previous section we reviewed two important general features of the classical solution

(2.4) describing simple tree-level scattering amplitudes:
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1. the classical solution is complex-valued in real time;

2. it has a singularity on the complex plane located at a point (t, τ) = (0, τ∞), where

τ∞ is a free parameter (a collective coordinate).

We have also noted that the analytic continuation of h0 to the imaginary time, tC = iτ ,

gives a manifestly real-valued scalar field configuration in (2.10) or equivalently (2.11). As

a result, the classical solution is real-valued along the two vertical parts of the red contour

in Fig. 1. This fact turns out to be a general feature of all saddle-point solutions that will

be relevant for our scattering problem, and is a consequence of the initial-time boundary

condition, which will be derived in Eq. (5.64),

lim
t→−∞

h(x) = v +

∫
ddk

(2π)d/2
1√
2ωk

a∗k e
ikµxµ . (2.13)

Notice that the ∼ eiωkt terms appearing on the right hand side are not accompanied by

the opposite-sign frequencies – the latter are not allowed in this expression. Hence, when

analytically continued to the imaginary time t = iτ , the above equation gives,

lim
τ→+∞

h(x) = v+ ∼ a∗k e−ωkτ , (2.14)

which amounts to a real-valued field configuration that is well-behaved at large τ . Time

evolving this initial condition along the first (downwards) part of the contour in Fig. 1

results in a real-valued classical solution along the Euclidean time axis τ ≤ ∞.

The obvious question is then why should not we just remain in the Euclidean time

and define the entire contour as
∫ −∞
+∞ dτ instead of the ‘up-down-right’ zig-zag contour in

Fig. 1. The reason is that the final-time boundary conditions are also specified for our

problem. As we will show in Eq. (5.65), in general (i.e. for the saddle-point solution giving

a dominant contribution to the functional integral representation for the scattering rate,

in the regime where λn is not small) these boundary conditions state:

lim
t→+∞

h(x) = v +

∫
ddk

(2π)d/2
1√
2ωk

(
ck e

−ikµxµ + b∗k e
ikµxµ

)
. (2.15)

The coefficients ck and b∗k for both positive and negative frequencies are non-vanishing

in the general case, which is incompatible with any naive continuation of the complete

solution to τ → −∞, as it will diverge,2

h→ v + O(e−mτ ) + O(emτ ) . (2.16)

In general, ck 6= bk, giving a genuinely complex-valued field configuration in Minkowski

time.

2In this respect the simple configuration h0E(τ) in (2.11) is an exception of the general rule (2.15), as

it can be written in the form limτ→±∞ h0E(τ) = ±v + O(e−m|τ |) and it appears that only the decaying

exponents are present at large positive or large negative values of τ . However, this is an accidental simpli-

fication specific to this particularly simple solution describing tree-level amplitudes (i.e. λn � 1 limit) on

the mass thresholds.
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To implement (2.15) it is thus unavoidable that the final part of the contour should

be along the real time axis – the time variable cannot run to infinite values in any other

direction if we are to avoid exponentially-divergent field configurations. On the first two

vertical parts of the contour in Fig. 1, the solution and its Euclidean action are real-valued

quantities. However, on the real-time part of the contour, the classical solution is a complex

field.

Finally, the contour should also encounter the singularity of the solution, as shown in

Fig. 1 a or b. This ensures that the contour cannot be continuously deformed and shifted

away to infinite values of |tC| in the upper-right quadrant of the complex plane. If this

were possible, we could keep the contour at infinite values of τ , which would contradict the

boundary condition (2.16). We will see later on that encountering the singularity of the

solution on its time evolution trajectory is precisely what allows for the jump in the energy

E carried by the solution. The energy changes from E = 0 carried by the configuration

(2.13) at early times to E > 0 computed at late times from (2.15).

A brief summary of the analytic continuation discussion above consists of the following

steps. The starting point for the formalism is the functional integral over real-valued fields

in Minkowski spacetime. The saddle-point (a.k.a. steepest descent) field configurations

always turn out to be complex-valued functions in real time. This fact by itself does not at

all contradict the original requirement that the fields we are integrating over in a real scalar

field theory, are real by definition. The steepest descent saddle-point is simply not on the

real-field-valued functional contour and in order to pass through it, one simply deforms

the functional integration field variables into complex fields. The main point instead is

whether this approach can be simplified by also analytically continuing the time variable

for the fields. The answer is ‘yes’, but only in so far as the standard Wick rotation t→ iτ

is allowed. We showed that this can be achieved on the first two (vertical) parts of the

time-evolution contour in Fig. 1. The steepest descent field configurations on these parts of

the contour are real and well-defined in the τ →∞ limit. We have thus avoided complex-

valued fields and actions on the saddle point – but only for part of the time-evolution

contour. We further explained that the last part of the contour cannot be rotated into

the imaginary time direction and must remain real or at least run parallel to the real-time

axis (we neglect the infinitesimal angle δ in this discussion). This is forced on us by the

final-time boundary condition (2.15) for the saddle point field. On this final right-most

part of the contour in Fig. 1, the saddle-point field configuration cannot be made real

and remains complex. This does not in any way present an obstacle or an ambiguity

for using the steepest descent method. It is more of a technical point to keep in mind:

on this final segment of the time evolution, the fields h(x) in the functional integration

measure Dh(x) should be analytically continued to allow the integration contour to pass

through complex-valued saddle-point field configurations. Incidentally, it will turn out

in our calculation that classical action contributions on this part of the time-evolution

contour will simply amount to certain boundary terms that will be easy to account for.

This summary concludes our discussion of the analytic continuation. We will return to

its implementation in section 5.3. Until then we will be following instead the original

first-principles formulation in real Minkowski time.
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We now move on to reviewing the semiclassical formalism, starting with a brief discus-

sion of coherent states in quantum mechanics, which form the foundation for the coherent

state representation used heavily in later sections.

3 Coherent states in quantum mechanics

Much of this section is basic quantum mechanics, but we review it nonetheless to ensure that

our conventions are clear from the beginning. Furthermore, many of the more complex and

notation-heavy equations presented in section 4 can be understood as analogous to the more

simple relations discussed here. Thus the formulae below provide a useful reference for the

more advanced calculations to come. We begin with a brief summary of coherent states

in quantum mechanics, using the familiar canonical example of the quantum harmonic

oscillator.

3.1 Review of the quantum harmonic oscillator

Consider the 1D quantum harmonic oscillator, with Hamiltonian, Ĥ0,

Ĥ0 =
p̂2

2
+

1

2
ω2q̂2, (3.1)

where p̂ and q̂ are the momentum and position operators respectively, satisfying the usual

commutation relation, [q̂, p̂] = i. The angular frequency of the oscillator is denoted by ω.

Note that we set ~ = 1 and choose a unit mass m = 1 in this quantum mechanical example.

In quantum mechanics, one seeks the energy spectrum of this system. This is usually

done using the so-called raising and lowering operators, α̂ and α̂†,3

α̂ =
√
ω/2 (q̂ + ip̂/ω) α̂† =

√
ω/2 (q̂ − ip̂/ω), (3.2)

which satisfy the commutation relation,

[α̂, α̂†] = 1, (3.3)

and enable the Hamiltonian to be rewritten as,

Ĥ0 = ω(α̂†α̂+ 1/2) = ω(n̂+ 1/2). (3.4)

We find that the stationary states are eigenstates, |n〉, of the operator n̂ = α̂†α̂, which is

commonly referred to as the occupation number operator, with integer eigenvalues n ≥ 0.

Given the Schrödinger equation, we see that unique energy levels are uniformly separated

by intervals ∆E = En − En−1 = ω, with a ground state energy E0 = ω/2:

Ĥ0|n〉 = En|n〉 En = ω(n+ 1/2) n ∈ Z ≥ 0. (3.5)

3In this section we use Greek letters α̂ and α̂† to denote the lowering/raising operators. The complex-

number-valued eigenvalue of α̂ is denoted by Latin letter a, and its complex conjugate is a∗. When dealing

with the QFT generalisation starting from section 4, we will use a more compact notation with Latin letters

denoting both the operator-valued expressions and their eigenvalues.
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A simple consequence of the commutation relations for α̂† and α̂ is that,

α̂†|n〉 =
√
n+ 1|n+ 1〉 α̂|n〉 =

√
n|n− 1〉, (3.6)

and so α̂† increases the energy of a state by ω where α̂ decreases it in equal measure. Given

the “vacuum” state, |0〉, for which α̂|0〉 = 0, one can generate the full spectrum using the

raising operator,

|n〉 =
(α̂†)n√
n!
|0〉. (3.7)

3.2 Coherent states as eigenstates of the lowering operator

With the energy spectrum and associated states found, we now want to find eigenstates of

the lowering operator α̂. These eigenstates are known as coherent states [30–32].

We note that the states |n〉 form a complete set (since they are the eigenestates of a

Hermitian operator Ĥ0) and thus any state |ψ〉 can be written as,

|ψ〉 =

∞∑
n=0

ψn|n〉 =

∞∑
n=0

ψn
(α̂†)n√
n!
|0〉 , with ψn ∈ C. (3.8)

From this we can see that an eigenstate of the raising operator is not possible as the lowest

n component in the decomposition will not be present after acting with α̂†. However, one

can find eigenstates of the lowering operator,

α̂|ψ〉 =

∞∑
n=0

ψnα̂|n〉 =

∞∑
n=0

ψn+1

√
n+ 1 |n〉 := a |ψ〉 , for ψn+1

√
n+ 1 = aψn, (3.9)

where a is the eigenvalue of α̂. In other words, by iterating the second equation above, we

find,

ψn = an
ψ0√
n!

→ |ψ〉 = ψ0

∞∑
n=0

(aα̂†)n

n!
|0〉 = ψ0 e

aα̂† |0〉. (3.10)

These eigenstates of the lowering operator are known as coherent states and will prove to

be a powerful tool in the functional integral QFT framework. We treat ψ0 as an optional

normalisation, which we set to 1 in accordance with coherent state convention, despite the

state’s subsequently non-unit norm. In preparation for the calculations to follow, where

many independent sets of coherent states can appear in a single expression is it useful to

clearly define a coherent state in terms of one Latin letter a,

|a〉 = eaα̂
† |0〉 α̂|a〉 = a|a〉 〈a| = 〈0|ea∗α̂ 〈a|α̂† = a∗〈a|. (3.11)

Note that stars simply indicate a complex conjugate. It is important to distinguish between:

• the quantum state |a〉 which lives in a Hilbert space,

• the raising and lowering operators α̂† and α̂, which have hats and act on states in

this space,
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• the complex number a, which is the eigenvalue associated with the action of operator

α̂ on state |a〉, and a∗ which is the complex conjugate of the eigenvalue a.

With this in mind, one can introduce any number of coherent states |b〉, |c〉, ..., with eigen-

values {b, c, ...} under the same single set of operators: α̂† and α̂. For example,

|b〉 = ebα̂
† |0〉 α̂|b〉 = b|b〉. (3.12)

Hence we established a one-to-one correspondence between a complex number z ∈ C and

a coherent state |z〉, defined via,

|z〉 = ezα̂
† |0〉 . (3.13)

The set of coherent states {|a〉} obtained by the complex number z spanning the entire

complex plane is known to be an over-complete set. Mathematically, this is the statement

that,

1 =

∫
dz∗dz

2πi
e−z

∗z|z〉〈z| , (3.14)

where the 2-real-dimensional integral is over the complex plane z ∈ C . The over -

completeness of the set manifests itself in the presence of the exponential factor e−z
∗z

on the right hand side. We will derive Eq. (3.14) in the following section, see Eq. (3.18)

below.

The transition to QFT in section 4 will be achieved by generalising the simple 1-

dimensional QM example considered so far, to an infinite number of dimensions (i.e. infinite

number of coupled harmonic oscillators). Hence we will need an infinite set of creation and

annihilation operators α̂k and α̂†k, and correspondingly a set of coherent states {|a〉}k
parameterised by complex-valued functions a(k) ≡ ak where k is the momentum variable.

3.3 Properties of coherent states in quantum mechanics

We now discuss some of the useful properties of coherent states, which form the basis of

many more complex derivations. As the eigenstates of the lowering operator, one might ask

how coherent states are changed by application of the raising operator. It follows directly

from the definition, |a〉 = eaα̂
† |0〉, that

α̂†|a〉 =
∂

∂a
|a〉. (3.15)

Next we need the inner product of two coherent states,

〈b|a〉 = 〈0|eb∗α̂eaα̂† |0〉 = eb
∗a. (3.16)

The expression on the right-hand side was obtained using the Baker-Campbell-Hausdorff

(BCH) relation,

eÂeB̂ = e[Â,B̂]eB̂eÂ, (3.17)

which is valid so long as the commutator [Â, B̂] ∈ C
Since a is just a complex number, for a given set of raising and lowering operators

there is an infinite set {|a〉} of coherent states: one for every point in the complex plane.
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Accounting for their non-unit norm, the analogue of the completeness relation for coherent

states is,

1 =

∫
da∗da

2πi
e−a

∗a|a〉〈a| :=

∫
d(a∗, a) e−a

∗a|a〉〈a|. (3.18)

The identity (3.18) is often called the over-completeness relation due to the non-trivial

exponential factor in the integral, with the basis of coherent states described as over-

complete. Also note that (3.16) implies that coherent states are not orthonormal either.

Using the relations (3.16)-(3.18), one can write quantum-mechanical objects in a co-

herent state representation, where they appear as functions of one or more of the complex

coherent state variables. We define the coherent state representation of the state |ψ〉 as

〈a|ψ〉 = ψ(a∗), from which we find that the inner product of two states,

〈ψA|ψB〉 =

∫
d(a∗, a) e−a

∗aψ∗A(a)ψB(a∗), (3.19)

where ψ∗A(a) is just [ψA(a∗)]∗. Similarly, we define the matrix element of an operator Â

between two coherent states as 〈b|Â|a〉 = A(b∗, a). The action of such an operator on an

arbitrary state |ψ〉 can be written as,

(Âψ)(b∗) =

∫
d(a∗, a) e−a

∗aA(b∗, a)ψ(a∗). (3.20)

Furthermore, one can write the matrix element for the product of two operators as,

(AB)(b∗, a) = 〈b|ÂB̂|a〉 =

∫
d(c∗, c) e−c

∗cA(b∗, c)B(c∗, a). (3.21)

The above logic is used extensively in the rest of this section and section 4.

A quantity which will prove to be useful is the coherent state representation of a

position eigenstate, 〈q|a〉. We rewrite the raising operator in the coherent state exponent

in terms of the original position and momentum operators, q̂ and p̂,

〈q|a〉 = 〈q| eaâ† |0〉 = 〈q| e
a
√
ω/2

(
q̂−
ip̂

ω

)
|0〉 = e

a
√
ω/2

(
q−

1

ω

d

dq

)
〈q|0〉 , (3.22)

where the operators are now in their position-space representations: q and −id/dq. It is

well-known in quantum mechanics that the vacuum state is a Gaussian distribution centred

at the origin of the potential well, q = 0,

〈q|0〉 = ψ0(q) = Ne−(q/q0)
2/2 = Ne−ωq

2/2, (3.23)

where N is a normalisation constant and q0 =
√

1/ω. We now make the substitution

y = q/q0 and use another BCH-like relation,

eÂ+B̂ = e−[Â,B̂]/2eÂeB̂, (3.24)

to show that,

〈q|a〉 = N exp

(
−1

2
a2 − 1

2
ωq2 +

√
2ωaq

)
. (3.25)
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In quantum field theory, where the lowering operator is instead understood as an annihila-

tion operator for quanta of the field, the analogous operator to position q̂ will be the real

scalar quantum field itself: φ̂.

Finally, consider the action of a time evolution operator, Û0(t) = e−iĤ0t, on a coherent

state,4

Û0(t) |a〉 = e−iĤ0teaα̂
† |0〉 = e−iĤ0t

∞∑
n=0

an
(α̂†)n

n!
|0〉

=
∞∑
n=0

an e−iĤ0t |n〉 1√
n!

=
∞∑
n=0

(ae−iωt)n |n〉 1√
n!

=

∞∑
n=0

(ae−iωt)n
(α̂†)n

n!
|0〉 = |ae−iωt〉 .

(3.26)

We see that time evolution operators simply shift the phase of the coherent state variable

associated with the coherent state. This property will be useful in computing the scattering

S-matrix operator Ŝ in section 4.2.

4 Coherent state formalism in QFT and the S-matrix

In this section we develop the coherent state formalism for the functional integral repre-

sentation of the S-matrix in quantum field theory, which is an important ingredient in the

formulation of the semi-classical method for computing multiparticle production rates. We

begin with the nuances associated with the move from quantum mechanics (QM) to quan-

tum field theory (QFT), where the concept of coherent states is somewhat more abstract.

We then explore their use in the calculation of amplitudes via path integrals. Sections 4.1

and 4.2 outline the coherent-states-based approach for writing matrix elements in QFT

that was originally presented in Refs. [20, 27, 28], and in a slightly different formulation,

called the holomorphic representation, in the textbook [26]. In section 5 we will use the re-

sults derived here for matrix elements to efficiently implement the phase space integration

and thus write down formulae for probabilistic rates for multiparticle production following

the semiclassical formalism of Ref. [2].

4.1 QFT in d+ 1 dimensions as the infinite-dimensional QM system

In section 3 we discussed coherent states as eigenstates of the lowering operator for the

quantum harmonic oscillator (QHO). Now we instead discuss the real scalar quantum field

in d+ 1 dimensions, which has many mathematical parallels to the harmonic oscillator.

A free real scalar field is described by the Klein-Gordon Lagrangian, which can be

manipulated into a Klein-Gordon Hamiltonian H0,

H0 =

∫
ddxH0 , where H0 =

1

2
π2 +

1

2
|∇φ|2 +

m2

2
φ2. (4.1)

4The subscripts on Û0 and Ĥ0 are used to remind that the Hamiltonian is that of the simple harmonic

oscillator, it will play the role of the free part of the Hamiltonian in interacting models, in particular the

QFT settings considered in the following section.
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Here φ(x) is the scalar field, π(x) is the momentum conjugate to the field, and ∇ denotes

a spatial derivative in d dimensions. The conjugate momentum field π = ∂tφ = φ̇ is just

a change in variable associated with the Legendre transformation linking the Lagrangian

and Hamiltonian formalisms. The final term is a mass term with mass set to unity. When

transitioning from classical field theory to quantum field theory, the fields φ and π gain

operator status. We will always be in the quantum regime and so their hats are omitted.

Finally, note that x now represents a (1, d)-vector x = (t,x).

The above Hamiltonian already looks similar to that of the QHO but with the so-called

generalised coordinate now being a field φ rather than a position q. This is made more

obvious if we integrate the spatial derivative by parts,

H0 =
π2

2
+

1

2
φ(m2 −∇2)φ, (4.2)

and so our frequency ω2 = (m2 − ∇2) is no longer a constant parameter. In a Fourier

expansion, the Laplacian, −∇2, will bring out a factor of the square d-dimensional mo-

mentum k2. We thus expect a dispersion relation: ω2
k = m2 + k2. For every d-momentum,

k, there is an associated harmonic oscillator with frequency, ωk, which we can solve by

introducing raising and lowering operators, â†k and âk, as shown in section 3,5

Ĥ0 =

∫
ddk ωk â

†
k âk + V. (4.3)

Here, V is analogous to the ground-state energy in the QHO and can be thought of as the

energy of the vacuum. We ignore this term in the rest of this work by assuming the normal

ordering prescription : H0 : as is standard.

The usual interpretation of the free quantum field is that it consists of an infinite num-

ber of harmonic oscillators. The raising and lowering operators can now be reinterpreted

as creation and annihilation operators: the operator â†k creates a quantum of the field with

3-momentum k, whereas operator âk annihilates it. Considering the parallels with the

QHO it should not be surprising that they obey the commutation relation,

[âk, â
†
p] = (2π)d/2 δ(k− p). (4.4)

Inverting the definitions of the creation and annihilation operators and accounting for

their momentum-space representation, one obtains the definition of the scalar field operator

in terms of Fourier modes,

φ̂(x) =

∫
ddk

(2π)d/2
1√
2ωk

(âk e
−ikx + â†k e

+ikx), (4.5)

where kx = k0t − k · x. An on-shell field satisfies the Klein-Gordon equation, implying

k0 = ωk =
√
m2 + k2. The coefficients of the modes are the creation and annihilation

operators in the quantum theory.6

5As already mentioned, to avoid overly comlicated notation in QFT, we will now use Latin letters for

both, the creation/annihilation operators and for their eigenvalues, see Eqs (4.5) and (4.6).
6We use a non-relativistic normalisation for the integration measure in (4.5). In the relativistic nor-

malisation, φ̂(x) =
∫ ddk

(2π)d/2
1

2ωk
(âke

−ikx + â†ke
+ikx) and one rescales âk and â†p such that [âk, â

†
p] =

(2π)d/22ωkδ(k− p).
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In analogy with QM, a coherent state in QFT is a common eigenstate of all annihilation

operators, with eigenvalues dependent on the momentum k of the annihilation operator.

We follow the notational rationale put forward in section 3, by labelling the coherent state

|{a}〉, and denoting its eigenvalue under operator âk as ak,

âk|{a}〉 = ak|{a}〉 ∀k. (4.6)

When converting from QM to QFT we have to take into account that we have moved from

one oscillator to an infinite set, indexed by a free d-dimensional momentum k. The curly

braces in the state label, |{a}〉, serve as a constant reminder. Therefore, in terms of the

vacuum, our coherent state can be written as,

|{a}〉 = e
∫
dk akâ

†
k |0〉. (4.7)

To avoid notational clutter, we use dk to represent the d-dimensional momentum integra-

tion measure,

dk := ddk. (4.8)

The Fourier transformation of the field operator is defined via,

˜̂
φ(k) :=

˜̂
φ(t,k) :=

∫
ddx

(2π)d/2
e−ik·x φ̂(t,x), (4.9)

so that the Fourier transform of the free field (4.5) becomes simply the linear combination

of the annihilation and creation operators with the positive and negative frequencies,

˜̂
φ(k) =

1√
2ωk

(âk e
−iωkt + â†−k e

iωkt). (4.10)

In exact analogy to the operator-valued expressions for the Fourier-transforms in (4.9)-

(4.10) we can also define the Fourier transforms of the c-valued scalar field φ(x),

φ̃(k) =
1√
2ωk

(ak e
−iωkt + a∗−k e

iωkt). (4.11)

where in this case the annihilation and creation operators are substituted by the complex-

valued eigenfunction ak and it complex conjugate a∗k as per (4.6). Note that [φ̃(k)]∗ =

φ̃(−k) because φ(t,x) ∈ R.

As in QM, we can find an inner product of two coherent states,

〈{b}|{a}〉 = e
∫
dk b∗kak , (4.12)

the over-completeness relation reads,

1 =

∫
d({a∗}, {a})e−

∫
dk a∗kak |{a}〉〈{a}|, (4.13)

and for the inner product between the eigenstate of the field φ̃k and the coherent state we

have,

〈φ|{a}〉 = N exp

(
−1

2

∫
dk aka−k −

1

2

∫
dkωkφ̃(k)φ̃(−k) +

∫
dk
√

2ωkakφ(k)

)
.

(4.14)
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Here N is some constant normalisation factor irrelevant to our purposes. The expression

(4.14) is the generalisation of the quantum mechanical overlap formula (3.25) to the QFT

case at hand which corresponds to an infinite number of QM oscillator degrees of freedom.

We note that the states 〈φ| and |{a}〉 in the expression (4.14) are defined as the eigenstates

of the operators φ̂ and â respectively; with both operators taken at the same time t, which

we take to be t = 0.7 Hence the Fourier components of the field φ̃(k) are given by the

spatial Fourier transform (4.9) of φ(t,x) at t = 0. For completeness of our presentation,

the formula (4.14) is derived in Appendix A.

4.2 Application to path integrals and amplitude calculation

We now consider an interacting quantum field theory in d+ 1 dimensions with the Hamil-

tonian H. The object central to scattering theory is the S-matrix. Given an initial state,

|φi(ti)〉, the S-matrix defines the probability amplitude of arriving at a final state, |φf (tf )〉.
In the interaction picture, where we split the Hamiltonian into the free part H0, and

the interacting part V ,

Ĥ = Ĥ0 + V̂ , (4.15)

the S-matrix Sfi is defined as,

Sfi = 〈φf |Ŝ|φi〉 = lim
tf ,ti→±∞

〈φf | eiĤ0tf Û(tf , ti)e
−iĤ0ti |φi〉 , (4.16)

where |φf 〉 and |φi〉 are free states, i.e. eigenstates of the free Hamiltonian Ĥ0, prepared

at the times t = tf and t = ti respectively. The S-matrix operator, appearing on the

right-hand side of (4.16),

Ŝ = lim
tf ,ti→±∞

eiĤ0tf Û(tf , ti)e
−iĤ0ti , (4.17)

implements the time-evolution of the interaction-picture-state |φi〉 from ti to tf where it is

contracted with the final state |φf 〉. The operator U(tf , ti) in (4.17) is the time-evolution

operator for the Heisenberg fields,

Û(tf , ti) = T exp
(
− i
∫ tf

ti

Ĥdt
)
, (4.18)

with T denoting a time-ordered product. Given that the fields in the interaction picture

are free fields, one has,

|φ(t′)〉 = e−iĤ0(t′−t) |φ(t)〉 , (4.19)

which explains the eiĤ0tf and e−iĤ0ti factors in (4.17).

In the infinite future and past, the initial and final particles are sufficiently separated

in the d-dimensional space so as not to experience interactions (apart from the effects ac-

counted for by UV renormalisation of fields and parameters of the theory). Thus, by taking

7The operators φ̂ and â are defined in a theory with the Hamiltonian H0, and it is straightforward to

time-evolve them from t = 0 to any t with e±iH0t. This will be done in (4.29) in the next section, but in

(4.14) we use t = 0.
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the limit limtf ,ti→±∞, the free Hamiltonian eigenstates in (4.16) are a good approximation

to the actual initial and final states.

Of course, for a non-interacting theory, Ŝ is simply the identity operator. More gener-

ally, Ŝ = 1 + iT̂ and we define the matrix element, M, by the relation,

〈φf |Ŝ − 1|φi〉 = 〈φf |iT̂ |φi〉 = (2π)4δ(d+1)
(∑

kf −
∑

ki

)
iM, (4.20)

where the delta function simply enforces momentum conservation.

We now want to express the S-matrix (4.17) in the basis of coherent states. This is

the kernel of the S-matrix,

S(b∗, a) := lim
tf ,ti→±∞

〈{b}|eiĤ0tf Û(tf , ti)e
−iĤ0ti |{a}〉 . (4.21)

Equation (3.26) implies that the free evolution operators simply shift the phase of the

coherent states, giving,

S(b∗, a) := lim
tf ,ti→±∞

〈{be−iωtf }|Û(tf , ti)|{ae−iωti}〉 . (4.22)

Note that |{ae−iωti}〉 refers to a coherent state much like |{a}〉 but with ak → ake
−iωkti

for all k.

The derivation of the S-matrix kernel will closely follow that presented in [27, 28].

Using the completeness relation,

1 =

∫
dφf |φf 〉 〈φf | , (4.23)

and similarly for φi, we can re-write (4.22) as,

S(b∗, a) = lim
tf ,ti→±∞

∫
dφfdφi 〈{be−iωtf }|φf 〉 〈φf |Û(tf , ti)|φi〉 〈φi|{ae−iωti}〉 . (4.24)

We recognise 〈φf |Û(tf , ti)|φi〉 as the Feynman path integral,

〈φf |Û(tf , ti)|φi〉 =

∫
Dφ eiS[φ]

tf
ti , (4.25)

over the fields satisfying the boundary conditions,

φ(ti) = φi, φ(tf ) = φf , (4.26)

where S[φ]
tf
ti

is the action,

S[φ]
tf
ti

=

∫ tf

ti

dt

∫
ddxL(φ). (4.27)

Inserting the projections of the initial and final states in the coherent state basis (4.14),

we arrive at the following result,

S(b∗, a) = lim
tf ,ti→±∞

∫
dφf dφi e

Bi(φi;a)+Bf (φf ;b
∗)

∫
Dφ eiS[φ]

tf
ti . (4.28)
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Here the boundary terms, Bi(φi; a) = 〈φi|{ae−iωti}〉 and Bf (φf ; b∗) = 〈{be−iωtf }|φf 〉, are

given by (cf. (4.14)),

Bi(φi; a) = −1

2

∫
dk aka−ke

−2iωkti − 1

2

∫
dkωkφ̃i(k)φ̃i(−k) +

∫
dk
√

2ωkakφ̃i(k)e−iωkti ,

Bf (φf ; b∗) = −1

2

∫
dk b∗kb

∗
−ke

2iωktf − 1

2

∫
dkωkφ̃f (k)φ̃f (−k) +

∫
dk
√

2ωkb
∗
kφ̃f (−k)eiωktf .

(4.29)

In these expressions, φ̃i(k) and φ̃f (k) are the d-dimensional Fourier transforms of the

boundary fields, φi(x) = φ(ti,x) and φf (x) = φ(tf ,x), so that,

φ̃i(k) =

∫
dx e−ik·x φ(ti,x),

φ̃f (k) =

∫
dx e−ik·x φ(tf ,x).

(4.30)

where in analogy with (4.8) the d-dimensional coordinate integration measure is defined

via,

dx := ddx . (4.31)

Thus in comparison to the simple overlaps in (4.14) at t = 0, the boundary terms in (4.29)

contain the dependence on ti or tf via the phase factors accompanying the a and b∗ in

(4.29), as well as in the definitions of the boundary fields (4.30).

Before concluding this section, we mention a particularly useful property of the co-

herent state basis for scattering theory, that allows one to circumvent the LSZ reduction

formulae. The kernel, A(b∗, a) = 〈b|Â|a〉, of any operator Â in the coherent state represen-

tation is the generating functional for the same operator in the Fock space,

〈q1...qm|Â|p1...pn〉 =
∂

∂b∗q1

...
∂

∂b∗qm

∂

∂ap1

...
∂

∂apn
A(b∗, a)|a=b∗=0, (4.32)

where |p1...pn〉 is an n-particle state with particle d-momenta pi, i = 1, . . . , n. This formula

follows immediately from the definition of the coherent state (4.7), since

∂

∂ap1

...
∂

∂apn
e
∫
dk akâ

†
k |0〉|a=0 = |p1...pn〉 . (4.33)

Applied to the S-matrix operator we find,

〈q1...qm|S|p1...pn〉 =
∂

∂b∗q1

...
∂

∂b∗qm

∂

∂ap1

...
∂

∂apn
S(b∗, a)|a=b∗=0. (4.34)

The left-hand side is just the S-matrix element for the n → m process. Hence, just

differentiating with respect to coherent state variables, we can calculate any scattering

amplitudes directly from the kernel of the S-matrix. Thus the coherent state representation

allows one to bypass the LSZ reduction formulae, by simply differentiating the path integral

for the kernel of the S-matrix. This coherent state formulation is of course equivalent to
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the LSZ procedure,8 but gives a more direct route for semiclassical applications, given the

exponential nature of S(b∗, a).

5 The semiclassical method for multi-particle production

In this section we review the semiclassical method of Son [2] for calculating probabilistic

rates or crosssections for processes (1.1). There are two types of initial states X that are

of particular interest,

Scattering process : |X(
√
s)〉 = |2〉 → |n〉 ⇒ cross section σn(

√
s) , (5.1)

Resonance decay : |X(
√
s)〉 = |1∗〉 → |n〉 ⇒ partial width Γn(s) . (5.2)

For the 2-particle initial state, the n-particle production process (5.1) is characterised by

the cross section σn(
√
s); for the single-particle state of virtuality p2 = s in (5.2), the

relevant quantity is the partial decay width Γn(s). Final states contain a large number

n & 1/(coupling constant)� 1 of elementary Higgs-like scalar particles of mass m.

As we already mentioned in the Introduction, this paper concentrates primarily on the

process of type (5.2) to simplify the presentation. Formally, both processes in (5.1)-(5.2)

can be treated simultaneously in the semiclassical approach of Son [2], where the initial

state X is approximated by a local operator O(x) acting on the vacuum state. In |2〉 → |n〉
scattering with n large, the original 2 particles exchange large momentum and thus come

within a short distance of one another. This justifies a description with a local operator

source.9

We will use the notation |1∗〉 → |n〉 for the process (5.2), where |1∗〉 denotes a highly-

virtual particle that, for example, can be produced as an intermediate state in a high-energy

collision, and |n〉 denotes an n-particle final state. We are interested in the regime of high-

multiplicity (n� 1) in a weakly coupled theory (λ� 1) with λn held at a fixed value that

we ultimately take to be large.

Our discussion in this section follows the construction in [2] and also borrows from

Refs. [20, 28, 33, 34].

5.1 Setting up the problem

Consider a real scalar field φ(x) in (d+ 1)-dimensional spacetime, with the Lagrangian,

L(φ) =
1

2
(∂µφ)2 − 1

2
m2φ2 − Lint(φ), (5.3)

8In our derivation we have neglected the Z factors arising from the wave-function renormalisation.

Of course they can be painstakingly restored, but this will not be required for our applications of the

semiclassical approach.
9The effect of smearing of the local operator would be important in the description of 2→ n processes in

order account for the effect of a finite impact parameter between the two incoming particles in the collision

(see also the footnote1) and to maintain unitarity in the asymptotic high-energy regime,
√
s → ∞, with

fixed coupling constant λ = fixed� 1.
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where Lint is the interaction term. The two simplest examples are the φ4 model in the

unbroken phase, with Lint =
λ

4
φ4, and the theory (1.3) with the spontaneously broken Z2

symmetry,

L =
1

2
∂µh ∂µh −

λ

4

(
h2 − v2

)2
. (5.4)

The theory (5.4) has a non-zero vacuum expectation value 〈h〉 = v and we introduce the

shifted field of mass m =
√

2λ v,

φ(x) = h(x)− v , m =
√

2λ v . (5.5)

Our considerations in this section are general and the expressions that follow, unless stated

otherwise, will be written in terms of the manifestly VEV-less field φ with the Lagrangian

(5.3). If the VEV is non-zero, as in the model (5.4), the φ field is defined by subtracting

the VEV from the original field via (5.5).

Our main goal is to derive the probability rate or the ‘crosssection’ for the process

where a single highly virtual off-shell particle produced as an intermediate state in a high-

energy collision, or alternatively a few energetic on-shell particles in the initial state |φi〉,
produce an n-particle final state with n� 1. Most importantly, this probability rate should

be written in a form suitable for a semiclassical treatment. In other words, the functional

integral representation for the multiparticle rate should be calculable by some appropriate

incarnation of the steepest descent method.

We begin by specifying the initial state. Instead of using the coherent state |{a}〉 as

we have done in the previous section, we now assume that the initial state is prepared by

acting with a certain local operator Ô(x) on the vacuum,

|φi〉 = Ô(x) |0〉 . (5.6)

We will see that the operator Ô(x) will act as a local injection of energy (or more pre-

cisely the virtuality characterising the off-shell state |φi〉) into the vacuum state |0〉 at the

spacetime point x. From now on, and without loss of generality, we will place the operator

insertion point x at the origin, x = 0.

In a general local QFT, any field O(x) that is sharply defined at a point x is in fact

an operator-valued distribution. In order to define an operator one has to smear the field

with a test function that belongs to an appropriate set of well-behaved smooth functions

with finite support in spacetime [35]. This implies that O(x) in (5.30) should be averaged

with a test function g(x). The operator localised in the vicinity of a point x is,

Og(x) =

∫
d4x′ g(x′ − x)O(x′) , (5.7)

and the prescription (5.6) for defining the initial state should be refined [36] using,

|φi〉 = Og(0) |0〉 =

∫
d4x′ g(x′)O(x′) |0〉 . (5.8)

This gives a well-defined state in the Hilbert space. For the rest of this section we will

ignore the averaging of the operators with the test functions. Their effect can be recovered
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from the distribution-valued rate Rn(
√
s = E) that we will concentrate on from now on

and refer the reader to [36] for more details on the topic of the operator smearing.

For a given final state, |φf 〉, one can isolate the parts with the desired energy and

multiplicity using projection operators P̂E and P̂n on states with the fixed energy E and

particle number n. The probability rate Rn(E) for a transition between the initial state

and the final state with the energy E and particle number n is given by the square of the

matrix element of the S-matrix with the projection operators P̂E and P̂n,

〈φf |P̂EP̂nŜ|φi〉 = 〈φf |P̂EP̂nŜ Ô|0〉 , (5.9)

integrated over the final states phase space,
∫
dφf |φf 〉 〈φf |, to give

Rn(E) =

∫
dφf 〈0|Ô†Ŝ†P̂EP̂n|φf 〉 〈φf |P̂EP̂nŜÔ|0〉

= 〈0|Ô†Ŝ†P̂EP̂nŜÔ|0〉 .
(5.10)

It is clear that neither the initial state |φi〉 = Ô |0〉 nor the final state 〈φf | in the

matrix element (5.9) are states of definite energy. The projection operator P̂E resolves this

problem by projecting onto the fixed energy states. This applies to both, the initial and

the final states, since the energy E is conserved in the transition amplitude and hence is

the same in the initial and the final states. This implies that P̂EÔ |0〉 selects the initial

state with the energy equal to E which is injected into the vacuum state by the operator

P̂EÔ at the point x = 0 – in agreement with what we have already stated above.

The particle number, on the other hand, is not a conserved quantity, it is computed

only for asymptotic free states and is equal to n in the final state 〈φf | P̂n. In the initial

state we want to have the particle number ni to be small, 1 or 2, to correspond a scattering

process ‘few → many’. The selection of ni is achieved by a judicious choice of the operator

O in the definition of the initial state. We will see below that the requirement that the

semiclassical approximation is applicable to the functional integral representation of the

transition rate in (5.10) would allow for the operators of the form,

Ô = j−1 ejφ(0) , (5.11)

where j is a constant. To select the single-particle initial state 〈0|φ(0), the limit j → 0

will ultimately be taken in the computation of the probability rate (5.10) along with the

semiclassical limit λ→ 0.10 Equation (5.11) defines the local operator used by Son in [2],

which we too will use (we will have more to say about this prescription in sections 5.2.1

and 5.2.3).

To proceed with the determination of the multiparticle rate in (5.10), we need expres-

sions for the projection operators P̂E and P̂n. This is where the coherent states formalism

is useful. The kernel of P̂E is given by,

PE(b∗, a) := 〈{b}|P̂E |{a}〉 =

∫
dξ

2π
exp

[
−iEξ +

∫
dk b∗kake

iωkξ

]
. (5.12)

10We will explain in section 5.2.1 in the discussion below Eq. (5.29) that the j → 0 limit should be taken

such that j/λ ∼ 1 to to guarantee that the number of initial particles is ∼ 1 while the number of final state

particles is n ∼ 1/λ.
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To derive this expression, consider applying the delta function,

δ(Ĥ0 − E) =

∫
dξ

2π
ei(Ĥ0−E)ξ , (5.13)

to the coherent state |{a}〉,

δ(Ĥ0 − E) |{a}〉 =

∫
dξ

2π
e−iEξ |{aeiωt}〉 (5.14)

and then convoluting this with the state 〈{b}|. Using (4.12) we find,

〈{b}|δ(Ĥ0 − E)|{a}〉 =

∫
dξ

2π
exp

[
−iEξ +

∫
dk b∗kake

iωkξ

]
, (5.15)

which is equivalent to (5.12).

Using the same line of reasoning we also get the kernel of the projection operator P̂n,

Pn(b∗, a) := 〈{b}|P̂n|{a}〉 =

∫
dη

2π
exp

[
−inη +

∫
dk b∗kake

iη

]
. (5.16)

As seen in (3.21), the kernel of a product of two operators is the convolution of their

individual kernels, such that the combined energy and multiplicity projector is given by,

PEPn(b∗, a) =

∫
d({c∗}, {c}) e−

∫
dk c∗kckPE(b∗, c)Pn(c∗, a)

=

∫
d({c∗}, {c}) dξ

2π

dη

2π
e−iEξ−inη exp

[∫
dk
(
−c∗k(ck − ak eiη) + b∗kcke

iωkξ
)]

=

∫
d({c}) dξ

2π

dη

2π
e−iEξ−inηδ({c} − {aeiη}) exp

[∫
dk b∗kcke

iωkξ

]
=

∫
dξ

2π

dη

2π
exp

[
−iEξ − inη +

∫
dk b∗kake

iωkξ+iη

]
,

(5.17)

where the delta function δ({c} − {aeiη}) is shorthand for an infinite product of delta

functions for the infinite set {c} such that, after integration, ck → ake
iη for all k. The

expression on the last line of (5.17) can also be derived instantly without considering the

convolution of two individual kernels, by inserting the product of the two delta functions

into the overlap 〈{b}|{a}〉.
After inserting the coherent state (over-)completeness relation (4.13), the last line of

our expression for the rate (5.10) gives,

R(E) =

∫
d({b∗}, {b})e−

∫
dk b∗kbk 〈0|Ô†Ŝ†|{b}〉〈{b}|P̂EP̂nŜÔ|0〉

=

∫
d({b∗}, {b})e−

∫
dk b∗kbk

×[SA(b∗, 0)]∗

×PEPnSO(b∗, 0),

(5.18)
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where we have identified the two matrix elements as kernels of product operators in the

coherent state formalism.

Given that Ô = Ô[φ̂(0)], we can simply absorb it into the path integral during the

derivation of S(b∗, a) seen in section 4.2,

SO(b∗, a) = lim
tf ,ti→±∞

∫
dφfdφie

Bi(φi;a)+Bf (φf ;b
∗)

∫
DφO[φ] eiS[φ]

tf
ti . (5.19)

As in section 4.2, the functional integral satisfies the boundary conditions in (4.26). The

definitions of Bi(φi; a) and Bf (φf ; b∗) are given in (4.29).

We now turn to the incorporation of the projection operators. Following the logic used

in deriving the product kernel PEPn(b∗, a) in (5.17), we deduce,

PEPnSO(b∗, a) =

∫
d({c∗}, {c})e−

∫
dk c∗kckPEPn(b∗, c)SO(c∗, a)

=

∫
d({c∗}) dξ

2π

dη

2π
e−iEξ−inηδ({c∗} − {b∗eiωkξ+iη})SO(c∗, a)

=

∫
dξ

2π

dη

2π
e−iEξ−inηSO(b∗eiωkξ+iη, a).

(5.20)

We now have all the ingredients needed to write the master equation for R(n,E). Com-

bining Eqs. (5.18) and (5.20), we find,

R(n,E) =

∫
d({b∗}, {b}) dξ

2π

dη

2π

× exp

[
−iEξ − inη −

∫
dk b∗kbk

]
×[SO]∗(b, 0)

×SO(b∗eiωkξ+iη, 0),

(5.21)

where we have set a = 0 to reduce the coherent state |{a}〉 to the vacuum as required by

(5.18). Making changes of variable,

b∗ → b∗e−iωkξ−iη, ξ → −ξ, η → −η, (5.22)

gives,

R(n,E) =

∫
d({b∗}, {b}) dξ

2π

dη

2π

× exp

[
iEξ + inη −

∫
dk b∗kbke

iωkξ+iη

]
×[SO]∗(b, 0)

×SO(b∗, 0).

(5.23)

Inserting the definition of SO(b∗, 0) and the choice of operator Ô in (5.19) finally yields the

master equation for R(n,E) in the form given in [2], which we write below specifying all
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integration variables in the functional integrals (and dropping factors of 1/(2π) and 1/j):

R(n,E) = lim
tf ,ti→±∞

∫
dξdη db∗k dbk dφi(x) dφf (x)Dφ(x, t) dϕi(x) dϕf (x)Dϕ(x, t)

× exp

[
iEξ + inη −

∫
dk b∗kbke

iωkξ+iη + Ξ

]
,

(5.24)

with the functional Ξ = Ξ(φi, φf , φ;ϕi, ϕf , ϕ; b∗k, bk; ti, tf ) defined by,

Ξ =Bi(φi; 0) +Bf (φf ; b∗) + [Bi(ϕi; 0)]∗ + [Bf (ϕf ; b∗)]∗

+ iS[φ]
tf
ti
− iS[ϕ]

tf
ti

+ jφ(0) + jϕ(0).
(5.25)

Equations (5.24)-(5.25) specify the multi-dimensional (functional and ordinary) integral we

need to compute or estimate in order to determine the rate for multiparticle production

processes. We will do so by method of steepest descent, i.e. the semiclassical approx-

imation, and its validity will be justified in the following section by bringing the large

parameter (the equivalent of 1/~ in the simple WKB method) out in front of all terms

appearing in the exponent in (5.24)-(5.25).

It will be useful to keep in mind the explicit forms of the four boundary terms. These

follow from (4.29) and are given below,

Bi(φi; 0) = −1

2

∫
dkωkφ̃i(k)φ̃i(−k),

Bf (φf ; b∗) = −1

2

∫
dk b∗kb

∗
−ke

2iωktf − 1

2

∫
dkωkφ̃f (k)φ̃f (−k) +

∫
dk
√

2ωkb
∗
kφ̃f (k)eiωktf ,

[Bi(ϕi; 0)]∗ = −1

2

∫
dkωkϕ̃i(k)ϕ̃i(−k),

[Bf (ϕf ; b∗)]∗ = −1

2

∫
dk bkb−ke

−2iωktf − 1

2

∫
dkωkϕ̃f (k)ϕ̃f (−k) +

∫
dk
√

2ωkbkϕ̃f (−k)e−iωktf

(5.26)

Recall that tildes denote the spatial Fourier transformations of the fields defined in (4.30).

5.2 Application of steepest-descent method

5.2.1 Discussion of the validity of steepest descent/semiclassical approach

In quantum mechanics, steepest descent methods are very useful, as one often obtains

integrals of exponentials with a 1/~ prefactor in the exponent. The key to the validity

of the method is that one can consider the ~ → 0 limit. Of course ~ is a dimensionful

parameter and one needs to identify the appropriate large dimensionless factor in front of

the functions in the exponent that goes as 1/~.

In quantum field theory, the semiclassical approximation in the simplest scenarios is

achieved by rescaling all fields in the action S such that S ∝ 1/λ where λ is the coupling

constant. The relevant limit is the weak-coupling limit λ → 0. This reasoning holds for

instanton calculations of Green functions and amplitudes in gauge theories [37, 38]. In

this case one rescales the gauge fields Aµ → gAµ, where g is the gauge coupling and, as
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a result, the microscopic action of the theory S = 1
g2

∫
d4x trFµνF

µν ∝ 1
g2

, which is the

equivalent of 1/λ. If scalar fields are also present in the theory, then one rescales them with√
λ and the relevant terms in the action scale as 1/λ which is taken to be ∝ 1/g2 in the

common weak-coupling limit λ→ 0 , g2 → 0. These semiclassical weak-coupling limits can

be further combined with the large number of colours limit (Nc →∞) in certain scenarios,

allowing one to compute all multi-instanton contributions to the correlators relevant in the

context of the AdS/CFT correspondence as reviewed in [38].

The main lesson concerning the applicability of the steepest descent approximation to

the multiple integrals we want to evaluate, is that one needs to arrange for all relevant

terms appearing in the exponent of the integrand to contain the same large multiplicative

factor. By relevant terms we mean the terms that have a potential to influence the saddle-

point solution, which will provide the dominant contribution to the integral. To be on the

safe side, we can demand that all terms in the exponent contain this large factor. Once

this is achieved, we search for an extremum of the function in the exponent – called the

stationary solution or the the saddle-point – and expand all the integration variables in the

integrand around this extremum. Following such an expansion, one would usually compute

the integral by integrating over the fluctuations around this extremum. This is equivalent

to using a background perturbation theory in the background of the saddle-point solution.

In reality, to obtain the leading-order result, it is sufficient to just compute the exponent

of the integrand on the saddle-point configuration. The leading-order corrections come

from integrating over quadratic fluctuations around the saddle-point. These are Gaussian

integrals and determine the prefactor in front of the exponent. Each subsequent order

in fluctuations is suppressed by an extra power of (large parameter)−1/2 � 1 on general

dimensional grounds.

In our case we have a priori three large dimensionless parameters, 1/λ, n and E/m.

The first one is an internal parameter of the theory, while the second and the third are

process-dependent – they arise from specifying the final state to contain n � 1 particles

at high energies E � m. In a sense, the entire rationale for developing the coherent state

approach that led to the expression for the rate in the form was to pull the dependence

on n and E from the final state into the exponent of the rate. Essentially the quantity in

the exponent on the second line of (5.24) can be thought of as an effective action which

depends on three large parameters, 1/λ, n and E. Most important for the validity of the

steepest descent approach, is that no n- and E-dependence appears elsewhere, in particular

not in the integration variables: the number of integrations (functional and ordinary ones)

is fixed and independent of n, E or λ.

Now, for the application of the steepest descent method we need to have just one

large parameter. For that reason the appropriate semiclassical limit is defined where n

and 1/λ are of the same order, such that their ratio is held fixed in the limit n → ∞.

Indeed, it is easy to see that n = λn/λ is ∼ 1/λ for λn = fixed. Similarly we have to hold

n ∝ E/m. Thus the steepest descent approximation to the integral (5.24) is justified in

the weak-coupling – large-n – high-E semiclassical limit:

λ→ 0 , n→∞ , with λn = fixed , ε = fixed . (5.27)
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Here ε denotes the average kinetic energy per particle per mass in the final state,

ε = (E − nm)/(nm) . (5.28)

Holding ε fixed implies that in the large-n limit we are raising the total energy linearly

with n. Note that there is no E →∞ appearing in the limit (5.27). The variable E/(nm)

is traded for ε using (5.28) and held fixed.

We further note that the perturbation theory in the background of the saddle-point

solution has conceptually different conclusions from the usual perturbation theory in a

trivial background. Even though the perturbative corrections in both cases are suppressed

by powers of λ, in the case of the steepest descent method, these corrections cannot be

enhanced by powers of n. As we mentioned already, in our approach n and E/m are

large parameters of the same order as 1/λ, and the hypothetical contribution ∼ λn cannot

appear as a perturbative order-λ correction – it should instead be a part of the leading-

order result. This is different from the usual perturbation theory in which n can arise

as a combinatorial enhancement of the order-λ perturbative corrections. So it should not

come as a surprise that the steepest descent, or equivalently the semiclassical method, is

a non-perturbative computation, with controlled corrections in the semiclassical limit that

are suppressed by powers of 1/n, λ and m/E.

We now finally discuss the scaling of the exponent in (5.24) with the large parameter.

For the semiclassical method to be applicable, all terms in the exponent must be the same

order in 1/λ in the limit (5.27). To achieve this we rescale the fields and coherent state

variables, as well as the source j coming from the operator O insertion by 1/
√
λ,

{φ, ϕ, b∗k, bk, j} →
1√
λ
{φ, ϕ, b∗k, bk, j}. (5.29)

Taking into account that n ∼ E ∼ 1/λ, we see that the entire exponent in (5.24) now scales

as 1/λ in the limit (5.27) as required for the validity of the steepest descent approach.

However, this scaling implies that the source term in the operator (5.11) used to produce

the initial state is j/
√
λ and,

|φi〉 = e
j√
λ

φ(0)√
λ |0〉 = e

j√
λ
φ(0)rescaled |0〉 . (5.30)

This is somewhat problematic as the operator in terms of the rescaled φ now explicitly

depends on λ. The initial state is some semiclassical state with the mean particle number

〈ni〉 ∼ j/λ rather than being a single-particle state. As noted in the original papers [2, 33]

that were developing this approach, this is the consequence of the non-semiclassical nature

of the initial state with a single particle or with few highly energetic particles rather than

a large number of soft ones. The resolution of the problem proposed in [2, 20, 33] is to

continue applying the semiclassical i.e. the steepest descent approach to the integral in

(5.24) with the source j/
√
λ where j is a constant, and only after establishing the saddle-

point equations take the limit j → 0. In this case we effectively return to the single-particle

initial state with j/λ ∼ 1, but at the same time, the semiclassical method continues to

be justified. Of course, this line of reasoning is not a proof, but at least it provides an
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unambiguous procedure for computation. Furthermore, in this limit one ends up with an

operator O that does not depend on λ (or on ~ in quantum mechanics). In the quantum

mechanical case, it is known that the analogous semiclassical computation – using the

Landau WKB formulation – gives the semiclassical exponent of the rate, W = logR,

which does not depend on the form of the operator used, in so far as the operator did not

depend on ~ explicitly.

Perhaps the most important existing verification of this procedure is that following

it Son has successfully reproduced in [2] the known results for the multiparticle rate at

tree-level [13] and in the resummed one-loop approximation [10, 11, 13] without recourse

to perturbation theory. It was also demonstrated in [14] based on a few calculable examples

for 1→ n and 2→ n processes, that the semiclassical exponent W = logR does not depend

on the construction of the initial state and that the multiparticle amplitudes should be the

same – at the level of the exponent – for all few-particle initial states.

These computations were carried out in the regime of relatively low multiplicities

where the fixed value of λn in (5.27) is taken to be small. This is the regime where the

comparison of the semiclassical method results [2, 14] with the tree-level and leading-order

loop corrections in ordinary perturbation theory [10, 11, 13] is meaningful. Of course the

real usefulness of the semiclassical approach lies in applying it to the opposite regime of

high multiplicities, where the rescaled multiplicity λn is taken to be large. This is the non-

perturbative regime where currently no other predictions for the multiparticle rates are

known in QFT in 4 dimensions. Nevertheless, the semiclassical approach in the large λn

limit can still be successfully tested in (2+1) dimensions against the known RG-resummed

perturbative results [39] in a regime where both approaches are valid. This was shown in

[3] and will be reviewed in section 8.

From now on, we will take the j → 0 prescription as a constructive approach for

applying the semiclassical method to the calculation of the 1 → n processes following [2].

In summary: the semiclassical formalism is fully self-consistent for computing the multi-

particle rate (5.24) with the initial state defined by (5.30). To obtain the result for the

probability rate of the 1→ n processes we will take the limit j → 0 after writing down the

saddle-point equations that will follow from extremising the exponent in (5.24) in the next

section.

5.2.2 Finding the saddle-point

With all terms in the exponent in (5.24) being of the same order with respect to the large

semiclassical parameter 1/λ, we are ready to proceed with deriving the equations for its

extremum. It is no longer necessary to use the rescaled fields (5.29), as we are primarily

interested in the leading-order semiclassical expression for the rate. Hence we will use

the integral representation of the rate in the original form (5.24). We also note that the

saddle-point trajectory in the steepest descent method allows φ(x) to be complex, so from

this point on we will have to take a little more care with the relationships between φ and

φ∗ in position and momentum space.
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Applying the steepest descent approach to the integral (5.29) we search for an ex-

tremum of,

W = iEξ + inη −
∫
dk b∗kbke

iωkξ+iη + Ξ(φi, φf , φ;ϕi, ϕf , ϕ; b∗k, bk). (5.31)

In principle, we should look for all extrema of this expression and then select the one

which gives the dominant (i.e largest) contribution to Rn(E) – normally, this would be the

one with the maximal value of W . More generally, one would sum over the contributions

to Rn(E) ∝ eW from all extrema. In what follows we will end up selecting a particular

stationary point solution: the one with the highest symmetry between φ and ϕ components,

whose contribution gives the lower bound to the total rate Rn(E).

The extrema or saddle-points are solutions of the equations δχW = 0, where the

set χ = {ξ, η, φ(x, t), φi(x), φf (x), ϕ(x, t), ϕi(x), ϕf (x), b∗k, bk} denotes all integration vari-

ables.

Following [2] we will look for a saddle-point solution for which ξ and η are purely

imaginary (this corresponds to deforming the integration contours in ξ and η to pass

through this complex saddle-point configuration – the standard practice required in steepest

descent). Keeping with Son’s notation we change variables,

ξ = −iT, η = iθ, (5.32)

and treat T and θ as real variables. We now vary W ,

W = ET − nθ −
∫
dk b∗kbke

ωkT−θ + Ξ(φi, φf , φ;ϕi, ϕf , ϕ; b∗k, bk), (5.33)

with respect to,

χ = {T, θ, φ(x, t), φi(x), φf (x), ϕ(x, t), ϕi(x), ϕf (x), b∗k, bk} ,
δW

δχ
= 0. (5.34)

Variations with respect to T and θ give the equations for the T and θ variables, (5.32),

∂TW : E =

∫
dkωkb

∗
kbke

ωkT−θ (5.35)

∂θW : n =

∫
dk b∗kbke

ωk−θ. (5.36)

Next we obtain the saddle-point equations for φ, φ̃i, φ̃f and b∗k,

δW

δφ(x)
:

δS

δφ(x)
= ijδd+1(x) (5.37)

δW

δφ̃i(−k)
: i∂ ti φ̃i(k) + ωkφ̃i(k) = 0 (5.38)

δW

δφ̃f (−k)
: i∂ tf φ̃f (k)− ωkφ̃f (k) +

√
2ωk b

∗
−ke

iωktf = 0 (5.39)

δW

δb∗k
: − bkeωkT−θ − b∗−ke2iωktf +

√
2ωk φ̃f (k)eiωktf = 0. (5.40)
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The first terms in (5.38) and (5.39) come from the boundary contributions to the action S

from total derivatives,

SBoundary[φi, φf ] =
1

2

∫ tf

ti

dt

∫
ddx ∂t(φ∂tφ) =

1

2

∫
ddx (φf∂tφf − φi∂tφi), (5.41)

as explained in Appendix B in more detail. The other terms arise rather straightforwardly

from the rest of the expression in (5.33)

Unsurprisingly, equations analogous to (5.37)-(5.40) exist for ϕ, ϕ̃i, ϕ̃f and (b∗k)∗. Note

that, a priori, there is no need for bk and b∗k to be complex conjugates, nor is there any

constraint on the complex phases of ξ and η. Nevertheless, there exists a saddle-point for

which (bk)∗ = b∗k, and ξ and η are purely imaginary (and thus T and θ are purely real). We

focus on this scenario, as Son does [2]. With these assignments in mind, the final group of

saddle-point equations give the equations for the remaining field variables, ϕ, ϕ̃i, ϕ̃f and

bk,

δW

δϕ(x)
:

δS

δϕ(x)
= −ijδd+1(x) (5.42)

δ

δϕ̃i(−k)
: − i∂ tiϕ̃i(k) + ωkϕ̃i(k) = 0 (5.43)

δW

δϕ̃f (−k)
: − i∂ tf ϕ̃f (k)− ωkϕ̃f (k) +

√
2ωk bke

−iωktf = 0 (5.44)

δW

δbk
: − b∗keωkT−θ − b−ke−2iωktf +

√
2ωk ϕ̃f (−k)e−iωktf = 0. (5.45)

It is not difficult to see that these equations (5.42)-(5.45) are satisfied by,

ϕ(t,x) = [φ(t,x)]∗ −→ ϕ̃(k) = [φ̃(−k)]∗, (5.46)

if φ satisfies its saddle-point equations (5.37)-(5.40). We will focus on solutions for which

(5.46) holds from here on, which implies that we only need to solve the field equations

(5.37)-(5.40), and then trade the Lagrange multiplied variables T and θ for the final state

energy and multiplicity, E and n, using (5.35)-(5.36).

Let us consider what the saddle-point equations imply for our scalar field, φ(x). Equa-

tion (5.37) gives the classical field equations with a singular point-like source at the origin

x = 0. We are searching for classical solutions in a (d+ 1)-dimensional theory that become

free fields at t → ±∞ and thus the classical field in these limits must be a superposition

of plane waves.11 Solving (5.38) gives φ̃i(k) ∼ eiωkti with no e−iωkti components allowed.

Using (4.11) to recover the coefficient in front of eiωkti we find,

φ̃i(k) =
1√
2ωk

a∗−k e
iωkti , ti → −∞. (5.47)

11Indeed, in a (d+1)-dimensional theory with d ≥ 2, all time dependent solutions of non-linear equations

of motion that are localised in space at time t ∼ 0, must disperse and linearise at early and late times

t → ±∞. This property is satisfied, for example, by spherically symmetric O(d, 1) finite-energy solutions

studied in Ref. [40].
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This is the behaviour of φ̃(t,k) in the infinite past. The coefficient a∗−k is an arbitrary

Fourier component. Rearranging (5.39) gives the behaviour in the infinite future,

φ̃f (k) =
1√
2ωk

(bke
ωkT−θ−iωktf + b∗−ke

iωktf ), tf → +∞, (5.48)

which, as one would expect, satisfies (5.40). Thus Eqs. (5.38)-(5.40) have simply provided

boundary conditions at ti and tf for the solution φ(x) of the Euler-Lagrange equation

(5.37). Both boundary conditions correspond to a complex-valued saddle-point solution

for φ(x), since the first condition (5.48) has a∗k = 0, while the second boundary condition

(5.48) contains the factor eωkT−θ accompanying bk that prevents the coefficients of e±iωktf

from being complex conjugates of each other.

We can now compute the energy and the particle number on the saddle-point solution

from its t → ±∞ asymptotics (5.47)-(5.48). At t → −∞ the energy and the particle

number are vanishing since the corresponding solution contains only the eiωkt harmonics.

On the other hand at t→ +∞, using the free-field solution (5.48), we find,

E =

∫
dk ωk b

∗
k bk e

ωkT−θ , n =

∫
dk b∗k bk e

ωkT−θ . (5.49)

These are precisely the saddle-point equations (5.35)-(5.36). The energy of course is con-

served by regular solutions at t < 0 and at t > 0 and changes discontinuously from 0 to E

at the singularity at the origin t = 0 = x induced by the δ-function source in (5.37).

In other words, E and n are the energy and multiplicity of the solution φ for t > 0.

In the absence of the source, one expects the energy of the field to be conserved. Indeed,

energy is conserved individually in the regions t < 0 and t > 0, where solutions contain

no singularities and there is no source. However, at t = 0, the point source will give

a discontinuous jump in energy. This can be seen by looking at (5.37). The left-hand

side reduces to an Euler-Lagrange term and so we have a second-order partial differential

equation with a point source. We know from Green’s function theory that we should expect

the solution, φ, to have a discontinuity in its first derivative in some direction at x = 0.

Suppose that this direction is the time direction such that by integrating (5.37) over the

region −ε ≤ t ≤ ε for small ε,∫ +ε

−ε
dt
δS[φ]

δφ(x)
=

[
∂L

∂(∂tφ)

]+ε
−ε

= (∂tφ)+ε − (∂tφ)−ε = δφ̇(0,x) = ijδd(x), (5.50)

with a dot indicating a time derivative, φ̇ = ∂tφ. This gives an energy jump,

δE =δ

(
1

2

∫
ddxφ̇2

)
=

1

2

∫
ddx([φ̇(+ε,x)]2 − [φ̇(−ε,x)]2)

=
1

2

∫
ddx(φ̇+ − φ̇−)(φ̇+ + φ̇−) =

∫
ddxφ̇(0,x)δφ̇(0,x) = ijφ̇(0),

(5.51)

where φ̇(0,x) is strictly the mean of the t = ±ε values. Recall that the early-time asymptote

(5.47) has only positive frequency components and thus has zero energy. Therefore, the

energy associated with the saddle-point field configuration undergoes a discontinuous jump

from 0 to E = δE = ijφ̇(0), when crossing t = 0.
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5.2.3 The j → 0 limit

After having found the defining equations for the saddle-point, we now want take the j → 0

limit in order to obtain the rate for the 1∗ → n processes, as explained in section 5.2.1.

Taking this limit amounts to more than just setting the source term to zero in the non-

linear equations (5.37) and (5.42). In fact, the solutions of the Euler-Lagrange equations

without the source term must now become singular at the point x = 0 in order to ensure

ensure the jump in energy from E = 0 at t < 0 to E 6= 0 at t > 0. This singular behaviour

of the saddle-point solution is not an additional requirement, but a direct consequence

of the saddle-point equations, which require the asymptotic behaviour (5.47),(5.48) with

the jump in energy by E in (5.49). It follows from (5.51) that the late-time energy is

E = ijφ̇(0). For E to be fixed and non-vanishing, as is required for the scattering process

of interest, we must require φ̇(0)→∞. In other words, the classical solution at the point

x = 0, as well as its derivative, are singular to ensure that,

E = ijφ̇(x)|x=0 = fixed , for j → 0 with φ̇(x)|x=0 →∞ . (5.52)

With these considerations in mind, we now take the limit j → 0 in the saddle-point

equations and in the exponent of the rate in (5.33) and (5.25).

5.2.4 Evaluation of integrand at saddle-point

With the saddle-point equations found, we move onto imposing the saddle-point behaviour

on the exponent of the rate in (5.24). The function in the exponent can be written as (cf.

(5.33) and (5.25)),

W = ET − nθ + iS[φ] − iS[ϕ] (5.53)

+Bi(φi; 0) + Bf (φf ; b∗) + [Bi(ϕi; 0)]∗ + [Bf (ϕf ; b∗)]∗ −
∫
dk b∗kbk e

ωkT−θ.

It is easy to see that the sum of the terms appearing on the second line in (5.53) is vanishing

when evaluated on the saddle-point solution for φi and φf given in (5.47)-(5.48), in the

limit ti → −∞ and tf → +∞. Indeed,

Bi(φi; 0) = −1

2

∫
dkωkφ̃i(k)φ̃i(−k) = lim

ti→−∞

(
−1

4

∫
dk a∗−k a

∗
k e

2iωkti

)
= 0, (5.54)

since only the negative frequency plane wave components are present in φ̃i. We now

evaluate the boundary term Bf (φf ; b∗) at tf in the tf → +∞ limit,

Bf (φf ; b∗) = −1

2

∫
dk b∗kb

∗
−ke

2iωktf − 1

2

∫
dkωkφ̃f (k)φ̃f (−k) +

∫
dk
√

2ωkb
∗
kφ̃f (k)eiωktf

→ 0 − 1

2

∫
dk

ωk

2ωk
2bke

ωkT−θb∗k +

∫
dk
√

2ωk b
∗
k

1√
2ωk

bke
ωkT−θ

=
1

2

∫
dk bkb

∗
k e

ωkT−θ, (5.55)

and similarly, for [Bi(ϕi; 0)]∗ we have the same result,

[Bi(ϕi; 0)]∗ =
1

2

∫
dk bkb

∗
k e

ωkT−θ. (5.56)
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This implies that the sum of the boundary terms on the second line in (5.53) is vanishing,

as already stated,

Bi(φi; 0) + Bf (φf ; b∗) + [Bi(ϕi; 0)]∗ + [Bf (ϕf ; b∗)]∗ −
∫
dk b∗kbk e

ωkT−θ = 0. (5.57)

Thus the expression in (5.53), evaluated on the saddle-point solution, simplifies to,

W = ET − nθ + iS[φ] − iS[φ]∗ , (5.58)

where we have identified iS[ϕ] = iS[φ]∗ on our saddle-point solution.

Ultimately, as soon as the saddle-point solution φ(x) is found for all values of t, we

obtain the saddle-point value of σ(E,n) to exponential accuracy,

Rn(E) = eW (E,n), (5.59)

with,

W (E,n) = ET − nθ − 2ImS[φ]. (5.60)

Here the constant parameters T and θ are the solutions of the corresponding saddle-

point equations (5.35)-(5.36), and φ(x) is the solution of the sourceless Euler-Lagrange

equation, δS/δφ = 0, with the (initial and final) boundary conditions (5.47)-(5.48).

It is also worth noting that the function W (E,n) in (5.60) is a function of E and n

and does not depend explicitly on the T and θ parameters. W (E,n) is in fact the Legendre

transformation of 2ImS(T, θ), where,

E =
∂ 2ImS

∂T
, n = −∂ 2ImS

∂θ
, (5.61)

and,
∂W

∂E
= T, − ∂W

∂n
= θ. (5.62)

The equations (5.61) defining E and n in terms of derivatives of the action of the classical

field are in fact equivalent to the already familiar equations for E and n in (5.49) computed

on the asymptotics of φ at t→ +∞.

5.2.5 Summary of the approach in Minkowski spacetime

After the somewhat lengthy derivations in the previous sections it is worth summarising

the resulting algorithm to compute the semiclassical rate [2] in the context of the model

(1.3) with spontaneous symmetry breaking:

1. Solve the classical equation without the source-term,

δS

δh(x)
= 0 , (5.63)

by finding a complex-valued solution h(x) with a point-like singularity at the origin

xµ = 0 and regular everywhere else in Minkowski space. The singularity at the origin

is selected by the location of the operator O(x = 0).
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2. Impose the initial and final-time boundary conditions,

lim
t→−∞

h(x) = v +

∫
ddk

(2π)d/2
1√
2ωk

a∗k e
ikµxµ , (5.64)

lim
t→+∞

h(x) = v +

∫
ddk

(2π)d/2
1√
2ωk

(
bk e

ωkT−θ e−ikµx
µ

+ b∗k e
ikµxµ

)
. (5.65)

3. Compute the energy and the particle number using the t→ +∞ asymptotics of h(x),

E =

∫
ddk ωk b

∗
k bk e

ωkT−θ , n =

∫
ddk b∗k bk e

ωkT−θ . (5.66)

At t → −∞ the energy and the particle number are vanishing. The energy is con-

served by regular solutions and changes discontinuously from 0 to E at the singularity

at t = 0.

4. Eliminate the T and θ parameters in favour of E and n using the expressions above.

Finally, compute the function W (E,n)

W (E,n) = ET − nθ − 2ImS[h] (5.67)

on the set {h(x), T, θ} to obtain the semiclassical rate Rn(E) = exp [W (E,n)].

5.2.6 Comment on more general saddle-points

How can one be certain that only a single semi-classical solution dominates the multi-

particle rate? To address this question let us recall the defining properties of the saddle-

point solution we are after.

Our specific solution to the boundary value problem in Minkowski space is charac-

terised by a single point-like singularity located at the origin, as shown in Fig. 3 (a). The

energy E of the solution is vanishing at all t in the interval −∞ < t < 0, and is non-

vanishing and equal to
√
s for 0 < t < +∞. The solution in Fig. 3 (a) is singular at

the origin, xµ = 0. This is precisely the point where the operator O† is located in the

corresponding ‘Feynman diagram’ contribution to the matrix element,

M†X→n = in〈X|n〉out1PI = 〈0|O†(0)S†|n〉1PI , (5.68)

as shown schematically in Fig. 3 (b). The presence of this point-like singularity at the

origin explains the jump in the energy of the classical solution from E = 0 to E =
√
s

when time passes from t < 0 to t > 0, and in Fig. 3 (b) it corresponds to an injection of

energy E =
√
s by the local operator.

One can also consider multi-centred solutions, i.e. semi-classical saddle-points obtained

by iterating the solutions with a single singularity into more complicated saddle-points with

multiple singularities. These would result in multiple jumps in energy for each time the

singularity is encountered. As such, these multi-centred saddle-points would contribute to

matrix elements with multiple insertions of local operators rather than the matrix element

with a single O† in (5.68).
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Figure 3: Plot (a) shows a classical field configuration with a single jump in energy at the singular

point at the origin t = 0 = ~x in Minkowski space. Plot (b) depicts the contribution of such

saddle-point configuration to the amplitude (5.68) using a Feynman-diagram-type representation.

Saddle-point configurations with a single jump in energy contribute to the 1PI matrix elements,

but not to the one-particle-reducible ones (cf. Fig. 4 (b)).

Furthermore, by comparing contributions to the cross-section (i.e. to the matrix ele-

ment squared) arising from the simple single-singularity solution in Fig. 4 (a) to that of the

multi-centred solution in Fig. 4 (b), one can see that the latter contribute to one-particle

reducible, rather than 1PI matrix elements.

In this work we will concentrate on the contributions to (5.68) and will assume that

the saddle-point solutions we will construct are the only saddle-points with a single point-

like singularity in Minkowski space that contribute to these matrix elements. If additional

saddles of this type do exist, their contributions would have to be added to the ones we

will be computing here.

5.3 Reformulation of the boundary value problem

To keep our discussion general, in subsections 5.3.1 and 5.3.2 we do not necessarily assume

the existence of a spontaneously broken symmetry and return to a generic QFT case with

the scalar field denoted by φ(x). Then in the mini-summary subsection 5.3.3 we summarise

the findings of this section in the context of the theory of the scalar field h(x) with the

VEV. This follows the same presentational pattern as in the preceding section, where

subsections 5.2.1-5.2.4 used a generic scalar φ(x) before presenting a summary in 5.2.5 in

terms of h(x).
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Figure 4: Contributions to the n-particle rate (5.10). Plot (a) shows the one-particle-irreducible

contribution to 〈0|Ô†Ŝ†P̂EP̂nŜÔ|0〉1PI from a saddle-point configuration with a single energy jump.

Plot (b) shows one-particle-reducible contributions to the rate. They necessarily require multiple

jumps from vanishing to non-vanishing energies and arise from saddle-point configurations with

multiple singular points in Minkowski space.
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Figure 5: Plot (a): The shape of the singularity surface τ = τ0(x) of the field configuration h(x)

is shown in blue. Plot (b) shows the the time evolution contour of Fig. 1 (a), depicted in red, in

the coordinate system (t, τ ;x).

5.3.1 Extension to complex time

In Minkowski space, we require that φ is regular everywhere except for the singularity at

x = 0. Ref. [2] complexifies the time coordinate, allowing for imaginary times, τ , so that

a general complex time, tC, can be written as t + iτ . Now t = 0 is a (d + 1)-plane in

the (d+ 2)-dimensional (tC,x) space. As such, the point singularity at (0,0) is in general

extended to a d-dimensional singularity surface, A, parametrised as (iτ0(x),x), with the

constraint that τ0(0) = 0. This constraint ensures that the correct Minkowski singularity

structure is maintained. The time-evolution contour on the complex time plane is shown in

red in Figs. 1 and 5 (b). The d-dimensional singularity surface is shown in blue in Fig. 5 (a)

in the (d + 1)-dimensional Euclidean spacetime, and in the (t, τ,x) (d + 2)-coordinates in

Fig. 5 (b).

We now look for the field configuration that satisfies the field equation and is singular
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on A. Following [2] we will search for the solution by breaking it into two parts: φ1 and

φ2. Each of these is a classical solution that satisfies one of the boundary conditions in

(5.47) and (5.48). The first part satisfies the Euclidean asymptotics,

φ̃1(k) =
1√
2ωk

a∗−k e
−ωkτ → 0 , τ → +∞, (5.69)

whereas the second part satisfies the original Minkowski late-time limit,

φ̃2(k) =
1√
2ωk

(bke
ωkT−θ−iωkt + b∗−ke

iωkt) , t→ +∞. (5.70)

For a given x, we consider the time evolution of the solution along the contour C in complex

time, which has three distinct parts in red in Figs. 1 and 5 (b):

1. (i∞, iτ0(x)): contour begins at infinite Euclidean time and comes down to meet the

singularity surface, A.

2. (iτ0(x), 0): after point contact with A, return back to Minkowski time axis. Note

that for x = 0, this step vanishes as τ0(0) = 0.

3. (0,∞): travel along Minkowski-time axis to late times.

The first component, φ1, is defined on part (1) of the contour. It is a classical solution,

satisfying the initial-time boundary condition (5.69) at τ = +∞ and is singular at τ =

τ0(x). The solution φ1 and the Euclidean action evaluated on it at this segment of the

contour are real-valued. Indeed, as we already noted in section 2.2, classical evolution of

the real-valued initial condition in (5.69) along the τ axis results in a manifestly real field

configuration along the first segment of the contour.

The second component, φ2, is a classical solution defined on the parts (2) and (3) of the

contour in Fig. 1. It is singular at τ = τ0(x), where it is equal to φ1, and satisfies the final-

time boundary condition (5.70). As explained in section 2.2, the boundary condition (5.70)

requires that we keep the final segment (3) of the contour along the Minkowski time axis

t, and the solution is necessarily complex-valued on this segment.

Both φ1 and φ2 can be obtained by starting from the boundary conditions (5.69) and

(5.70) respectively; evolving them forward and backward in time, by solving the sourceless

classical equations δS/δφ1,2 = 0; and formally matching φ1(x) to φ2(x) at some a priori

arbitrary surface A (defined as τ = τ0(x)) where both φ1(x) and φ2(x) become singular.

However, the combined field configuration φ(x) = (φ1(x), φ2(x)) on the contour C is not

yet the solution to the saddle-point equations.

Note that there is a non-vanishing overlap in the range (0 ≤ τ ≤ τ0(x)) at t = 0, where

both φ1 and φ2 are defined. For a general surface A, the field configuration φ can still be

discontinuous for all x at t = 0. However, we are interested specifically in the case where

φ is only discontinuous at x = 0, t = 0, which is the location of the source term and is the

only source of the singularity/discontinuity of the field. That is, we require that,

φ1(0,x) = φ2(0,x), ∀x 6= 0. (5.71)
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If we can choose the surface A such that this condition is satisfied, the combined field φ(x)

will be the solution to the saddle-point equations. Our next task is to explain how this

can be achieved by extremising the action S[φ] over the singular surfaces. We will show

that on the extremal surface, the requirement in (5.71) will be automatically satisfied, see

Eq. (5.80) below.

The total action iS[φ], which (by standard convention) we write as the Euclidean

action with a minus sign, iS[φ] = −SE [φ], is the sum of the contributions from the three

parts of the contour defined above,

iS[φ] =− SE [φ] = −S(1)
E [φ1]− S(2)

E [φ2] + iS(3)[φ2]

=

∫
ddx

∫ τ0(x)

+∞
dτ LE(φ1) +

∫
ddx

∫ 0

τ0(x)
dτ LE(φ2) + i

∫
ddx

∫ +∞

0
dtL(φ2),

(5.72)

where L(φ) is the usual Lagrangian as defined in (5.3) and,

LE(φ) =
1

2
(∂τφ)2 +

1

2
|∇φ|2 +

1

2
m2φ2 + Lint =

1

2
(∂τφ)2 +

1

2
|∇φ|2 + V (φ), (5.73)

is its Euclidean counterpart. Note that though S
(1)
E and S

(2)
E are infinite on the singularity

surface i.e. at τ = τ0(x), their sum can be finite (at least on some surfaces) due to the

differing integration directions for S
(1)
E and S

(2)
E in the vicinity of the singularity.

The imaginary part of the Minkowski action appearing in the expression for the rate

in (5.67), becomes the real part of the Euclidean action,

ImS =
1

2i
(S − S∗) =

1

2
(−iS + iS∗) =

1

2
(SE − S∗E) = ReSE . (5.74)

5.3.2 Extremisation over singularity surfaces

Here we will show that extremising the real part of the Euclidean action over all appropriate

singularity surfaces will single out the desired singularity surface (i.e. that which satisfies

the condition in (5.71)) and consequently yield the solution to the original boundary-value

problem. By “appropriate” we simply mean that A must include the point τ = |x| = 0 as

previously stated. This reduction of the problem of finding the solution to the saddle-point

equations to the extremisation over singular surfaces is a key element in the approach of

Ref. [2].

To set up the problem we take the following steps:

• Since φ is infinite on the singularity surface, we regularise it by setting φ1 = φ2 = φ0
everywhere on A, with φ0 large but for now kept finite.

• Note that since φ1 and φ2 are different solutions (carrying different energies), their

form in the vicinity of A will be different. As such, we can denote the difference

∂n(φ1 − φ2) = J(si), (5.75)
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in terms of a function J(si) defined on A. Here ∂n is the derivative in the direction

normal to the singularity surface A, and si (with i = 1, . . . , d) are coordinates on A,

described by xµ = xµ(si).

• Since the source-term J(si) in (5.75) is distributed over the surface, it follows that φ

is actually the solution to,

δSE [φ]

δφ(x)
= J(x) =

∫
A
dsiJ(si)δ(x

µ − xµ(si)). (5.76)

In other words, the source term is zero except for points xµ(si) on the singularity

surface, where it is given by the distribution J(si).

With this framework in mind, we consider deforming the surface A → A′ such that

xµ(si) → xµ(si) + δxµ(si), with δxµ(si) = nµδx(si) and nµ a unit normal vector. To

match our boundary conditions we require that x = 0 is included in both A and A′, i.e.

δxµ|x=0 = 0.

We can now compute the variation of the real part of the action (5.72) arising from

varying the surface A→ A′. It is given by the following simple formula [2], which we will

derive at the end of this section,

δReSE [φ] =
1

2

∫
A
ds
(
(∂nφ1)

2 − (∂nφ2)
2
)
δx(s). (5.77)

We now rearrange the expression in (5.77) in the form,

δReSE [φ] =
1

2

∫
A
ds[∂n(φ1 + φ2)][∂n(φ1 − φ2)]δx(s), (5.78)

and recognising ∂n(φ1 − φ2) as J(s) in (5.75) and labelling φ = (φ1 + φ2)/2, we arrive at,

δReSE [φ] =

∫
A
ds(∂nφ)J(s)δx(s). (5.79)

On the extremised surface we have δReSE [φ] = 0. Given that δx|xµ=0 = 0, this is achieved

by J(xµ) = j0δ(x
µ). In other words, the source becomes infinitely localised at x = 0 and

it follows from (5.75) that,

∂n(φ1 − φ2) ∝ δ(d+1)(x), (5.80)

which satisfies the requirement (5.71). In fact, as noted in [2] it follows from (5.80) and the

fact that φ1 = φ2 on A, that when A is the extremal surface, the two parts of the solution

coincide on the entire range of the common domain, τ0(x) < τ < 0, with the exception of

the point at the origin τ = 0 = x.

This concludes the proof that the boundary-value problem is solved by extremising

the real part of the Euclidean action over all singularity surfaces that include the point

τ = |x| = 0. The solution φ(x) is obtained from the two branches, φ1 and φ2 that are

matched on the extremal singular surface. We also note that the matching condition (5.71)

implies that the Euclidean action integrals are real-valued (and positive) on both Euclidean

segments (1) and (2) of the contour.
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In the remaining part of this section we derive the formula (5.77). In varying the

surface A, we expect the solutions to change, as well as the position of the surface,

δS = S[φ′1(x) onA′] − S[φ1(x) onA]

=
(
S[φ′1(x) onA′] − S[φ1(x) onA′]

)
+
(
S[φ1(x) onA′] − S[φ1(x) onA]

)
.

(5.81)

Hence, there will be two contributions to δS
(1)
E [φ1]:

1. First contribution to δS
(1)
E [φ1] comes from the change φ1 → φ′1 = φ1 + δφ1 in field

solution,

−
∫
ddx

∫ τ0(x)

∞
dτ δ

(
1

2
(∂µφ1)

2 + V (φ1)

)
= −

∫
A
ds(nµ∂µφ1)δφ1, (5.82)

which is obtained by using Gauss’ theorem and the fact that φ1(x) satisfies the Euler-

Lagrange equation. We are left in (5.82) with the boundary term, on the surface of

A. Note that ds is shorthand for the appropriate d-dimensional integration measure

on the d-dimensional singularity surface, for surface coordinates si.

2. Second contribution to δS
(1)
E [φ1] comes from the change in the position of the surface,

xµ(si)→ xµ(si) + nµδx(si). It is given by,

−
∫
A
ds

[(
1

2
(∂µφ1)

2 + V (φ1)

)
δx(s)

]
, (5.83)

with details in Appendix C.

Adding the contributions in (5.82) and (5.83), we have a total variation of S
(1)
E of,

δS
(1)
E [φ1] = −

∫
A
ds

[
(nµ∂µφ1)δφ1 +

(
1

2
(∂µφ1)

2 + V (φ1)

)
δx(s)

]
. (5.84)

We now use the regularisation imposed above, noting that φ1|A = φ′1|A′ = φ0,

δφ1(x
µ) = φ′1(x

µ)− φ1(xµ) = φ′1(x
µ)− φ′1(xµ + nµδx) = −(nµ∂µφ1)δx(s), (5.85)

so that (5.84) can be rewritten as,

δS
(1)
E [φ1] =

∫
A
ds

[(
(nµ∂µφ1)

2 − 1

2
(∂µφ1)

2 − V (φ1)

)
δx(s)

]
. (5.86)

Finally, recall that φ1 is constant on A and thus the tangential derivative vanishes: we

need only consider normal derivatives, nµ∂µφ1 = ∂nφ1. Therefore, we find,

δS
(1)
E [φ1] =

∫
A
ds

[(
1

2
(∂nφ1)

2 − V (φ1)

)
δx(s)

]
. (5.87)

Similarly, for S
(2)
E [φ2] in (5.72), we find,

δS
(2)
E [φ2] = −

∫
A
ds

[(
1

2
(∂nφ2)

2 − V (φ2)

)
δx(s)

]
. (5.88)
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Adding these two contributions together and noting that φ1 = φ2 on A (but not their

normal derivatives), we find,

δS
(1)
E [φ1] + δS

(2)
E [φ2] =

1

2

∫
A
ds
(
(∂nφ1)

2 − (∂nφ2)
2
)
δx(s). (5.89)

The case for S(3)[φ2] is a little different. This third part of the integration contour

does not encounter the singularity surface and thus we only expect a contribution from the

change in field solution, φ2 → φ2 + δφ2,

− iδS(3)[φ2] = −i
[∫

ddx(t̂µ∂µφ2)δφ2

]t→∞
t=0

= −i
∫
ddx ∂tφ2δφ2

∣∣∣
t→∞

, (5.90)

in a similar vein to (5.82). The contribution from t → 0 vanishes due to the equivalent

relation for δφ2 as for δφ1 in (5.85), recalling that δx|t=0 = 0. It will turn out that we

do not need to consider this Minkowski boundary term as it is purely imaginary and thus

does not appear in the ImS[φ] ∼ ReSE [φ] term in (5.60).

Consider the above term rewritten in terms of momentum-space fields,

− i
∫
dx ∂tφ2(x)δφ2(x)

∣∣∣
t→∞

= −i
∫
dk ∂tφ̃2(k)δφ̃2(−k)

∣∣∣
t→∞

. (5.91)

Inserting the late-time asymptotics (5.70) of φ̃2(k) and further noticing that, since φ̃2(k)

and φ̃′2(k) obey the same asymptotics, so does δφ̃2(k),

δφ̃2(k) =
1√
2ωk

(δbke
ωkT−θ−iωkt + δb∗−ke

iωkt) , t→ +∞, (5.92)

we rewrite the expression in (5.91) as follows,

− iδS(3)[φ2] = −i
∫
dk ∂tφ̃2(k)δφ̃2(−k)

∣∣∣
t→∞

= −
∫
dk (bkδb

∗
k − b∗kδbk)eωkT−θ, (5.93)

which is purely imaginary.

Hence, (5.93) does not contribute to the variation of the real part of the Euclidean

action, which thus is given by the expression on the right-hand side of (5.89), confirming

the formula for δReSE [φ] in (5.77).

5.3.3 Summary of the surface extremisation approach in complex time

Here we summarise the steps involved in solving the boundary value problem approach via

extremisation over singular surfaces [2] in the context of the (d + 1)-dimensional model

(5.4) with SSB. Note that all our considerations are general and that the expressions in

the summary below can also be written in terms of the manifestly VEV-less field φ with

the Lagrangian (5.3) using φ(x) = h(x)− v.

1. Select a trial singularity surface located at τ = τ0(x). The surface profile τ0(x) is an

O(d) symmetric function of x and is given by a local deformation of the flat singularity

domain wall at τ∞ with the single maximum touching the origin (τ,x) = 0 as shown in
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blue in Fig. 5 (a). Minkowski space is the τ = 0 slice of the (t, τ ; x) space; it intersects

the singularity surface at a point located at the origin. Hence in Minkowski space

the singularity of the field configuration h is point-like and located at t = 0 = τ and

x = 0 as required.

2. Deform the time evolution contour such that the paths in the Feynman path integral

follow the contour on the complex plane (t, τ),

[(0,∞)→ (0, τ0(x))] ⊕ [(0, τ0(x))→ (0, 0)] ⊕ [(0, 0)→ (∞, 0)] , (5.94)

as shown in Figs. 1 (a) and 5 (b).

3. Find a classical trajectory h1(τ,x) on the first segment, +∞ > τ > τ0(x), of the

contour (5.94) that satisfies the initial time (vanishing) boundary condition (5.64),

lim
τ→+∞

h1(τ,x) − v → 0 , (5.95)

and becomes singular as τ → τ0(x) so that h1(τ,x)|τ→τ0(x) ≡ φ0 → ∞.

4. Find another classical solution h2(τ,x) on the remaining part of the contour (5.64),

that satisfies the final time boundary condition (5.65),

lim
t→+∞

h2(t,x) − v =

∫
ddk

(2π)d/2
1√
2ωk

(
bk e

ωkT−θ e−ikµx
µ

+ b∗k e
ikµxµ

)
, (5.96)

and require that at τ → τ0(x) the solution h2(τ,x) is singular and matches with h1,

h2(τ0,x) = h1(τ0,x) = φ0 → ∞ . (5.97)

5. For the combined configuration h(x) to solve the classical equation (5.63) on the

entire contour (5.94) including at τ = τ0(x), we need to extremise the action,

iS[h] =

∫
ddx

(∫ τ0(x)

+∞
dτ LE(h1) +

∫ 0

τ0(x)
dτ LE(h2) + i

∫ ∞
0

dtL(h2)

)
(5.98)

over all singularity surfaces τ = τ0(x) containing the point t = 0 = x. This determines

the extremal surface τ = τ0(x).

6. Finally, determine the semiclassical rate by evaluating

W (E,n) = ET − nθ − 2ReSE [h] (5.99)

on the solution, using (5.98) for the action, and expressions for T and θ in terms of

of E and n found from (5.66) as before.

This is the general outcome of the semiclassical construction of Ref. [2]. One starts with the

two individual solutions satisfying the boundary conditions (5.95)-(5.96) and then varies

over the profiles of the singular matching surface τ0(x) to find an extremum of the imaginary
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part of the action (5.98). On the extremal surface not only the field configurations, but also

their normal derivatives match ∂n(h1 − h2) = 0 at all x except x = 0. This implies that

h1 = h2 on the entire slice of the spacetime where they are both defined, i.e. for τ in the

interval [0, τ0], except at the point at the origin. Restricting to the Minkowski space slice,

i.e. at τ = 0, this implies h1(0,x) = h2(0,x), as it should be. It does not mean however

that the real part of the action in (5.98) vanishes, as the sum of the first two integrals can

be viewed as encircling the singularity of the solution at τ0.

In summary, the highly non-trivial problem of searching for the appropriate singular

field solutions h(x) is reduced to a geometrical problem – extremisation over the surface

shapes τ0(x) and accounting for the appropriate boundary conditions (5.95)-(5.96). This

formulation of the problem is now well-suited for using the thin-wall approximation that will

be described in section 6.2 and will allow us to address the large λn regime, following [3, 4],

where quantum non-perturbative effects become important.

We proceed with the practical implementation of the steps 1-6 for the model (1.3) in

the following sections.

6 Computation of the semiclassical rate

We will now concentrate on the scalar field theory model with a non-vanishing vacuum

expectation value (1.3) in 3+1 dimensions. Some of the material presented below, such

as the general aspects of the approach, the computation of tree-level contributions, and

the computation of quantum effects at λn � 1, can be carried out in any scalar QFT

with only minor modifications. The case of the unbroken φ4 theory has already been

addressed in Ref. [2], while we are predominantly interested in the broken theory (1.3),

where the applications of the semiclassical method at small λn are new, though the resulting

expressions are closely related to those derived by Son in the unbroken theory.

In sections 6.2 and 6.3 we focus on the λn� 1 regime (previously unexplored in [2]),

where quantum corrections provide the dominant contribution to the multiparticle rate.

The computation we will present follows [3] and is specific to the model of the type (1.3)

with spontaneous symmetry breaking [4, 19]. In this case the singular domain wall semi-

classical configuration corresponds to a local minimum of the action (rather than a local

maximum or a saddle-point) and this will play a role in our construction.

6.1 Setting up the computation

In this section we will specify and solve the boundary conditions in (5.95), (5.96) at the

initial and final times, deriving the coefficient functions b∗k and bk e
ωkT−θ in (5.96). We

will then determine the T and θ parameters and compute the general expression for the

exponent of the rate W (E,n) in (5.67).

In the limit ε = 0, the scattering amplitude is on the multiparticle threshold, the

final state momenta are vanishing and one would naively assume that the classical solution

describing this limit is uniform in space. This is correct for the tree-level solution but
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not for the solution incorporating quantum effects. In the latter case, the correct and

less restrictive assumption is that the presence of the singularity at x = 0 deforms the

flat surface of singularities near its location, as shown in Fig. 5. From now on we will

concentrate on the physical case where ε is non-vanishing and non-relativistic, 0 < ε� 1.

At the same time, the parameter λn is held fixed and arbitrary. It will ultimately be taken

to be large.

The initial-time boundary condition (5.95) dictates that the solution h1(tC = iτ,x)−v
must vanish with exponential accuracy as e−mτ in the limit τ → ∞. The final-time

boundary condition (5.96) of the finite-energy solution h2(x) requires the solution to be

singular on the singularity surface τ0(x). Following Son, without loss of generality, we can

search for h2 in the form,

h2(tC,x) = v

(
1 + eim(tC−iτ∞)

1 − eim(tC−iτ∞)

)
+ φ̃(tC,x) . (6.1)

The first term on the right-hand side is the x-independent field configuration h0(tC) that

we discussed in section 2.1. It is an exact classical solution (2.8) with the surface of

singularities at tC = iτ∞, which is a 3-dimensional plane spanned by x, as shown in Fig. 2.

The second term, φ̃(tC,x), describes the deviation of the singular surface from the τ∞-

plane. This deviation, τ0(x) − τ∞, is locally non-trivial around x = 0 and vanishes at

x → ∞. There is no loss of generality in (6.1) because the configuration φ̃(tC,x) is so far

completely unconstrained.

Now we can start imposing the boundary conditions (5.96) at t→ +∞ on the expres-

sion (6.1). On the final segment of the time evolution contour, t(1 + iδ+) as t→ +∞, the

first term in (6.1) can be Taylor-expanded in powers of eimt(1+iδ+) and linearised (since δ+
is positive) giving,

lim
t→+∞

h0(x) − v = 2v emτ∞ eimt . (6.2)

For the second term in (6.1) we write the general expression involving the positive-frequency

and the negative frequency components in the Fourier transform,

lim
t→+∞

φ̃(t,k) =
1√
2ωk

(
fk e

−iωkt + g−k e
iωkt
)
. (6.3)

We will now show that for the solution in the non-relativistic limit, ε� 1, the boundary

conditions (5.96) will require that g−k = 0 and impose a constraint on the coefficient

function fk, so that,

g−k = 0 , (6.4)

fk=0 =
n
√
λ

(2πm)3/2
e−mτ∞ . (6.5)

To derive (6.4)-(6.5) we proceed by combining the asymptotics (6.3) with the Fourier

transform of (6.2) and write down the full solution in (6.1) in the form,

lim
t→+∞

h2(t,k) − v =
1√
2ωk

(
fk e

−iωkt +
{
g−k + 2v

√
2ωk e

mτ∞ (2π)3/2 δ(3)(k)
}
eiωkt

)
.

(6.6)
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Comparing with the the final-time boundary condition (5.96) we read off the expressions

for the coefficient functions,

bk e
ωkT−θ = fk (6.7)

b∗k = g−k + 2v
√

2memτ∞ (2π)3/2 δ(3)(k) . (6.8)

We will now make an educated guess that the parameter T will be infinite in the limit

ε → 0. In fact we will soon derive that T = 3/(2mε), so this assumption will be justified

a posteriori. We can then re-write (6.7) as,

bk = f0 e
−ωkT eθ . (6.9)

In the limit where ε → 0 (and thus T → ∞) the factor e−ωkT can be thought of as the

regularisation of a momentum-space delta-function: it cuts-off all non-vanishing values of

k by minimising ωk, thus reducing k to zero. Therefore, we set fk to f0 in the equation

above.

Furthermore, since the function bk is proportional to the (regularised) delta-function,

its complex conjugate b∗k must be too. This implies that the coefficient function g−k in

(6.8) must be zero [2], which verifies (6.4), so that (6.3) becomes,

lim
t→+∞

φ̃(t,k) =
1√
2ωk

fk e
−iωkt . (6.10)

We have obtained the expression for the coefficient function bk (and its complex con-

jugate) and also obtained a symbolic identity involving the parameters T , θ and the delta-

function,

bk = f0 e
−ωkT eθ = 2v

√
2memτ∞ (2π)3/2 δ(3)(k) = b∗k . (6.11)

This symbolic identity should be interpreted as follows. In the limit of strictly vanishing

ε, all these terms are proportional to the delta-function. Away from this limit, i.e. in the

case of processes near the multiparticle threshold where 0 < ε � 1, the function δ(3)(k)

appearing in the third term above is not the strict delta-function, but a narrow peak with

the singularity regulated by ε. This can be derived by allowing the surface τ∞ in the

first term in (6.1) to not be completely flat at small non-vanishing ε, but to have a tiny

curvature 2ε/3� 1 [2], thus leading to a regularised expression for δ(3)(k) in the final term

in (6.6).

To proceed, we integrate the two middle terms in (6.11) over d3k,

f0 e
θ

∫
d3k e−ωkT = 2v emτ∞ (2π)3/2 . (6.12)

The integral on the left hand side of (6.12),∫
d3k e−ωkT = 4πm3 e−mT

∫ ∞
0

dxx2 e−mT (
√
1+x2−1) , (6.13)

where x = k/m. Note that this integral is dominated by x ∼ mT , which at large T allows

us to simplify this as,

4πm3 e−mT
∫ ∞
0

dxx2 e−mTx
2/2 = 4πm3 e−mT

√
π/2

(mT )3/2
. (6.14)
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We can now solve the equation (6.12) for f0 and find that at large T ,

f0 =
4√
λ

(T )3/2 emT−θ+mτ∞ . (6.15)

We can now compute the particle number n and the energy E in the final state using

equations (5.66) and the now known coefficient functions (6.11) along with (6.15). We find,

n =

∫
d3k b∗k bk e

ωkT−θ =

∫
d3k b∗k f0 =

16

λ
(2πmT )3/2 emT−θ+2mτ∞ (6.16)

and

mnε = E −mn =

∫
d3k

k2

2
b∗k bk e

ωkT−θ

=

∫
d3k

k2

2
b∗k f0 =

16

λ
(2πmT )3/2 emT−θ+2mτ∞ 3

2T
(6.17)

It turns out that it was sufficient to know just the value of fk at k = 0 to evaluate the

integrals above, due to the fact that b∗k and bk are sharply peaked at k = 0 as dictated by

(6.11).

Dividing the expression on the right hand side of (6.17) by the expression in (6.16) we

find,

T =
1

m

3

2

1

ε
. (6.18)

The second parameter θ is found to be,

θ = − log
λn

4
+

3

2
log

3π

ε
+ 2mτ∞ +

3

2

1

ε
. (6.19)

We now finally substitute these parameters into the equation (5.99) for the ‘holy grail’

function W (E,n), and find,

W (E,n) = ET − nθ − 2ReSE [h] = mn(1 + ε)T − nθ − 2ReSE [h]

= n log
λn

4
+ n

(
3

2
log

ε

3π
+ 1

)
− 2nmτ∞ − 2ReSE [h] . (6.20)

We also note that the expression for f0 found in (6.15) evaluated with T and θ given by

(6.18)-(6.19), reproduces the equation (6.5), which was our second constraint on the general

form of the solution h2(tC,x) in (6.1).

Before interpreting the expression (6.20) for the ‘holy grail’ function, we would like to

separate the terms appearing on the right-hand side into those that depend on the location

and shape of the singularity surface τ0(x), and those that do not. The first two terms in

(6.20) have no dependence on the singularity surface; the third term, 2nmτ∞, depends

on its location at τ∞. The final term, 2ReSE , is obtained by taking the real part of the

three integrals appearing in (5.98). The first two integrals are along the Euclidean time τ

segments of the contour and are real-valued,

2ReS
(1,2)
E = 2

∫
d3x

[
−
∫ τ0(x)

+∞
dτ LE(h1) −

∫ 0

τ0(x)
dτ LE(h2)

]
, (6.21)
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while the remaining integral along the third segment of the contour appears to be purely

imaginary. This last statement is almost correct, as it applies to the bulk contribution of

the Minkowski-time integral
∫∞
0 dtL(h2), but not to the boundary contribution at t→∞.

The full contribution from the third segment of the contour is,12

2ReS
(3)
E = 2

∫
d3x

[
− i
∫ ∞
0

dt

∫
d3x ∂t

(
φ̃ ∂th2

)]
= −

∫
d3k b∗k bk e

ωkT−θ = −n . (6.22)

Accounting for the effect of the boundary contribution (6.22) we can write the expres-

sion for the rate (6.20) in the form:

W (E,n) = n

(
log

λn

4
+

3

2
log

ε

3π
+

1

2

)
− 2nmτ∞ − 2ReS

(1,2)
E (τ0) . (6.23)

This is a remarkable formula in the sense that the expression on the right-hand side

of (6.23) cleanly separates into two parts. The first part, n
(
log λn

4 + 3
2 log ε

3π + 1
2

)
, does

not depend on the shape of the singularity surface τ0(x) and coincides with the known

tree-level result for the scattering rate in the non-relativistic limit 0 < ε � 1, as we will

demonstrate below. The entire dependence of W (E,n) on τ0(x) is contained in the last

two terms in (6.23), which correspond to the purely quantum contribution in the ε → 0

limit.

The tree-level contribution toW is well-known; it was computed using the resummation

of Feynman diagrams by solving the tree-level recursion relations [13] and integrating over

the phase-space. In the model (1.3), the tree-level result to the order ε1 was derived in [17]

and reads,

W (E,n;λ)tree = n (f1(λn) + f2(ε)) , (6.24)

where

f1(λn) = log

(
λn

4

)
− 1 , (6.25)

f2(ε)|ε→0 → f2(ε)
asympt =

3

2

(
log
( ε

3π

)
+ 1
)
− 25

12
ε . (6.26)

First ignoring the order-ε1 terms in the tree-level contribution, we see that the perturbative

result is correctly reproduced by the first two terms in the semiclassical expression on the

right-hand side of (6.23),

W (E,n)tree = n

(
log

λn

4
− 1

)
+

3n

2

(
log

ε

3π
+ 1
)
. (6.27)

Schematically, the contribution n log λn ⊂W tree comes from squaring the tree-level ampli-

tude on threshold and dividing by the Bose symmetry factor, 1
n! (n!λn/2)2 ∼ n!λn ∼ en log λn,

12The expression (6.22) for the boundary contribution to the Minkowski action is also in agreement with

the construction in [2] and [20].
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while the contribution 3
2n log ε comes from the non-relativistic n-particle phase space vol-

ume factor ε
3n
2 ∼ e 3

2
n log ε. [We refer the interested reader to Refs. [13, 17] for more details

on the derivation of W (E,n)tree directly in perturbation theory.]

The apparent agreement between the first term in the expression on the right-hand

side of (6.23) and the result of an independent tree-level perturbative calculation (6.27),

provides a non-trivial consistency check of the semiclassical formalism that led us to (6.23).

Furthermore, it was shown in [2] that the tree-level results are also correctly reproduced

by the semiclassical result to order-ε1. It would also be interesting to pursue such terms

at the quantum level, but this is beyond the scope of this paper. We will neglect all O(ε)

terms as they are vanishing in the ε→ 0 limit.

We can finally re-write the expression (6.23) for the rate W (E,n) in the form [2],

W (E,n) = W (E,n;λ)tree + ∆W (E,n;λ)quant , (6.28)

where the quantum contribution is given by

∆W quant = − 2nmτ∞ − 2ReS
(1,2)
E

= 2nm |τ∞| + 2

∫
d3x

[ ∫ τ0(x)

+∞
dτ LE(h1) +

∫ 0

τ0(x)
dτ LE(h2)

]
(6.29)

= 2nm |τ∞| − 2

∫
d3x

[ ∫ +∞

τ0(x)
dτ LE(h1) −

∫ 0

τ0(x)
dτ LE(h2)

]
.

Here we have used the fact that τ∞ is manifestly negative (as the singularity surface away

at x 6= 0 is by construction assumed to be located at negative τ) to indicate that −2nmτ∞
is a positive-valued contribution +2nm |τ∞|.

The problem of finding the singularity surface τ0(x) that extremises the expression

(6.29) has a simple physical interpretation [2, 4, 19]: it is equivalent to finding the shape of

the membrane τ0(x) at equilibrium, which has the surface energy ReS
(1,2)
E and is pulled at

the point x = 0 by a constant force equal to nm. Note that even before the extremisation of

(6.29) with respect to τ0(x), both configurations h1(x) and h2(x) are tightly constrained.

They are required to be solutions of the classical equations; they have to have satisfy

the correct boundary conditions in time, and consequentially, their energy is fixed: h1
has E = 0 and h2 has E = nm (in the ε → 0 limit). These conditions constrain the

extremisation of (6.29) with respect to τ0(x).

6.2 Computation of quantum effects at large λn

In this and the following sections we will closely follow the calculation in Ref. [3]. We view

the saddle-point field configuration in the model (1.3) as a domain wall solution separating

vacua with different VEVs (h→ ±v) on different sides of the wall. Our scalar theory with

spontaneous symmetry breaking clearly supports such field configurations. The solution is

singular on the surface of the wall, which has thickness ∼ 1/m. The effect of the ‘force’ nm

applied to the domain wall is to pull the centre of the wall upwards and gives it a profile
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τ0(x), as depicted in Fig. 5. The Euclidean action on the solution characterised by the

domain wall at τ0(x), becomes a functional of the surface function, SE [τ0(x)]. The shape

of the surface will be straightforward to determine by extremising the action SE [τ0(x)],

which we will compute in the thin-wall approximation, over all surface profile functions

τ0(x). The validity of the thin wall approximation will be be justified in the limit λn→∞.

The idea of using the thin-wall approximation in the large λn limit was pursued earlier

by Gorsky and Voloshin in Ref. [19], where it was applied to the standard regular bubbles

of the false vacuum. These were interpreted as intermediate physical bubble states in the

process 1∗ → Bubble → n. Conceptually, this is different from our approach, where the

thin-wall solutions are singular points on the deformed contours of the path integral in

Euclidean time. In our setting they cannot be interpreted as physical macroscopic states

in real Minkowski time representing an intermediate state in the 1∗ → n process.

From now on we concentrate on the large λn regime, where the semiclassical rate is

non-perturbative.

6.2.1 Classical fields and singularity surfaces

Our first task is to implement the realisation of the singular field configuration h(x) in

terms of domain walls with thin-wall singular surfaces. The h1 branch of the solution is

defined on the first part of the time-evolution contour, i.e. the imaginary time interval

+∞ > τ ≥ τ0(x). It is given by,

h1(τ,x) = h0E(τ − τ0(x)) + δh1(τ,x) . (6.30)

The first term on the right-hand side of (6.30) is the familiar singular domain wall,

h0E(τ − τ0(x)) = v

(
1 + e−m(τ−τ0(x))

1 − e−m(τ−τ0(x))

)
, (6.31)

with its centre (or position) at τ = τ0(x). This profile is similar to the one depicted in

Fig. 2. The field configuration interpolates between h = +v at τ � τ0(x) and h = −v at

τ � τ0(x), and is singular on the 3-dimensional surface τ = τ0(x). Since τ0(x) depends on

the spatial variable, the correction δh1(τ,x) is required in (6.30) to ensure that the entire

field configuration h1(x) satisfies the classical equations. The δh1 term vanishes on the

singularity surface; in fact it is straightforward to show that δh1 ∼ (τ − τ0(x))3 near the

singularity surface by solving the linearised classical equations for δh1 in the background

of the singular h0 [2]. The initial time condition on h1 is

lim
τ→∞

h1(x) = v +O(e−mτ ) , (6.32)

which also guarantees that δh1(x)→ 0 exponentially fast at large τ . Hence, in computing

the action integral of h1(x) in the thin-wall approximation, where the main contribution

comes from τ in the vicinity of τ0(x), it will be a good approximation to neglect δh1(x)

and use,

thin wall : h1(τ,x) ≈ h0E(τ − τ0(x)) . (6.33)
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Now consider the second branch of the solution, h2(x). We search for solutions of the

form required by Eq. (6.1),

h2(tC,x) = h0(tC) + φ̃(tC,x) , (6.34)

The first term on the right-hand side of (6.34) is the uniform in space and singular on the

plane τ = τ∞ classical configuration

h0(tC) = v

(
1 + eim(tC−iτ∞)

1 − eim(tC−iτ∞)

)
. (6.35)

In the previous section we derived the asymptotic form for the second term, φ̃(tC,x),

appearing on the right-hand side of (6.34): for the final part of the time-evolution contour,

where tC = t→ +∞ we have,

lim
t→+∞

φ̃(t,x) =

∫
d3k

(2π)3/2
1√
2ωk

fk e
−iωkt . (6.36)

This is in agreement with Eqs. (6.2) and (6.10) and its characteristic feature is that it

contains only the negative frequency components (at large t). The coefficients of positive

frequency components that were present in φ̃(t,x) at earlier times, closer to the origin at

t ∼ 0 become suppressed as the real time variable t grows and ultimately disappear for a

sufficiently large positive t. We are now going to assume that the asymptotic expression

(6.36) which is valid in the mt � 1 regime on or near the real time axis, in fact also

continues to hold when φ̃(t+ iτ,x) moves in the τ direction, i.e. perpendicular to the real

time contour at large fixed value of t. More precisely we expect that the equation (6.36)

generalises to the complex time variable tC and holds as long as the real time coordinate t

is large (t� 1/m),

lim
t→+∞

φ̃(tC,k) =
1√
2ωk

fk e
−iωktC =

1√
2ωk

fk e
ωkτ e−iωkt . (6.37)

As always, tC = t+ iτ , and for concreteness we will take the τ component to be negative,

i.e. we will only need this expression for shifting downwards from the real time contour at

large t.

We now turn to the evaluation of the Euclidean action integrals appearing in (6.21)

and (6.29). On the first segment of the contour, indicated as (1) in Fig. 6 (a), the classical

field configuration is h1(x), while on the segment (2) of the contour in Fig. 6 (a), the field

is h2(x), hence,

Fig. 6(a) : −ReS
(1,2)
E =

∫
d3x

[∫ τ0(x)

+∞
dτ LE(h1) +

∫ 0

τ0(x)
dτ LE(h2)

]
. (6.38)

The two individual integrals in (6.38) are singular at the integration limit τ = τ0(x).

However, their sum is expected to be finite, which is also known from the Landau-WKB

approach in Quantum Mechanics [41].
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Figure 6: Deformations of the time evolution contour in tC. Plot (a) shows the original contour

that touches the sigularity located at t = 0, τ = τ0(x). Plot (b) gives the resolved contour, now

surrounding the singularity with the vertical segments of the contour shifted infinitesimally by ±iε
and descending to τ = −A. Plot (c) shows now a finite deformation of the vertical part (2) of

the contour the right. We use large shift values, −A� 1/m and B � 1/m to justify the thin wall

approximation. Consecutive contour segments are denoted (1), (12), (2) and (3).

Instead of reaching the singularity and then cancelling the resulting infinite contribu-

tions at τ → τ0(x), we advocate a more practical approach and deform the integration

contour to encircle the singularity, as shown in the contour deformation from Fig. 6 (a) to

Fig. 6 (b). The contour is shifted infinitesimally by t = −ε in the first integral in (6.38)

and by t = +ε in the second. Since the integration contour in Fig. 6 (b) passes on either

side of the singularity at τ = τ0(x), the action integrals and the solutions themselves are

finite. One can extend the integration contours down to τ = −∞ or to any arbitrary large

negative value τ = −A. At τ = −A, where τ is well below the final singularity surface τ∞,

the two contours are joined. As a result, the action integrals now read:

Fig. 6(b) : −ReS
(1,2)
E =

∫ −A−iε
+∞−iε

dτ LE [h1] +

∫ 0+iε

−A+iε
dτ LE [h2] , (6.39)

where LE =
∫
d3xLE , and each of the two integrals in (6.39) is finite. The first integral

in (6.39) depends on the classical branch h1(x), and in the thin wall approximation (6.33)

we will be able to evaluate it as the functional of the surface τ0(x) using the h0E profile in

(6.31).

The second integral in (6.39) is evaluated on the classical configuration h2(x). It is

given by (6.34), where the correction φ̃(tC,x) to the classical profile h0(tC) in (6.35) is

known at large values of t, see Eq. (6.37). To make use of these expressions for h2(x) we

continue shifting the contour to the right by a constant value B as shown in Fig. 6 (c).

The resulting contributions to the Euclidean action from the integration contour in Fig. 6

(c) are given by the following integrals,

Fig. 6(c) : −ReS
(1,12,2)
E =

∫ −A−iε
+∞−iε

dτ LE [h1] + i

∫
(12)

dtL[h2] +

∫ 0+iB

−A+iB
dτ LE [h2] .

(6.40)
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<latexit sha1_base64="EMI4G7LZSbVZH7PhE4lATSWt6jA=">AAAB9HicbZBNT8JAEIan+IX4hXr00ggmnkjLRY8kHvSIiYAJbch22cKG7bbuTkmaht/hxYPGePXHePPfuEAPCr7JJk/emcnMvkEiuEbH+bZKG5tb2zvl3cre/sHhUfX4pKvjVFHWobGI1WNANBNcsg5yFOwxUYxEgWC9YHIzr/emTGkeywfMEuZHZCR5yClBY/l1D0k68LgMMasPqjWn4Sxkr4NbQA0KtQfVL28Y0zRiEqkgWvddJ0E/Jwo5FWxW8VLNEkInZMT6BiWJmPbzxdEz+8I4QzuMlXkS7YX7eyInkdZZFJjOiOBYr9bm5n+1forhtZ9zmaTIJF0uClNhY2zPE7CHXDGKIjNAqOLmVpuOiSIUTU4VE4K7+uV16DYbruH7Zq11W8RRhjM4h0tw4QpacAdt6ACFJ3iGV3izptaL9W59LFtLVjFzCn9kff4AWRmR0g==</latexit><latexit sha1_base64="EMI4G7LZSbVZH7PhE4lATSWt6jA=">AAAB9HicbZBNT8JAEIan+IX4hXr00ggmnkjLRY8kHvSIiYAJbch22cKG7bbuTkmaht/hxYPGePXHePPfuEAPCr7JJk/emcnMvkEiuEbH+bZKG5tb2zvl3cre/sHhUfX4pKvjVFHWobGI1WNANBNcsg5yFOwxUYxEgWC9YHIzr/emTGkeywfMEuZHZCR5yClBY/l1D0k68LgMMasPqjWn4Sxkr4NbQA0KtQfVL28Y0zRiEqkgWvddJ0E/Jwo5FWxW8VLNEkInZMT6BiWJmPbzxdEz+8I4QzuMlXkS7YX7eyInkdZZFJjOiOBYr9bm5n+1forhtZ9zmaTIJF0uClNhY2zPE7CHXDGKIjNAqOLmVpuOiSIUTU4VE4K7+uV16DYbruH7Zq11W8RRhjM4h0tw4QpacAdt6ACFJ3iGV3izptaL9W59LFtLVjFzCn9kff4AWRmR0g==</latexit><latexit sha1_base64="EMI4G7LZSbVZH7PhE4lATSWt6jA=">AAAB9HicbZBNT8JAEIan+IX4hXr00ggmnkjLRY8kHvSIiYAJbch22cKG7bbuTkmaht/hxYPGePXHePPfuEAPCr7JJk/emcnMvkEiuEbH+bZKG5tb2zvl3cre/sHhUfX4pKvjVFHWobGI1WNANBNcsg5yFOwxUYxEgWC9YHIzr/emTGkeywfMEuZHZCR5yClBY/l1D0k68LgMMasPqjWn4Sxkr4NbQA0KtQfVL28Y0zRiEqkgWvddJ0E/Jwo5FWxW8VLNEkInZMT6BiWJmPbzxdEz+8I4QzuMlXkS7YX7eyInkdZZFJjOiOBYr9bm5n+1forhtZ9zmaTIJF0uClNhY2zPE7CHXDGKIjNAqOLmVpuOiSIUTU4VE4K7+uV16DYbruH7Zq11W8RRhjM4h0tw4QpacAdt6ACFJ3iGV3izptaL9W59LFtLVjFzCn9kff4AWRmR0g==</latexit><latexit sha1_base64="EMI4G7LZSbVZH7PhE4lATSWt6jA=">AAAB9HicbZBNT8JAEIan+IX4hXr00ggmnkjLRY8kHvSIiYAJbch22cKG7bbuTkmaht/hxYPGePXHePPfuEAPCr7JJk/emcnMvkEiuEbH+bZKG5tb2zvl3cre/sHhUfX4pKvjVFHWobGI1WNANBNcsg5yFOwxUYxEgWC9YHIzr/emTGkeywfMEuZHZCR5yClBY/l1D0k68LgMMasPqjWn4Sxkr4NbQA0KtQfVL28Y0zRiEqkgWvddJ0E/Jwo5FWxW8VLNEkInZMT6BiWJmPbzxdEz+8I4QzuMlXkS7YX7eyInkdZZFJjOiOBYr9bm5n+1forhtZ9zmaTIJF0uClNhY2zPE7CHXDGKIjNAqOLmVpuOiSIUTU4VE4K7+uV16DYbruH7Zq11W8RRhjM4h0tw4QpacAdt6ACFJ3iGV3izptaL9W59LFtLVjFzCn9kff4AWRmR0g==</latexit><latexit sha1_base64="EMI4G7LZSbVZH7PhE4lATSWt6jA=">AAAB9HicbZBNT8JAEIan+IX4hXr00ggmnkjLRY8kHvSIiYAJbch22cKG7bbuTkmaht/hxYPGePXHePPfuEAPCr7JJk/emcnMvkEiuEbH+bZKG5tb2zvl3cre/sHhUfX4pKvjVFHWobGI1WNANBNcsg5yFOwxUYxEgWC9YHIzr/emTGkeywfMEuZHZCR5yClBY/l1D0k68LgMMasPqjWn4Sxkr4NbQA0KtQfVL28Y0zRiEqkgWvddJ0E/Jwo5FWxW8VLNEkInZMT6BiWJmPbzxdEz+8I4QzuMlXkS7YX7eyInkdZZFJjOiOBYr9bm5n+1forhtZ9zmaTIJF0uClNhY2zPE7CHXDGKIjNAqOLmVpuOiSIUTU4VE4K7+uV16DYbruH7Zq11W8RRhjM4h0tw4QpacAdt6ACFJ3iGV3izptaL9W59LFtLVjFzCn9kff4AWRmR0g==</latexit>

h(x) ≈ +v
<latexit sha1_base64="LZsXxQ7bvRfOuwRhx0fCt5zUzjg=">AAAB+nicdVBdSwJBFJ21L7OvtR57GdLACGTHIPVN6KEeDVIDXWR2HHVwdneYmTVl86f00kMRvfZLeuvfNKsGFXXgwuGce7n3Hk9wprTjfFipldW19Y30ZmZre2d3z87uN1UYSUIbJOShvPWwopwFtKGZ5vRWSIp9j9OWN7pI/NaYSsXC4EZPBXV9PAhYnxGsjdS1s/lhYXICO1gIGU7g6TjftXNO0XEchBBMCCqfO4ZUq5USqkCUWAY5sES9a793eiGJfBpowrFSbeQI7cZYakY4nWU6kaICkxEe0LahAfapcuP56TN4bJQe7IfSVKDhXP0+EWNfqanvmU4f66H67SXiX1470v2KG7NARJoGZLGoH3GoQ5jkAHtMUqL51BBMJDO3QjLEEhNt0sqYEL4+hf+TZqmIzoroupSrXS7jSINDcAQKAIEyqIErUAcNQMAdeABP4Nm6tx6tF+t10ZqyljMH4Aest099lJLh</latexit>

h(x) ≈ −v
<latexit sha1_base64="U/XIVFEcGP8cc4yAj7e2ER6pG3c=">AAAB+nicdVBNTwIxEO3iF+LXokcvjWCCB8kWE4EbiQc9YiJgAhvSLQUaurtN20XIyk/x4kFjvPpLvPlv7AImavQlk7y8N5OZeZ7gTGnH+bBSK6tr6xvpzczW9s7unp3db6owkoQ2SMhDeethRTkLaEMzzemtkBT7Hqctb3SR+K0xlYqFwY2eCur6eBCwPiNYG6lrZ/PDwuQEdrAQMpzA03G+a+ecouM4CCGYEFQ+dwypVislVIEosQxyYIl6137v9EIS+TTQhGOl2sgR2o2x1IxwOst0IkUFJiM8oG1DA+xT5cbz02fw2Cg92A+lqUDDufp9Isa+UlPfM50+1kP120vEv7x2pPsVN2aBiDQNyGJRP+JQhzDJAfaYpETzqSGYSGZuhWSIJSbapJUxIXx9Cv8nzVIRnRXRdSlXu1zGkQaH4AgUAAJlUANXoA4agIA78ACewLN1bz1aL9brojVlLWcOwA9Yb5+AoJLj</latexit>

+v
<latexit sha1_base64="Cz9tdM9k04LqHOa8U5rnpk+0Tuo=">AAAB63icdVDLSgMxFM3UV62vqks3wVYQhJJUsO2u4EKXFewD2qFk0kwbmmSGJFMopb/gxoUibv0hd/6NmbaCih64cDjnXu69J4gFNxahDy+ztr6xuZXdzu3s7u0f5A+PWiZKNGVNGolIdwJimOCKNS23gnVizYgMBGsH4+vUb0+YNjxS93YaM1+SoeIhp8SmUvFiUuznC6iEEMIYw5TgyhVypFarlnEV4tRyKIAVGv38e28Q0UQyZakgxnQxiq0/I9pyKtg810sMiwkdkyHrOqqIZMafLW6dwzOnDGAYaVfKwoX6fWJGpDFTGbhOSezI/PZS8S+vm9iw6s+4ihPLFF0uChMBbQTTx+GAa0atmDpCqObuVkhHRBNqXTw5F8LXp/B/0iqX8GUJ35UL9ZtVHFlwAk7BOcCgAurgFjRAE1AwAg/gCTx70nv0XrzXZWvGW80cgx/w3j4BUFiNxw==</latexit>

+v
<latexit sha1_base64="Cz9tdM9k04LqHOa8U5rnpk+0Tuo=">AAAB63icdVDLSgMxFM3UV62vqks3wVYQhJJUsO2u4EKXFewD2qFk0kwbmmSGJFMopb/gxoUibv0hd/6NmbaCih64cDjnXu69J4gFNxahDy+ztr6xuZXdzu3s7u0f5A+PWiZKNGVNGolIdwJimOCKNS23gnVizYgMBGsH4+vUb0+YNjxS93YaM1+SoeIhp8SmUvFiUuznC6iEEMIYw5TgyhVypFarlnEV4tRyKIAVGv38e28Q0UQyZakgxnQxiq0/I9pyKtg810sMiwkdkyHrOqqIZMafLW6dwzOnDGAYaVfKwoX6fWJGpDFTGbhOSezI/PZS8S+vm9iw6s+4ihPLFF0uChMBbQTTx+GAa0atmDpCqObuVkhHRBNqXTw5F8LXp/B/0iqX8GUJ35UL9ZtVHFlwAk7BOcCgAurgFjRAE1AwAg/gCTx70nv0XrzXZWvGW80cgx/w3j4BUFiNxw==</latexit>

+v
<latexit sha1_base64="Cz9tdM9k04LqHOa8U5rnpk+0Tuo=">AAAB63icdVDLSgMxFM3UV62vqks3wVYQhJJUsO2u4EKXFewD2qFk0kwbmmSGJFMopb/gxoUibv0hd/6NmbaCih64cDjnXu69J4gFNxahDy+ztr6xuZXdzu3s7u0f5A+PWiZKNGVNGolIdwJimOCKNS23gnVizYgMBGsH4+vUb0+YNjxS93YaM1+SoeIhp8SmUvFiUuznC6iEEMIYw5TgyhVypFarlnEV4tRyKIAVGv38e28Q0UQyZakgxnQxiq0/I9pyKtg810sMiwkdkyHrOqqIZMafLW6dwzOnDGAYaVfKwoX6fWJGpDFTGbhOSezI/PZS8S+vm9iw6s+4ihPLFF0uChMBbQTTx+GAa0atmDpCqObuVkhHRBNqXTw5F8LXp/B/0iqX8GUJ35UL9ZtVHFlwAk7BOcCgAurgFjRAE1AwAg/gCTx70nv0XrzXZWvGW80cgx/w3j4BUFiNxw==</latexit>

+v
<latexit sha1_base64="Cz9tdM9k04LqHOa8U5rnpk+0Tuo=">AAAB63icdVDLSgMxFM3UV62vqks3wVYQhJJUsO2u4EKXFewD2qFk0kwbmmSGJFMopb/gxoUibv0hd/6NmbaCih64cDjnXu69J4gFNxahDy+ztr6xuZXdzu3s7u0f5A+PWiZKNGVNGolIdwJimOCKNS23gnVizYgMBGsH4+vUb0+YNjxS93YaM1+SoeIhp8SmUvFiUuznC6iEEMIYw5TgyhVypFarlnEV4tRyKIAVGv38e28Q0UQyZakgxnQxiq0/I9pyKtg810sMiwkdkyHrOqqIZMafLW6dwzOnDGAYaVfKwoX6fWJGpDFTGbhOSezI/PZS8S+vm9iw6s+4ihPLFF0uChMBbQTTx+GAa0atmDpCqObuVkhHRBNqXTw5F8LXp/B/0iqX8GUJ35UL9ZtVHFlwAk7BOcCgAurgFjRAE1AwAg/gCTx70nv0XrzXZWvGW80cgx/w3j4BUFiNxw==</latexit>

−v
<latexit sha1_base64="bkG6my7dU9rG6RjOTpatGKlSZXs=">AAAB63icdVDLSgMxFM3UV62vqks3wVZwY0kq2HZXcKHLCvYB7VAyaaYNTTJDkimU0l9w40IRt/6QO//GTFtBRQ9cOJxzL/feE8SCG4vQh5dZW9/Y3Mpu53Z29/YP8odHLRMlmrImjUSkOwExTHDFmpZbwTqxZkQGgrWD8XXqtydMGx6pezuNmS/JUPGQU2JTqXgxKfbzBVRCCGGMYUpw5Qo5UqtVy7gKcWo5FMAKjX7+vTeIaCKZslQQY7oYxdafEW05FWye6yWGxYSOyZB1HVVEMuPPFrfO4ZlTBjCMtCtl4UL9PjEj0pipDFynJHZkfnup+JfXTWxY9WdcxYllii4XhYmANoLp43DANaNWTB0hVHN3K6Qjogm1Lp6cC+HrU/g/aZVL+LKE78qF+s0qjiw4AafgHGBQAXVwCxqgCSgYgQfwBJ496T16L97rsjXjrWaOwQ94b59TZI3J</latexit>

−v
<latexit sha1_base64="bkG6my7dU9rG6RjOTpatGKlSZXs=">AAAB63icdVDLSgMxFM3UV62vqks3wVZwY0kq2HZXcKHLCvYB7VAyaaYNTTJDkimU0l9w40IRt/6QO//GTFtBRQ9cOJxzL/feE8SCG4vQh5dZW9/Y3Mpu53Z29/YP8odHLRMlmrImjUSkOwExTHDFmpZbwTqxZkQGgrWD8XXqtydMGx6pezuNmS/JUPGQU2JTqXgxKfbzBVRCCGGMYUpw5Qo5UqtVy7gKcWo5FMAKjX7+vTeIaCKZslQQY7oYxdafEW05FWye6yWGxYSOyZB1HVVEMuPPFrfO4ZlTBjCMtCtl4UL9PjEj0pipDFynJHZkfnup+JfXTWxY9WdcxYllii4XhYmANoLp43DANaNWTB0hVHN3K6Qjogm1Lp6cC+HrU/g/aZVL+LKE78qF+s0qjiw4AafgHGBQAXVwCxqgCSgYgQfwBJ496T16L97rsjXjrWaOwQ94b59TZI3J</latexit>

−v
<latexit sha1_base64="bkG6my7dU9rG6RjOTpatGKlSZXs=">AAAB63icdVDLSgMxFM3UV62vqks3wVZwY0kq2HZXcKHLCvYB7VAyaaYNTTJDkimU0l9w40IRt/6QO//GTFtBRQ9cOJxzL/feE8SCG4vQh5dZW9/Y3Mpu53Z29/YP8odHLRMlmrImjUSkOwExTHDFmpZbwTqxZkQGgrWD8XXqtydMGx6pezuNmS/JUPGQU2JTqXgxKfbzBVRCCGGMYUpw5Qo5UqtVy7gKcWo5FMAKjX7+vTeIaCKZslQQY7oYxdafEW05FWye6yWGxYSOyZB1HVVEMuPPFrfO4ZlTBjCMtCtl4UL9PjEj0pipDFynJHZkfnup+JfXTWxY9WdcxYllii4XhYmANoLp43DANaNWTB0hVHN3K6Qjogm1Lp6cC+HrU/g/aZVL+LKE78qF+s0qjiw4AafgHGBQAXVwCxqgCSgYgQfwBJ496T16L97rsjXjrWaOwQ94b59TZI3J</latexit>

−v
<latexit sha1_base64="bkG6my7dU9rG6RjOTpatGKlSZXs=">AAAB63icdVDLSgMxFM3UV62vqks3wVZwY0kq2HZXcKHLCvYB7VAyaaYNTTJDkimU0l9w40IRt/6QO//GTFtBRQ9cOJxzL/feE8SCG4vQh5dZW9/Y3Mpu53Z29/YP8odHLRMlmrImjUSkOwExTHDFmpZbwTqxZkQGgrWD8XXqtydMGx6pezuNmS/JUPGQU2JTqXgxKfbzBVRCCGGMYUpw5Qo5UqtVy7gKcWo5FMAKjX7+vTeIaCKZslQQY7oYxdafEW05FWye6yWGxYSOyZB1HVVEMuPPFrfO4ZlTBjCMtCtl4UL9PjEj0pipDFynJHZkfnup+JfXTWxY9WdcxYllii4XhYmANoLp43DANaNWTB0hVHN3K6Qjogm1Lp6cC+HrU/g/aZVL+LKE78qF+s0qjiw4AafgHGBQAXVwCxqgCSgYgQfwBJ496T16L97rsjXjrWaOwQ94b59TZI3J</latexit>

Figure 7: The same complex-time evolution contour as in Fig. 6 (c). The boundary separating

the domains h(x) → +v and h(x) → −v for the classical solution in a thin wall approximation is

shown as the dotted blue line.The singularity of the solution is at the point t = 0, τ = τ0(x), as

depicted by a blue blob on the dotted line of the inter-domain boundary.

An obvious consequence of the thin wall approximation is that the middle integral on the

right hand side of (6.40) vanishes for A sufficiently far below τ∞ since in this case we are

sufficiently deep into the h2 = −v domain, the field configuration is constant there and the

action on the (12) segment of the contour vanishes,
∫
(12) dtL[h2] = 0.

Next, we can readily evaluate the last integral in (6.40). It arises from segment (2)

of the contour in Fig. 6 (c), which is the integral over the imaginary time component dτ

and is situated at a fixed value of real time at Re tC = B � 1/m. Hence we can use the

asymptotic expression (6.37) for φ̃(tC,x) on this segment of the contour, so that the entire

solution h2(x) is given by,

h
segment (2)
2 = v

(
e−imB−m(|τ |−|τ∞|) + 1

e−imB−m(|τ |−|τ∞|) − 1

)
+

∫
d3k

(2π)3/2
1√
2ωk

fk e
−ωk|τ | e−iωkB . (6.41)

Note that on this segment of the contour t = B, −A ≤ τ ≤ 0, hence 0 ≤ |τ | ≤ A and

0 < |τ∞| � A. In the large λn limit, we will find in the following section that in fact

0� |τ∞|, and that the only non-trivial contribution in the thin wall limit on this segment

of the contour will come from the first term on the right hand side of (6.41). The location

of the wall separating the two ±v domains of the field configuration is depicted in Fig. 7.

The φ̃ term on its own cannot contribute to the action integral since it contains only the

negative frequencies. Furthermore, its overlap with the h0 configuration at τ ≈ τ∞ is

exponentially suppressed by e−m|τ |∞ � 1. Hence we are left with,

thin wall : h2(τ,x) ≈ h0E(τ − τ∞) . (6.42)

This equation is applicable on segment (2) of the contour in Fig. 6 (c), where the argument

τ of both functions in (6.42) is understood as τ − iB.

Equations (6.33) and (6.42) give us the required precise implementation of the thin wall

approximation that we will apply in what follows. In both cases, the field configurations
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(h1 in (6.33) and h2 in (6.33)) are approximated in the thin wall approach by the Brown’s

solution profile h0E . The important difference between the two cases, however, is that

the domain wall in (6.33) is the x-dependent surface τ0(x), while in the case of the h2
configuration in (6.42), the domain wall is at τ∞ and is spatially-independent. As the

result, the the first integral on the right hand side of our expression for the action in

(6.40), is a functional of the domain-wall surface τ0(x),

S
(1)
E =

∫ +∞−iε

−A−iε
dτ LE [h1] = SE [τ0((x)] , (6.43)

while the the third integral in (6.40) is evaluated on the uniform in space solution (6.42)

and is a constant,

S
(2)
E = −

∫ 0+iB

−A+iB
dτ LE [h2] = − const . (6.44)

In both cases, on segment (1) and segment (2) of the contour, the field configurations are

regular, since, by construction, the contour avoids the singularity by the −iε shift in the

first integral and by the +iB shift in the second.

We now proceed to compute the integral in (6.44). This integral is evaluated on the

field configuration,

h2(τ + iB) = v

(
1 + e−m(τ−τ∞+iB)

1 − e−m(τ−τ∞+iB)

)
, (6.45)

and can be calculated exactly13, giving,∫ +∞+iB

−∞+iB
dτ

∫
d3xLE(h2) = µ

∫ R

0
4πr2dr = µ

4π

3
R3 . (6.46)

Since the field is uniform in space, to ensure that the
∫
d3x is finite, we used the finite

volume regularisation with finite spatial radius R. The infinite-volume limit, R→∞, will

be taken at the end of the calculation, after combining the two action integrals in (6.43)

and (6.46). The parameter µ appearing on the right-hand side of (6.46) is the surface

tension on the bubble solution (6.45),

µ =

∫ +∞+iε

−∞+iε
dτ

(
1

2

(
dh

dτ

)2

+
λ

4

(
h2 − v2

)2)
=

m3

3λ
. (6.47)

It can easily be checked (e.g. by use of the residue theorem) that the value of µ does not

depend on the numerical value of iB in the shift of the integration contour: any value of

iB 6= 0 that shifts the contour such that it does not pass directly through the singularity at

τ∞ will suffice. This shift-independence argument also applies to the integral on the first

segment of the contour where the shift is −iε.
Let us summarise our construction up to this point. We have derived the expression

for the contribution of quantum effects (6.29) to the semiclassical rate W (6.28) in the

13For simplicity we extend the integration limits along the vertical axis to ±∞. Given the narrow width

of the wall, any changes due to this extension are negligible.
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form,
1

2
∆W quant = nm |τ∞| −

∫ +∞+iε

−∞−iε
dτ LE(h1; τ0(x))︸ ︷︷ ︸
≡SE [τ0(x)]

+
4π

3
µR3 . (6.48)

We note that no extremisation of the rate with respect to the surface τ = τ0(x) has

been carried out so far. The expression in (6.48) is the general formula equivalent to the

expression in (6.29). It will be now extremised with respect to the domain wall surface

τ0(x). The constant term 4π
3 µR

3 will be cancelled with its counterpart arising from the

action integral in (6.48) before the infinite-volume limit is taken.

Following from the discussion at the end of section 6.1, the shape of the singular

surface, τ0(x), should be determined by extremising the function ∆W quant in the exponent

of the multiparticle probability rate. This is equivalent to searching for a stationary (i.e.

equilibrium surface) configuration described by the ‘surface energy’ functional, given by

the right hand side of (6.48). Finding the stationary point corresponds to balancing the

surface energy of the stretched surface, given by the integral SE [τ0(x)] in (6.48), against

the force nm that stretches the surface τ0(x) by the amount |τ∞|. The third term on

the right hand side of (6.48) plays no role in the extremisation procedure over τ0(x) and

gives a positive-valued constant contribution to 1
2∆W quant that will be cancelled against

its counterpart in SE [τ0(x)]. The overall result will be finite, as expected in the infinite

volume limit.

6.2.2 Extremal singular surface in the thin wall approximation

The action SE [τ0(x)] can now be written as an integral over the domain wall surface τ0(x)

in the thin-wall approximation. This is equivalent to stating that the action is simply

the surface tension of the domain wall µ, as computed in (6.47), multiplied by the area.

The 3-dimensional area of a curved surface in 3+1 dimensions has infinitesimal element

4πµ r2
√

(dτ)2 + (dr)2. Hence, the action reads,

SE [τ0(r)] =

∫ 0

τ∞

dτ 4πµ r2
√

1 + ṙ2 ≡
∫ 0

τ∞

dτ L(r, ṙ) , (6.49)

where r = |x| and ṙ = dr/dτ . The integral depends on the choice of the domain wall

surface τ0(x) implicitly via the τ -dependence of r(τ) and ṙ(τ), which are computed on the

domain wall.

Since L(r, ṙ) can be interpreted as the Lagrangian, one can introduce the Hamiltonian

function defined in the standard way14 as the Legendre transformation,

H(p, r) = L(r, ṙ) − p ṙ , (6.50)

where the momentum p, conjugate to the coordinate r, is

p =
∂L(r, ṙ)

∂ṙ
= 4π µ

r2ṙ√
1 + ṙ2

(6.51)

14In Euclidean space L = K−V and H = −K+V , where K and V are the kinetic and potential energies

respectively.
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On a classical trajectory r = r(τ) that satisfies the Euler-Lagrange equations for L(r, ṙ),

the Hamiltonian is time-independent (dH/dτ = 0) and is given by the energy E of said

classical trajectory.15 Hence, on a stationary point of SE [τ0(r)] with energy E, we can

rewrite the action as,

SE [τ0(r)]stationary = −τ∞E +

∫ 0

τ∞

dτ (L−H) = −Eτ∞ +

∫ 0

R
p(E) dr . (6.52)

In the equation above we have added and subtracted the constant energy of the solution

(E = H) and used the fact that L −H = pṙ. The lower and upper integration limits are

consequently set to r(τ∞) = R and r(0) = 0. The expression above gives us the action

functional SE [τ0(r)] on a trajectory r(τ), or equivalently τ = τ0(r), which is a classical

trajectory (i.e. an extremum of the action for a fixed energy E). Equivalently, for the

stationary point of the expression in (6.48) we have,

1

2
∆W quant = (E − nm)τ∞ −

∫ 0

R
p(E) dr +

4π

3
µR3 . (6.53)

Extremization of this expression with respect to the parameter τ∞ gives E = nm, thus

selecting this energy for the classical trajectory as required,

1

2
∆W quant

stationary = −
∫ 0

R
p(E) dr +

4π

3
µR3 , E = nm . (6.54)

To evaluate (6.54) we need to determine the dependence of the momentum of the

classical trajectory on its energy. To find p(E), we start by writing the expression for the

energy, E = L− pṙ, in the form,

E = 4πµ r2
√

1 + ṙ2 − 4π µ
r2ṙ√
1 + ṙ2

= 4π µ
r2√

1 + ṙ2
, (6.55)

and then compute the combination E2 + p2 using the above expression and (6.51),

E2 + p2 =
(
4πµ r2

)2( 1

1 + ṙ2
+

ṙ2

1 + ṙ2

)
=
(
4πµ r2

)2
. (6.56)

This gives the desired expression for the momentum p = p(E),

p(E, r) = − 4π µ

√
r4 −

(
E

4πµ

)2

, (6.57)

where we have selected the negative root for the momentum in accordance with the fact

that p(τ) ∝ ṙ (as follows from (6.51)) and that r(τ) is a monotonically decreasing function.

15One should not confuse the energy of the classical trajectory r = r(τ) – which is essentially the

Euclidean surface energy of the domain wall – with the energy of the classical solutions h1 and h2. Both

energy variables are denoted as E, but the energy of the domain wall at the stationary point will turn out

to be E = mn, while the energy of the corresponding field configuration h1 was E = 0.
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Substituting this into expression (6.54) we have,

1

2
∆W quant = −

∫ r0

R
p(E) dr +

4π

3
µR3 = −

∫ R

r0

4π µ
√
r4 − r40 dr +

4π

3
µR3 . (6.58)

The minimal value of the momentum (and the lower bound of the integral in (6.58)) is

cut-off at the critical radius r0,

r20 =
E

4πµ
. (6.59)

Note that the contribution to the integral (6.58) on the interval 0 ≤ r ≤ r0 will be consid-

ered in section 6.3; let us temporarily ignore it.

The integral on the right-hand side of (6.58) is evaluated as follows,∫ R/r0

1

√
x4 − 1 dx =

[
1

3
x
√
x4 − 1 − 2

3
iEllipticF[ArcSin(x),−1]

]x=R/r0
x=1

where the Mathematica function EllipticF[z,m] is also known as the elliptic integral of the

first kind, F (z|m). In the R/r0 →∞ limit, the integral simplifies to,

(−4πµr30)

∫ R/r0

1

√
x4 − 1 dx → − 4π

3
µR3 + 4πµr30

√
4π

1

3

Γ(5/4)

Γ(3/4)

= − 4π

3
µR3 +

E3/2

√
µ

1

3

Γ(5/4)

Γ(3/4)
. (6.60)

Note that,

4πµr30 =
E3/2

√
µ

1√
4π

= n
√
λn

√
3√

4π
. (6.61)

We see that the large volume constant term 4π
3 µR

3 cancels between the expressions in

(6.60) and (6.58), as expected. The final result for the thin-wall trajectory contribution to

the quantum rate is given by,

∆W quant =
E3/2

√
µ

2

3

Γ(5/4)

Γ(3/4)
=

1

λ
(λn)3/2

2√
3

Γ(5/4)

Γ(3/4)
' 0.854n

√
λn . (6.62)

We note that this expression is positive-valued, that it grows in the limit of λn→∞, and

that it has the correct scaling properties for the semiclassical result, i.e. it is of the form

1/λ times a function of λn.

Our result (6.62) and the derivation we presented, followed closely the construction in

[3, 4]. The expression (6.62) is also in agreement with the formula derived much earlier in

Ref. [19], based on a somewhat different semiclassical reasoning involving regular thin-wall

bubble configurations in Euclidean and Minkowski time.

Importantly, the thin-wall approximation is justified in the λn � 1 limit on the ex-

tremal surface in the regime where r(τ) > r0, as originally noted in [19]. The thin-wall

regime corresponds to the spatial radius of the bubble (i.e. the spatial extent of the O(3)

symmetric configuration at a fixed τ) being much greater than the thickness of the wall,
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r � 1/m. For the classical configuration at hand, the radius is always greater than the

critical radius,

rm ≥ r0m = m

(
E

4πµ

)1/2

∝
(
λE

m

)1/2

=
√
λn � 1 , (6.63)

where we have used the value for the energy E = nm on our solution.

6.3 Singular surfaces at r ≤ r0: beyond thin walls

What happens with the extremal surface in the regime 0 ≤ r(τ) ≤ r0? To address this

question, first let us determine the classical trajectory r(τ) – or equivalently the wall profile

τ = τ0(r) of the classical solution – on which the rate W was computed in (6.62). To find it,

we simply integrate the equation for the conserved energy (6.55) on our classical solution,

E = 4π µ
r2√

1 + ṙ2
, (6.64)

or, equivalently, the expression (r/r0)
4 = 1 + ṙ2. One finds,∫ τ

τ∞

dτ = −
∫ r

R

dr√(
r
r0

)4
− 1

, (6.65)

which after integration can be expressed in the form,

τ(r) = τ∞ + r0

(
Γ2(1/4)

4
√

2π
+ Im (EllipticF[ArcSin(r/r0),−1])

)
. (6.66)

This classical trajectory gives the thin-wall bubble classical profile for r0 < r(τ) <∞, which

is the result (6.62) for the quantum contribution to the rate ∆W quant. This trajectory is

plotted in Fig. 8.

What happens when the radius of the bubble r(τ) approaches the critical radius r0
(6.59) where the momentum (6.57) vanishes? Recall that in the language of a mechanical

analogy we are searching for an equilibrium (i.e. the stationary point solution) where the

surface τ0(r) is pulled upwards (in the direction of τ) by a constant force E = nm acting at

the point r = 0. This corresponds to finding an extremum – in our case the true minimum

– of the expression in (6.48), which we rewrite now in the form,

1

2
∆W quant = E |τ∞|︸ ︷︷ ︸

force×height

− µ

∫
d2+1Area︸ ︷︷ ︸

surface energy

. (6.67)

Sufficiently far away from the origin (where the force acts), the surface is nearly flat and

does not extend in the τ direction. As r approaches the origin from larger values, the

surface becomes increasingly stretched in the τ direction. At the critical radius r0, the

surface approaches the shape of a cylinder R1 × S2, with R1 along the τ direction.
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Figure 8: Extremal surface τ = τ0(r) of the thin-wall bubble solution (6.66). Solid line denotes the

bubble wall profile of the bubble radius r above the critical radius r0. The dashed line corresponds

to the branch of the classical trajectory beyond the turning point at r0.

Up to the critical point τc where r = r0, the force and the surface tension must balance

each other,

E |τ∞ − τc| −
(∫ τc

τ∞

dτ 4πµ r2
√

1 + ṙ2 − 4π

3
µR3

)
= 0 . (6.68)

The right-hand side was of course calculated in Eqs. (6.58) and (6.62). However, when the

critical point r0 is reached at τc, the balance of forces becomes trivial,

E |τc| − 4π µ r20 |τc| = 0 . (6.69)

Clearly, the branch of the classical trajectory shown as the dashed line in Fig. 8 is unphysical

in the sense that it does not describe the membrane pulled upwards with the force E = mn.

Furthermore, the membrane surface does not satisfy the boundary condition that τ0 = 0

at r = 0 since it currently does not even extend to r < r0. The vanishing of the expression

(6.69) is the consequence of the definition of the critical radius in (6.59). As soon as the

radius r(τ) approaches the critical radius r0, the radius freezes (since p ∝ dτr = 0); the

two terms in (6.69) become equal, E = µ 4π r20, and remain so at all times above the

critical time τc. The thin-wall profile becomes an infinitely stretchable cylinder, as shown

in Fig. 9 (a), giving no additional contribution to ∆W quant on top of (6.68).

The freely-stretched cylinder in Fig. 9 (a) is an idealised approximation to the more

realistic configuration that would be realised in practice in our mechanical analogy. One

can consider what this realistic mechanical solution would look like. Let us define the

quantity d(r),

d = τ + τ∞ , 0 ≤ d ≤ |τ∞| . (6.70)

as the coordinate along the vertical axis in Fig. 9 measuring the height of the surface

stretched by the ‘force’ E|τ∞| as a function of r. At the base of the surface we have

d ' 0.16 The surface wall profile is nearly flat in the τ direction. As d increases from 0,

16Recall that the tip of the surface is at τ = 0, where d = |τ∞|, and that the surface’s base is at a

negative τ = τ∞ = −|τ∞|, which corresponds to d = 0.
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Figure 9: Stationary surface configuration obtained by gluing two branches. Plot (a) shows

the surface in the thin-wall approximation, which glues the original solution (6.66) to the infinitely

stretchable cylinder solution of (6.68). Plot (b) depicts its more realistic implementation where the

infinite cylinder is replaced by a cone as a consequence of allowing the surface tension µ to increase

with |τ | in the regime where the highly stretched surface effectively becomes a 1-dimensional spring.

the radius r(τ) grows smaller, following the profile of the thin-wall solution contour in the

lower part of Fig. 9. As r approaches the critical radius r0, the surface becomes almost

parallel to the d (or τ) direction. Such a surface behaves more like a spring along the τ

coordinate. For the strict thin-wall approximation, the surface tension µ is assumed to be

a constant. However, in the case of the spring, it should instead be the Young’s elastic

modulus, kYoung that takes a constant value. Hence, for a highly-stretched surface in the

τ direction, we should introduce some dependence on d (6.70) into the surface tension via,

µ(d) = µ0 (1 + k̂ d) , (6.71)

where k̂ � 1 is a dimensionless constant. In the limit d→ 0, the surface tension µ(d)→ µ0,

where µ0 = m3

3λ is the same constant contribution to the surface tension as we computed

earlier in (6.47) in the strict thin-wall case. The corresponding Young’s modulus of the

stretched surface would be kYoung = µ0 k̂. Equation (6.71) describes a small deviation from

the standard thin wall approximation, where the surface tension is now dependent on the

stretching of the surface. This expression can be thought of as the zeroth and first order

terms in the Taylor expansion of the function µ(τ + τ∞).

The result of this improvement of µ is that the balance between the two terms in

(6.69) continues to hold. However, for an adiabatic approximation of nearly constant µ,

with k̂d� 1, it is now in the form,(
E − µ(d) · 4π r(d)2

)
d = 0 , where d ≥ |τc| . (6.72)

For every infinitesimal increase in the vertical coordinate d above |τc|, the radius r(d)

becomes a little smaller than its value r0 at the base of the cylinder in Fig. 9 (a). As a

result, the cylinder gets narrower as d increases and turns into the cone-like shape shown
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Figure 10: Surface obtained by ‘completing’ the thin wall classical solution rthinwall
cl with the

upper half of a three-sphere S3
r0 , of radius r0 in (x, τ), at 0 ≤ |x| ≤ r0. The force stretching the

surface is E = 4πµr20.

in Fig. 9 (b). The actual choice of the modification of the surface tension expression, such

as in (6.71), is of course determined by the field configurations themselves; it can be seen

as a part of the extremisation procedure. For an adiabatically-slowly varying µ (such that

the contribution from the cone to W is negligible), the overall contribution ∆W quant is

dominated by the surface at r > r0 in the large λn limit. In this case we conclude that,

∆W quant =
1

λ
(λn)3/2

2√
3

Γ(5/4)

Γ(3/4)
' 0.854n

√
λn . (6.73)

6.3.1 Further discussion of r ≤ r0 region

Let us discuss the apparent loss of the classical strictly-thin-wall solution at r < r0 in a

little more detail. An important point we want to emphasise is that in our model with

spontaneous symmetry breaking, the d-dimensional domain wall surface separating two

distinct vacuum domains at ±v, is a local minimum of the Euclidean action. The infinite

extent of the surface, which reaches the boundary of space (r → R or r → ∞ when the

cut-off R is removed), is important. It is different from the Coleman’s bounce solution [42],

which is known to be a local maximum, or more precisely the saddle-point of the action.

The bounce has a membrane of finite extent; in the O(4) symmetric case, it is the surface

of the S3 spherical bubble separating h ' ±v on the inside/outside of the sphere, and the

radius of the bubble is the negative mode for the bounce solution. However, in the case

of the infinite domain wall surface, the domain wall is a topologically-stable configuration

and hence a local minimum.17 While the action on the wall with infinite extent in d

dimensions contains an infinite constant, S = 4π
3 R

3 → ∞, this contribution is subtracted

in our construction, as dictated by Eq. (6.48). The force being applied to the domain

wall in the τ -direction stretches and curves the surface of the wall to balance the action

of the force. The resulting stationary solution for the stretched surface in this mechanical

17A recent discussion of domain walls and their stability can be found in the textbook [43].
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analogy is a stable solution when the required boundary conditions, τ0(r = R) = τ∞ and

τ0(r = 0) = 0, are satisfied.

We conclude that there must exist a stable classical solution for the domain wall

surface with the boundary conditions imposed at infinite and zero radii. But what we have

learned from Figs. 8 and 9 (a) is that this solution can be described by the strict thin-wall

configuration only for r > r0. At the values of r(τ) below the critical radius r0, the solution

corresponding to the minimum of the action requires a deviation from the strict thin wall

limit. One approach to achieve this is to allow for the τ -dependent surface tension, as

we already explained. Alternatively, we can continue using the thin wall configurations

with constant µ and attempt to complete our solution at 0 ≤ r(τ) ≤ r0. We treat these

completions as trial configurations approximating the true minimal solution. The benefit

of this approximation is that it does not require any precise knowledge of how the deviation

from the thin wall regime is realised.

A simple completion of the solution is to add the surface of an upper half of the

three-sphere S3
r0 , of radius r0, to our thin wall classical solution,

rthinwall
trial (τ) =

{
rthinwall
cl (τ) : for r0 ≤ r <∞
1
2 S

3
r0(x, τ) : for 0 ≤ r ≤ r0 ,

(6.74)

as shown in Fig. 10. It is easy to deduce the contribution to the semiclassical rate from

the surface of 1
2 S

3
r0 ; it is given by,

(1/2) δW quant
1
2
S3 = Er0 − µπ2r30 = 4πµr30 (1− π/4) ' 0.1n

√
λn . (6.75)

The force E is expressed in terms of the critical radius, as before, E = 4πµr20. The extent

of the S3
r0 half sphere in the τ -direction is r0, and the action of this surface is,

1

2
S[S3

r0 ] =
1

2
2π2r30 = π2r30 , (6.76)

which together with the identity (6.61) justifies the formula (6.75).

The contribution in (6.75) should be added to the expression for ∆W quant in (6.73)

that came from the thin wall classical solution at r > r0. We note that the expression in

(6.75) is positive, signalling that the force gives a slightly greater contribution than the

surface energy of the half-sphere, increasing the overall rate in (6.75).

In general, the completion of the classical solution by the O(4) symmetric thin wall

surface in (6.75) does not give the minimum of the action but rather a trial configuration.

For the true minimum, the rate ∆W quant would only be larger. For example a cone-like

O(3) symmetric completion, such as the one depicted in Fig. 9 (b) would give an even

larger contribution. However, to evaluate it, one would be required to use a beyond-the-

thin-wall description of the surface. For our purposes, it is sufficient to approximate the

true classical stationary point by the thin wall configuration in (6.74) with the rate given

by (6.73) with a small positive correction (6.75) arising from the O(4) completion of the

classical surface at 0 ≤ r ≤ r0. In total we have,

∆W quant = 0.854n
√
λn + δW quant > 1 · n

√
λn . (6.77)
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Equation (6.77) is the main result of this section. To be on the conservative side we

can always ignore the positive δW quant contribution and continue using the expression in

(6.73) for the contribution of quantum effects to the function W in the exponent of the

semiclassical rate. In summary, our result for the semiclassical approximation to the rate

reads,

Rn(E) = eW (E,n) , W ' n

(
log

λn

4
− 1

)
+

3n

2

(
log

ε

3π
+ 1
)

+ 0.854n
√
λn , (6.78)

reproducing the result in [3, 4]. The expression (6.78) was derived in the near-threshold

high-energy high-multiplicity limit,

λ→ 0 , n→∞ , with λn = fixed� 1 , ε = fixed� 1 , (6.79)

where final state particles are non-relativistic so that ε is treated as a fixed number much

smaller than one. The overall energy and the final state multiplicity are related linearly

via E/m = (1 + ε)n ' n � 1. Clearly, for any small fixed value of ε one can choose a

sufficiently large value of λn, such that the function W (λn, ε) in (6.78) is positive. These

semiclassical expressions imply that at sufficiently large particle multiplicities, the expres-

sion Rn(E) grows exponentially with n and consequentially with the energy E.

7 Comparison with the Landau WKB method in QM

The semiclassical approach in quantum mechanics (QM) is known as the WKB method. It

is commonly used and provides a powerful non-perturbative formalism for solving quantum

mechanics problems. In their classic volume [41], Landau and Lifshitz formulate the WKB

approach using singular classical solutions analytically continued to complex space. In this

sense the Landau WKB approach in QM [29, 41] has many similarities with the semiclassical

approach in quantum field theory [2] that we are using in this work. Considerations in early

literature of various generalisations of the Landau-WKB singular configurations approach

to multi-dimensional systems can be found in Refs. [19, 20, 44–47].

The main purpose of this section is to compare the the semiclassical approach in quan-

tum field theory, covered in sections 5 and 6, to the Landau WKB in quantum mechanics,

and to discuss the differences between these two semiclassical realisations.

7.1 Matrix elements in the Landau WKB formulation

Landau and Lifshitz consider a matrix element of some physical operator, Ô(q̂), where q̂

is the position operator for a 1-dimensional quantum system with potential U(q). Such a

system is of course governed by the time-independent Schrödinger equation,

− ~2

2m

d2

dq2
ψ(q) + U(q)ψ(q) = Eψ(q), (7.1)
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Figure 11: Quantum mechanical potential U(q) with two energy eigenstates E2 > E1. The turning

points are q = a1 and q = a2 where U(qi) = Ei. The wavefunctions ψ1(q) and ψ2(q) are given in

(7.3) and (7.4) in the classically forbidden regions q < a1 and q < a2 to the left of the potential

barrier.

where m is the mass and E is the energy associated with positional wavefunction ψ(q).

The matrix element of Ô between two states of energy E1 and E2 can be written as,

O12 = 〈E1|Ô|E2〉 =

∫ ∞
−∞

ψ∗1(q) Ô(q̂)ψ2(q)dq. (7.2)

When the potential varies on length scales much larger than a wavelength, WKB

methods can be used to approximate the wavefunctions, ψi, for the states of energies Ei
by solving the Schrödinger equation by iterations in the small parameter ~. At the leading

WKB order the wavefunctions are given by [41],

ψ1(q) '
C1

2
√
|p1|

e
− 1

~

∣∣∣∫ qa1 p1dq∣∣∣ , for q < a1, (7.3)

ψ2(q) '
iC2

2
√
|p2|

e
+ 1

~

∣∣∣∫ qa2 p2dq∣∣∣ , for q < a2, (7.4)

where we have assumed the ordering of the energies, E1 < E2 to select the signs of the

roots in the exponents. In the above expressions pi denote the classical momenta,

pi =
√

(2m)(Ei − U(q)), (7.5)

and C1,2 are constants. The expressions (7.3)-(7.4) are written in the classically forbidden

regions, q < a1 and q < a2 for the wavefunctions ψ1(q) and ψ2(q) respectively, where a1
and a2 are the turning points, U(ai) = Ei as shown in Fig. 11. Importantly, the roots of

the wavefunctions are selected in such a way that the wavefunction ψ1 with the smaller

energy, E1 < E2, has the negative-valued exponent, while the wavefunction ψ2 with the

higher energy has the positive exponent.

These approximations (7.3)-(7.4) break down in the vicinity of the classical turning

points q ' a1. Landau and Lifshitz explain how to avoid these regions by deforming the

integration contour into the upper half plane of complex q, away from the classical turning
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points. Then it follows from (7.2), (7.3)-(7.4) that the matrix element is dominated by the

contribution from the singularity of the potential: i.e. the point, q0, where U(q0)→∞,

O12 ' exp

{
−1

~

∣∣∣∣∫ q0

p1dq

∣∣∣∣ +
1

~

∣∣∣∣∫ q0

p2dq

∣∣∣∣} . (7.6)

This WKB formula is often presented in the form [41],

O12 ' exp

{
−1

~
Im

[∫ q0√
2m(E2 − U(q))dq −

∫ q0√
2m(E1 − U(q))dq

]}
, (7.7)

which requires an additional clarification for selecting the sign of the imaginary part, or

equivalently of the square roots in (7.7).

The lower limits of the q integrations in the expressions (7.6)-(7.7) are unimportant

to the leading WKB accuracy as the dominant contributions come from the vicinity of the

singularity at q ∼ q0 near the upper limit of the integrals.

Notice that the WKB exponent has no dependence on the operator Ô. Indeed the

precise form of Ô may change the overall prefactor, but it does not affect the bulk behaviour.

The above estimate is derived for generic operators that contain no explicit dependence

on ~. Furthermore, the generic operators above should not include “bad” choices of Ô
that would give an unusually small coefficient in front of the exponent in (7.7). A simple

example is Ô = constant, for which O12 vanishes due to the orthogonality of ψ1 and ψ2.

It will be useful to summarise the characteristic features of the WKB result (7.6):

1. The WKB matrix element is dominated by the singularity of the potential, U(q)→∞
as q → q0. Since the energies E1,2 are finite, the singularity is located in the classically

forbidden region U(q) > E1,2, where the coordinates q are analytically continued on

deformed contours and momenta p are complex-valued.

2. For generic operators with no exponential dependence on ~, the leading order WKB

expression for their matrix elements (7.6) does not depend on the specific choice of

the operator.

However, this is where the similarities between the QM WKB and the QFT semi-

classical methods end.

3. The sign prescription in the definition of the imaginary part in the WKB exponent

in (7.7) is fixed by the expression in (7.6). It is easy to verify that for every q in

the classically forbidden region, the absolute value of the complex momentum |p1| is

always greater than |p2| since U(q)−E1 > U(q)−E2 for the energy ordering E1 < E2.

Hence the resulting matrix elements computed using the WKB approximation in

quantum mechanics (7.6)-(7.7) are always exponentially suppressed, unlike what we

saw in the QFT calculation in the previous section.

Example: Landau-Lifshitz section 51 Problem 1 [41].

Calculate the exponential factor of the matrix elements in the potential U(q) = U0e
−αq.
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Solution: U(q) becomes infinite only for q → −∞, hence the singularity is the point

q = q0 = −∞. Using (7.6) we write

O12 ' exp
{
−1

~

∣∣∣∫ −∞a1 √
2m(U − E1) dq

∣∣∣ + 1
~

∣∣∣∫ −∞a2 √
2m(U − E2) dq

∣∣∣}
= exp

{
+1

~
∫ −∞
a1

√
2m(U0e−αq − E1) dq − 1

~
∫ −∞
a2

√
2m(U0e−αq − E2) dq

}
(7.8)

where a1 and a2 are the turning points, a1 > a2 > q0 = −∞, similar to what is shown in

Fig. 11. It is convenient to introduce the velocity variables v1 and v2 and use them instead

of the energies E1 and E2,

v21 =
2E1

m
, v22 =

2E2

m
, (7.9)

and rewrite the integrals on the right-hand side of (7.8) (i = 1, 2) as

1

~

∫ −∞
ai

dq
√

2m(U0e−αq − Ei) =
mvi
~

∫ −∞
ai

dq

√
2U0

m2v2i
e−αq − 1 . (7.10)

Making the change of integration variables from q to y via,

y = −αq + log
2U0

m2v2i
, (7.11)

the integral in (7.10) becomes

− m
~
vi
α

∫ +∞

0
dy
√
ey − 1 = − 2m

~
vi
α

(√
ey0 − 1−Arctan

(√
ey0 − 1

))
|y0→∞

= − 2
√

2U0

~α
exp

[α
2
|q0|
]
||q0|→∞ +

πm

~α
vi . (7.12)

Finally, we note that in the difference between the two integrals in (7.8) the infinite terms

cancel and we are left with the finite contribution coming from the second term in (7.12)

for i = 1, 2. The WKB result for the matrix element to exponential accuracy reads,

O12 ' e−
πm
~α (v2−v1) . (7.13)

Since the velocities are ordered in the same way as the energies, v2 > v1, we conclude that

the matrix element is exponentially suppressed. We also note that the exponent in (7.13)

is independent of the choice of the operator Ô(q).

This example confirms the general conclusion we already reached in item (3.) above,

that in quantum mechanics the WKB approximation by construction can only result in

exponentially-suppressed matrix elements and can never give exponentially growing proba-

bility rates. This is of course fully expected: given that ordinary quantum mechanics with

a Hermitian Hamiltonian is a unitary theory, probabilities must be conserved and cannot

exceed unity.

What is then the technical difference between the WKB formulation in quantum me-

chanics and the semiclassical method in quantum field theory? Both formalisms compute

matrix elements of certain operators and both use singular complex-valued configurations
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to find the dominant contributions. Nevertheless the field theoretical formulation does not

have a built-in restriction to disallow positive-valued functions W in the exponent of the

semiclassical rate. This is evidenced by the function W in our result (6.78), becoming

positive at sufficiently large values of λn. The critical difference between the QM and QFT

formulations is that in QFT we have an entire surface of singularities rather than isolated

singular point(s) in QM.

7.2 The role of the singular surface in QFT

For concreteness when discussing the semiclassical method in quantum field theory we will

continue using the model (1.3) with SSB, which in terms of the shifted field φ(x) = h(x)−v
in (d+ 1) dimensions has the Lagrangian description,

L(φ) =
1

2
∂µφ∂µφ −

1

2
m2φ2 − λvφ3 − λ

4
φ4 (7.14)

with the mass m =
√

2λv. It is also useful to denote the potential energy density as V(φ),

and its interacting part as Vint(φ),

V(φ) =
1

2
m2φ2 + λvφ3 +

λ

4
φ4 ,

Vint(φ) = λvφ3 +
λ

4
φ4 .

(7.15)

We recall that the classical trajectory φ(x) = h(x) − v used in the semiclassical method

in sections 5 and 6 is infinite on a d-dimensional singularity surface in (τ,x) that touches

the origin x = 0 in Minkowski space. Correspondingly, the value of the potential V(φ)

also becomes infinite at the singularity, which is analogous to the statement about the

singularity of the potential U(q) in quantum mechanics,

QFT : lim
τ→τ0(x)

V(φ(x)) = ∞ ,

QM : lim
q→q0

U(q) = ∞ .
(7.16)

However, the potential in QFT is singular on the d-dimensional surface, τ = τ0(x)

found by extremising the Euclidean action over all appropriate shapes of trial singular

surfaces; while in QM there are no spatial dimensions, q is a function of time only, q = q(τ)

and the potential U(q) is singular at a point18 q(0) = q0. Hence, there are no surfaces

to extremise over in QM and consequently no dependence on the surface shape τ0(x) or

the value of |τ∞|, which were of critical importance in QFT, as manifested by Eqs. (6.29),

(6.48),
1

2
∆W quant = nm |τ∞| − SE [τ0(x)] + SE [flat] . (7.17)

In fact, the very reason why the contributions of quantum corrections to the rate in the

field theory case are not forced to be exponentially suppressed is due to the positive-valued

18Without loss of generality we can use translational invariance to set it at the time τ = 0.
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contribution of the term nm |τ∞| on the right-hand side of (7.17). It is easy to verify that

the action integral of the surface stretched in the τ -direction (cf. (6.49)),

SE [τ0(r)] =

∫ 0

τ∞

dτ 4πµ r2
√

1 + ṙ2 =

∫
dr 4πµ r2

√
(dτ/dr)2 + 1 , (7.18)

is always greater in absolute value than the action of the flat surface (cf. (6.46)),

SE [flat] = µ

∫ R

0
4πr2dr = µ

4π

3
R3 , (7.19)

and the semiclassical exponent of the rate 1
2∆W quant in (7.17) can be positive only because

of the presence of the contribution nm |τ∞|, which is large and positive in the high multi-

plicities limit λn � 1 thanks to the non-trivial stretching of the surface |τ∞| 6= 0. As we

already explained, this effect is impossible in ordinary quantum mechanics.

Before concluding this section we would like to list the differences between the semiclas-

sical method we are using in the (d+1)-dimensional QFT model (7.14) and a naive attempt

to apply the same method to a quantum mechanical model with the same Lagrangian in

(0 + 1) dimensions.

1. As there are no spatial degrees of freedom in (0 + 1) dimensions, there is no phase

space to integrate over. Hence, one would need to compute just the square of the

matrix element. One can continue using the coherent space representation for the final

states, as in (5.18), but the integration over the final states 1 =
∫
d({b∗}, {b})e−b∗b

involves the ordinary rather than functional integrals over b and b∗.

2. With no phase space for final states in QM, it is impossible to project simultaneously

on states of fixed energy E and fixed occupation number n. In QM unlike QFT, E

and n are related,

En = nm(1 + εn) , (7.20)

where the quantity εn is fixed in a given QM model and is not a free parameter. So

the non-relativistic limit ε � 1 that we used in QFT is not something we are free

to impose in QM. As a result, one should impose only a single projector, P̂E on the

matrix elements in (5.18),

〈b| P̂EŜÔ |0〉 . (7.21)

One should also keep in mind that an anharmonic quantum potential with a non-

vanishing λ has energy levels En that are spaced more densely than the energy states

of the harmonic oscillator. Hence εn are negative-valued, and the ‘decays’ En → nm

are kinematically forbidden in QM. In comparison, in QFT such decays are only

disfavoured by the vanishing phase space and become possible after allowing for

arbitrary small particle momenta in the final state leading to a small positive ε.

3. Importantly, in QM one should distinguish between projecting with P̂E on the eigen-

states of the full Hamiltonian with the potential U(q) given by V(φ) in (7.15), and the
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projection on the eigenstates of the Hamiltonian of the harmonic oscillator. In QFT

with d ≥ 2 spatial dimensions, the field solutions of the Euler-Lagrange equations

dissipate in space. Therefore, they become solutions of free equations at early and

late times t→ ±∞. This is not the case in QM. Energy eigenstates in the full quan-

tum mechanical potential of an anharmonic oscillator are trapped in the potential

well and do not linearise.19 Hence, projecting onto the eigenstates of the harmonic

oscillator Hamiltonian H0 as we have done in (5.12) becomes problematic in QM.

4. In QM, the integral analogous to the one in (5.24), (5.25) over {ξ, φi, φf , ϕi, ϕf , b∗, b},
is an ordinary non-functional integral. Only the (0 + 1)-dimensional fields φ(t) and

ϕ(t), playing the role of QM coordinates, are functions. Hence, proceeding formally

in QM, we can write down saddle-point equations resulting from the steepest descent

approximation of the integral (5.24). However, we cannot expect that the solutions at

asymptotic times linearise and thus we cannot write down boundary conditions anal-

ogous to (5.47) and (5.48) for q(t). Furthermore, the energy E cannot be computed

from the late-time asymptotics in analogy to (5.49).

5. With no meaningful boundary value problem in the (0 + 1)-dimensional QM model,

one cannot proceed to derive the formulae (6.29), (6.48), for quantum contributions to

the semiclassical rate. As we have already noted earlier, there is no analogue in QM of

the QFT expression (7.17), which was instrumental in obtaining unsuppressed QFT

rates due to a non-trivial stretching of the singularity surface |τ∞| by the force nm.

8 Semiclassical rate in (2+1) dimensions

Loop contributions to the multiparticle amplitudes at threshold in 1 and 2 spatial dimen-

sions are infrared divergent. In the 2+1 dimensional theory at small but non-vanishing ε,

the terms of order (λ log ε)k appear at k loops in perturbation theory. These terms were

summed up using the renormalisation group technique in [39] in the limit where [13],

λ→ 0 , n = fixed , ε→ 0 with λ log ε = fixed . (8.1)

In this section we will explain that this resummation in fact provides a non-trivial verifica-

tion of the Higgsploding rate predicted in the 2+1 dimensional theory by the semiclassical

approach.

19One can of course always proceed with the WKB computation of matrix elements between the energy

eigenstates in a different QM model – one with a potential barrier as in Fig. 11. We have analysed this

situation in the example of U(q) = U0e
−αq considered in the previous section. In this case, classical

trajectories do indeed become free far away from the barrier at asymptotic times. This however is different

from our model (7.14). Free states that are of interest for us are analogues of particle states in QFT,

i.e. those described by the harmonic oscillator potential m2q2/2 in (7.14) rather than the states in the

asymptotically-vanishing potential.
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All our 4-dimensional QFT calculations in in sections 5 and 6 can be straightforwardly

generalised to any number of dimensions (d+1). Consider once more the scalar QFT model

(1.3) with the VEV v 6= 0.

The expression W (E,N)d in the exponent of the multiparticle rate Rn(E) has the

same general decomposition into tree-level and quantum parts as before,

W (E,n)d = W (E,n;λ)treed + ∆W (E,n;λ)quantd , (8.2)

where the tree-level expression in (d+ 1) dimensions reads (cf. (6.27)),

W (E,n)treed = n

(
log

λn

4
− 1

)
+
dn

2

(
log

ε

dπ
+ 1
)
, (8.3)

and the quantum contribution is given by,

∆W quant
d = 2nm |τ∞| + 2

∫
ddx

[ ∫ +∞

τ0(x)
dτ LE(h1) −

∫ 0

τ0(x)
dτ LE(h2)

]
, (8.4)

extremised over the singularity surfaces τ0(x) in complete analogy with (6.29).

For the rest of this section we we will consider the case of d = 2 spatial dimensions and

will concentrate on the contribution of the stationary surface to the quantity 1
2∆W quant

d=2 ,

which we write as,

1

2
∆W quant

d = E |τ∞| − 2πµ

(∫ R

r0

r
√

1 + ṙ dr −
∫ R

0
r dr

)
. (8.5)

The surface tension is µ = m3/λ as before and the critical radius in d = 2 is given by

r0 = E/(2πm). Proceeding with the evaluation of (8.5) on the classical trajectory r(τ),

analogously to the calculation in the previous section, we get,

1

2
∆W quant = −

∫ R

r0

2π µ
√
r2 − r20 dr + 2π µR2 . (8.6)

In the Rm→∞ limit this becomes,

' n2λ

m

3

4π

(
log(Rm) +

1

2
+ log

(
2π

3

m

λn

)
+ O

(
1

Rm

λn

m

))
. (8.7)

Adopting the infinite volume limit, in which the limit Rm → ∞ is taken first while the

quantity nλ
m is held fixed, we can drop theR-independent and 1/R-suppressed terms, leaving

only the logarithmically divergent contribution,

1

2
∆W quant ' 3

4π

n2λ

m
log(Rm). (8.8)

We see that all power-like divergent terms in mR have cancelled in the expressions (8.6)

and (8.8), but the logarithmic divergence remains. This result is not surprising in d <

3 dimensions and is the consequence of the infrared divergencies in the amplitudes at

thresholds due to the rescattering effects of final particles. In fact, the appropriate coupling
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constant in the lower-dimensional theory is not the bare coupling λ but the running quantity

λt, where t is the logarithm of the characteristic momentum scale in the final state. In our

case we can set,

t = log(Rm), (8.9)

and treat R as the reciprocal of the average momentum scale in the final state, i.e. Rm =

1/ε1/2.

The semiclassical result obtained in (8.8) encodes the effect of taking into account

quantum corrections to the scattering amplitudes into n-particle states near their threshold,

and implies,

An ' Atree
n exp

(
3n2λ t

4πm

)
. (8.10)

It is important to recall that the semiclassical limit is assumed in the derivation of the

above expression. As always, this is the weak-coupling large-multiplicity limit, such that20

dimensionless running coupling :
λ t

m
→ 0 and multiplicity : n→∞, (8.11)

with the quantity nλ tm held fixed (and ultimately large) and t = −1/2 log ε → 0. This

enforces the non-relativistic limit, which selects the amplitudes close to their multiparticle

thresholds.

It is important that it is the running coupling λt that is required to be small in the

semiclassical exponent21. This implies that the semiclassical expression would in general

include unknown corrections,

An ' Atree
n exp

(
3n2λ t

4πm

(
1 +

∞∑
k=1

ck

(
λt

m

)k))
, (8.12)

parameterised by the sum
∑

k=1 ck
(
λt
m

)k
. Of course, there is a well-defined regime cor-

responding to the small values of the effective coupling λt where these corrections are

negligible and the leading order semiclassical result in (8.10) is justified.

Remarkably, the semiclassical formula (8.10) can be tested against an independent

computation of quantum effects in the (2 + 1)-dimensional theory, obtained in [13, 39]

using the RG resummation of perturbative diagrams. The result is,

ARG
n = Atree

n

(
1 − 3λ t

2πm

)− n(n−1)
2

. (8.13)

This expression is supposed to be valid for any values of n in the regime where the effective

coupling λt is in the interval,

0 ≤ λ t

m
. 1 . (8.14)

20Recall that in (2 + 1) dimensions, λ has dimensions of mass.
21For example, it is completely analogous to the instanton action Sinst = 8π2

g2(t)
in Yang-Mills theory,

where the inclusion of quantum corrections from the determinants into the instanton measure in the path

integral ensures that Sinst in the exponent depends on the correct RG coupling g2(t) and not the unphysical

bare coupling g2bare.
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Now, taking the large-n limit, the RG-technique-based result of [13, 39] gives,

ARG
n = Atree

n exp

(
3n2λ t

4πm

(
1 +

∞∑
k=1

1

k + 1

(
3λt

2πm

)k))
. (8.15)

It is a nice test of the semiclassical approach that the leading-order terms in the exponent

in both expressions, (8.12) and (8.15) are exactly the same and given by 3n2λ t
4πm . An equally

important observation is that the subleading terms are of the form
∑

k=1 ck
(
λt
m

)k
, which

is suppressed in the semiclassical limit λt→ 0. There is no contradiction between the two

expressions in the regime where the semiclassical approach is justified.

It thus follows that there is a regime in the (2 + 1)-dimensional theory where the

multiparticle amplitudes near their thresholds, and consequently the probabilistic rates

Rn(E), become large. In the case of the RG expression (8.13), this is the consequence of

taking a large negative power −n2/2 of the term that is smaller than 1. This implies that

there is room for realising Higgsplosion in this (2 + 1)-dimensional model in the broken

phase.

In the case of a much simpler model – the quantum mechanical anharmonic oscillator

in the unbroken phase – it was shown in Refs. [48, 49] that the rates remain exponentially

suppressed in accordance with what would be expected from unitarity in QM.

9 Conclusions

In these notes we have provided a detailed derivation of the semiclassical exponent for

the multi-particle production rate in the Higgsplosion limit, along with a review of the

semiclassical method used to compute it. The derivation holds in the high-particle-number

λn � 1 limit in the kinematical regime where the final state particles are produced near

their mass thresholds. This corresponds to the limit,

λ→ 0 , n→∞ , with λn = fixed� 1 , ε = fixed� 1 . (9.1)

Combining the tree-level (6.27) and quantum effects (6.73) contributions,

W (E,n) = W (E,n;λ)tree + ∆W (E,n;λ)quant , (9.2)

we can write down the full semiclassical rate,

Rn(E) = eW (E,n) = exp

[
n

(
log

λn

4
+ 0.85

√
λn +

3

2
log

ε

3π
+

1

2

)]
, (9.3)

computed in the high-multiplicity non-relativistic limit (9.1). This expression for the multi-

particle rates was first written down in the precursor of this work [4], and was used in

Refs. [1, 21] and subsequent papers to introduce and motivate the Higgsplosion mechanism.

The energy in the initial state and the final state multiplicity are related linearly via,

E/m = (1 + ε)n . (9.4)

– 70 –



0 50 100 150 200
0

100

200

300

400

n

R

EêM=200

E/m = 200

n

Rn

0 50 100 150 200
0

1.¥10-6

2.¥10-6

3.¥10-6

4.¥10-6

n

R
EêM=190

E/m = 190

Rn

n

(a) (b)

Figure 12: Plots of the semiclassical rate Rn in Eq. (9.3) as a function of n for values of the

energy/virtuality E fixed at 190m and at 200m. We chose λ = 1/8. There is a sharp exponential

dependence of the peak rate on the energy. The peak multiplicities n ∼ 150 in these examples are

not far below the maximal values nmax = E/m allowed by kinematics.

Hence, for any fixed non-vanishing value of ε, one can raise the energy to achieve any desired

large value of n and consequentially a large
√
λn. Clearly, at the strictly vanishing value of

ε, the phase-space volume is zero and the entire rate (9.3) vanishes. Then by increasing ε to

positive but still small values, the rate increases. The competition is between the negative

log ε term and the positive
√
λn term in (9.3), and there is always a range of sufficiently

high multiplicities where
√
λn overtakes the logarithmic term log ε for any fixed (however

small) value of ε. This leads to the exponentially growing multi-particle rates above a

certain critical energy, which in the case described by the expression in (9.3) is in the

regime of Ec ∼ 200m.

The expression for the multi-particle rate (9.3) is a leading order semiclassical approx-

imation and should of course not be taken as anything more than a rough estimate of

the Higgsplosion rate. We have already emphasised that this result is an approximation

derived in the simplified scalar model (1.3) and in the simplifying non-relativistic limit.

Specifically, our result ∆W quant for quantum contributions to W in (6.73) was derived on

the multi-particle threshold, i.e. at ε = 0. Hence the higher-order corrections in ε will be

present in the expression for the rate in the λn limit. Let us estimate these corrections

following the discussion in section 5 of Ref. [4].

Denote these unknown corrections fλn;ε(λn, ε), so that

∆newW =
λn

λ
fλn;ε(λn, ε) , (9.5)

and the now modified rate becomes,

Rn(E) ∼
∫ εnr

0
dε
( ε

3π

) 3n
2

exp
[
n
(

0.85
√
λn + log λn + fλn;ε(λn, ε) + c

)]
, (9.6)

where we have included the new correction n ∼ fλn;ε(λn, ε) and have also made explicit

the fact that the 3n/2 log ε/(3π) factor in the exponent of the rate (9.3) originated from
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the integration over the non-relativistic n-particle phase-space with a cut-off at εnr < 1.

The constant c absorbs various constant factors appearing in the original rate.

The integral above is of course meant to be computed in the large-n limit by finding

the saddle-point value ε = ε?. The main point of the exercise is to determine (1) whether

there is a regime where ε? � 1 so that our near-the-threshold approach is justified, and

(2) whether the saddle-point value of the rate itself is large. These requirements should

tell us something about the function fλn;ε.

Let us assume that the correction to our result has the form,

fλn;ε(λn, ε) = −a ε (λn)p , (9.7)

where a and p are constants. This function is supposed to represent the higher-order in ε

correction to our result in the small-ε, large-λn limit. The integral we have to compute is,

Rn ∼ en (0.85
√
λn+ log λn+ c̃)

∫
dε en ( 3

2
log ε− a ε (λn)p) . (9.8)

Denoting the ε-dependent function in the exponent s(ε),

s(ε) =
3

2
log ε − a ε (λn)p , (9.9)

we can compute the saddle-point,

∂s(ε)

∂ε
= 0 ⇒ ε? =

3

2

1

a

1

(λn)p
, (9.10)

and the value of the function s at the saddle-point,

s(ε?) = −3

2

(
p log λn + 1 − log

3

2a

)
. (9.11)

Combining this with the function in the exponent in front of the integral in (9.8) we find

the saddle-point value of the rate,

Rn(ε?) ∼ exp

[
n

(
0.85
√
λn −

(
3p

2
− 1

)
log λn + const

)]
. (9.12)

This is the value of the rate at the local maximum, and since the factor of
√
λn grows

faster than the − log λn term, the peak value of the rate is exponentially large in the limit

of
√
λn→∞. It is also easy to verify that this conclusion is consistent within the validity

of the non-relativistic limit. In fact, the value of ε at the saddle-point is non-relativistic,

ε? =
3

2

1

a

1

(λn)p
→ 0 , as λn→ ∞ . (9.13)

We thus conclude that the appearance of the higher-order ε corrections to our result in the

form (9.7) do not prevent the eventual Higgsplosion in this model at least in the formal

limit
√
λn→∞ where we have found that,

Rn(ε?) � 1 . (9.14)
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The growth persists for any constant values of a and p. In fact, if a was negative, the

growth would only be enhanced. In (9.7) we have assumed that the function goes as ε to

the first power. The higher powers would not change the conclusion, while the effect of

∼ ε0 is what is already taken into account in (6.73).

We now also recall from our earlier discussion that the expression for Rn(E) in (9.3)

is in fact a distribution-valued function. To obtain the proper n-particle production rate

one needs to account for the operator-smearing effect in the definition of the initial state in

(5.8). The result of this is that the Higgsplosion rate becomes |g̃(p)|2Rn(
√
s) where g̃(p) is

the momentum space Fourier transform of the spacetime test function g(x′). This implies

that the Higgsplosion rate can be written in the form [36],

Rg(n,
√
s) = |g̃(

√
s)|2 Rn(

√
s) = |g̃(

√
s)|2 enF (λn,ε) , (9.15)

by dressing the leading order semiclassical result Rn(
√
s) with the smearing function

|g̃(
√
s)|2. This smearing will also ensure an acceptable behaviour of the physical produc-

tion rate at asymptotically high centre-of-mass energies for 2→ n processes, in accordance

with unitarity.

Finally, we note that our discussion concentrated entirely on a simple scalar QFT

model. If more degrees of freedom were included, for example the W and Z vector

bosons and the SM fermions, new coupling parameters (such as the gauge coupling and

the Yukawas) would appear in the expression for the rate along with the final state particle

multiplicities. As there are more parameters, the simple scaling properties of Rn in the

pure scalar theory will be modified. Understanding how this would work in practice and

investigating the appropriate semiclassical limits is one (of the admittedly many) tasks for

future work on exploring realisations of Higgsplosion in particle physics.
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A Projection of scalar field state onto coherent state

The aim of this appendix is to derive the expression for the overlap 〈φ|{a}〉 between the

eigenstate of the field operator φ and the coherent state in a scalar QFT. We begin by

inserting coherent state definition,

〈φ|{a}〉 = 〈φ| exp

[∫
dk akâ

†
k

]
|0〉 , (A.1)

and then representing the creation operator â†k in terms of the original field φ̂ and conjugate

momentum π̂ = ∂tφ̂ field operators in Fourier space,

˜̂
φ(t,k) :=

∫
d3x e−ik·x φ̂(t,x) , ˜̂π(t,k) :=

∫
d3x e−ik·x ∂tφ̂(t,x) . (A.2)

The states in the overlap formula (A.1) are the eigenstates of the corresponding operators

at t = 0,
ˆ̃
φ(t = 0,k) |φ〉 = φ̃(0,k) |φ〉 , âk(t = 0) |{a}〉 = ak |{a}〉 . (A.3)

Hence we should compute the creation operators â†k in the definition of the coherent state

in (A.1) at t = 0. For the annihilation and creation operators we have the standard

expressions,

âk =

√
ωk

2

(
ˆ̃
φ(0,k) +

iˆ̃π(0,k)

ωk

)
,

â†k = (âk)† =

√
ωk

2

(
ˆ̃
φ(0,−k)− iˆ̃π(0,−k)

ωk

)
.

(A.4)

To simplify the expression for the creation operator in (A.4) we introduce a short-hand

notation,

φ̂k :=
ˆ̃
φ(0,−k) =

∫
dx eik·x φ̂(0,x) , and π̂k := ˆ̃π(0,−k) . (A.5)

For the overlap in (A.1) we have,

〈φ|{a}〉 = 〈φ| exp

[∫
dk akâ

†
k

]
|0〉

= 〈φ| exp

[∫
dk ak

√
ωk/2

(
φ̂k − iω−1k π̂k

)]
|0〉 .

(A.6)

In analogy with QM, φk represents the generalised coordinate, and

π̂k = −i ∂

∂φk
, (A.7)

is the conjugate momentum operator. Note that since φ(x) ∈ R, φ∗k = φ−k so |φk|2 =

φkφ
∗
k = φkφ−k. Hence,

〈φ|{a}〉 = exp

[∫
dk ak

√
ωk/2

(
φk − ω−1k

∂

∂φk

)]
〈φ|0〉

= N exp

[∫
dk ak

√
ωk/2

(
φk − ω−1k

∂

∂φk

)]
e−
∫
dpωpφpφ−p/2,

(A.8)
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where N is some normalisation and 〈φ|0〉 is analogous to 〈q|0〉 in QM. We now make use

of the following relation,

eÂ+B̂ = e−[Â,B̂]/2eÂeB̂ if [Â, B̂] ∈ C, (A.9)

with Â and B̂ choices,

Â =

∫
dk
√
ωk/2 âkφk

B̂ = −
∫
dpω−1p

√
ωp/2 âp

∂

∂φp
.

(A.10)

Recalling that [φk, ∂φp ] = −δ3(k− p) and ωk = ω−k, we find that,

[Â, B̂] = −1

2

∫
dk dp akap

√
ωk/ωp[φk, ∂φp ]

=
1

2

∫
dk dp akap

√
ωk/ωpδ(k− p)

=
1

2

∫
dk aka−k.

(A.11)

Therefore, application of (A.9) yields,

eÂ+B̂ = exp

[∫
dk ak

√
ωk/2

(
φk − ω−1k

∂

∂φk

)]
= e−

1
4

∫
dk aka−k exp

(∫
dk ak

√
ωk/2φk

)
exp

(
−
∫
dk ak(2ωk)−1/2

∂

∂φk

)
.

(A.12)

We note that though slightly abstract, the last term is in fact the operator for a trans-

lation in φk-space by ak(2ωk)−1/2. Therefore, 〈φ|0〉, has its argument shifted: φk →
φk − ak(2ωk)−1/2, giving,

〈φ|{a}〉 ∝e−
1
4

∫
dk aka−k exp

(∫
dk ak

√
ωk/2φk

)
×

exp

(
−1

2

∫
dkωk(φk − ak(2ωk)−1/2)(φ−k − a−k(2ωk)−1/2)

)
∝e−

1
4

∫
dk aka−k exp

(∫
dk ak

√
ωk/2φk

)
×

exp

(
−1

2

∫
dkωkφkφ−k −

1

4

∫
dk aka−k +

∫
dk

√
ωk

8
[φka−k + φ−kak]

)
∝ exp

(
−1

2

∫
dk aka−k −

1

2

∫
dkωkφkφ−k +

∫
dk
√

2ωkakφ−k

)
.

(A.13)

Recall that φk is the shorthand for φ̃(−k), and equivalently, φ−k = φ̃(k); with this in

mind we recover the expression (4.14) for the overlap 〈φ|{a}〉 used in the rest of the paper.
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B Contributions of S[φ] to saddle-point equations of φ̃i,f

Recall the action, S[φ(x)], in d+ 1 dimensions,

S[φ(x)] =

∫
dd+1x

1

2

[
(∂tφ)2 − |∇φ|2 − 2V (φ)

]
=

1

2

∫ tf

ti

dt

∫
ddx[∂t(φ∂tφ)− φ∂2t φ− |∇φ|2 − 2V (φ)].

(B.1)

Only the total derivative part of this integral,

SBoundary[φi, φf ] =
1

2

∫ tf

ti

dt

∫
ddx ∂t(φ∂tφ) =

1

2

∫
ddx (φf∂tφf − φi∂tφi), (B.2)

will contribute to the saddle-point equations for φ̃i and φ̃f . Other terms on the right hand

side of (B.1) contribute instead to the φ equation. Focusing on the total derivative, we

have, ∫
dxφf∂tφf =

∫
dp φ̃f (p)∂tφ̃f (−p). (B.3)

where ∂tφf is ∂tφ evaluated at time tf (and similarly for ∂tφi).

Hence, the complete saddle-point equation for say φ̃f is,

i
δSBoundary[φi, φf ]

δφ̃f (k)
+
δ[B(φf ; b∗)]∗

δφ̃f (k)
= 0. (B.4)

Using the last equation in (5.26) for [B(φf ; b∗)]∗, we find,

i∂tφ̃f (k)− ωkφ̃f (k) +
√

2ωkb
∗
−ke

iωktf = 0, (B.5)

which is equivalent to the saddle-point equation (5.39). The same logic can be used to

recover (5.38).

C Contribution to S
(1)
E from changes to integration range

Before variation, we have,

S
(1)
E = −

∫
ddx

∫ τ0(x)

∞
dτ LE(φ1) = −

∫
ddx

∫ τ0(x)

∞
dτ

(
1

2
(∂µφ1)

2 + V (φ1)

)
. (C.1)

We now consider the difference between this and the case where the singularity surface A is

distorted to A′, so that the spacetime coordinates describing it, xµ(si)→ xµ(si)+nµδx(si),

where si are coordinates on the surface.

It is easily shown for the 1-dimensional integral, that the variation under a small shift

in integration range, ∆, gives a boundary term,∫ b

a
[f(x+ ∆)− f(x)]dx = [f(x)∆]ba , (C.2)
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in the limit of small ∆. Applied to Eq. (C.1), with τ0(x)→ τ0(x) + δτ0(x), we find,

−
[∫

ddxLE(φ1)δτ0(x)

]τ0(x)
∞

. (C.3)

Of course, δτ0(x) is only non-zero on surface A and so the above term can be written as

an integral over the singularity surface A,

−
∫
A
dsLE(φ1)δx(s) = −

∫
A
ds

[(
1

2
(∂µφ1)

2 + V (φ1)

)
δx(s)

]
, (C.4)

as stated in Eq. (5.77) in section 5.3.2. Note that ds is shorthand for the appropriate

d-dimensional integration measure on the d-dimensional singularity surface, for surface

coordinates si.
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