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#### Abstract

This paper designs a novel opportunistic adaptive non-orthogonal multiple access (OA-NOMA) strategy, where a base station (BS) employs NOMA to serve a near user (NU)far user (FU) pair opportunistically scheduled from $M$ NUs and $K$ FUs. In particular, the NOMA transmission to the scheduled NU-FU pair adaptively operates in one of two modes: Direct NOMA mode, in which the BS directly serves the scheduled NU-FU pair with using NOMA; Cooperative NOMA mode, in which the scheduled NU receives the messages intended by both scheduled users from the BS, and then forwards the message intended by the scheduled FU. For the OA-NOMA strategy, a scheduling candidate acquisition method and a probabilistic user pair scheduling scheme are proposed to guarantee the transmission reliability and improve the scheduling fairness, respectively. To evaluate the scheduling fairness, we develop a max-min fairness criterion and show that the OA-NOMA strategy approximately achieves max-min fairness. The reliability of the OA-NOMA strategy is also evaluated in terms of outage probability and diversity order. For the outage probability, we derive an approximate expression and numerically verify its tightness. For the diversity order, we show that the proposed OA-NOMA strategy achieves a diversity order of $M$.


Index Terms-Cooperative non-orthogonal multiple access, outage probability, scheduling fairness, user scheduling.
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## I. Introduction

Non-orthogonal multiple access (NOMA) has the potential to resolve the spectral resource scarcity problem for the upcoming fifth generation (5G) mobile networks [1]-[10]. By exploiting superposition coding and successive interference cancellation (SIC), NOMA is able to serve two or more users simultaneously by using power-domain multiplexing. Compared with conventional orthogonal multiple access (OMA), NOMA can achieve higher spectral efficiency as well as better connectivity to far users (FUs) which are distant from the source.
Recently, cooperative communications have been introduced into NOMA to further enhance the performance of FUs, which is termed as cooperative NOMA [11]-[17]. Following the rationale of conventional cooperative communications [18], cooperative NOMA can be realized by deploying a dedicated relay to help the FUs [11]-[13]. Further, for multiple-relay/antenna NOMA systems, employing the relay/antenna selection can enhance the performance of relay-aided cooperative NOMA [14], [15]. On the other hand, according to the principles of NOMA, near users (NUs), which are close to the source, may obtain information of FUs during its SIC-based detection. Thus, the NUs can naturally serve as relays for FUs, which reduces the cost of deploying dedicated relays. Exploiting this feature of NOMA, a cooperative NOMA scheme is proposed in [16] for a two-user NOMA system, where the NU serves as a relay for the FU in addition to decoding its own message. In [17], a sophisticated cooperation scheme is proposed for a multiuser NOMA system that can serve $K$ users simultaneously. In this scheme, each user sequentially forwards other users’ messages decoded by itself. However, since $(K-1)$ phases are required for the cooperation, this scheme achieves only $1 / K$ spectral efficiency of non-cooperative NOMA, which would become a bottleneck for practical systems with a large amount of users. As indicated in [19], serving all users in a single NOMA transmission may not be practical, because of the strong co-channel interference in a NOMA transmission. Instead, partitioning all the users to a number of groups and then using NOMA within each group is a more promising way to implement NOMA in practical systems.

To enhance the spectral efficiency and reduce the co-channel interference, user scheduling has been integrated into cooperative NOMA in some recent work [20]-[26]. Specifically, only
the users that are scheduled can participate in the cooperative NOMA transmissions, which is formally called opportunistic cooperative NOMA. When only the distance information is known, three user scheduling schemes are proposed in [20], where the scheduled NU serves as a relay to help the scheduled FU. It is demonstrated in [20] that the scheduled FU always achieves a diversity order of two with all three schemes. On the other hand, if instantaneous channel state information (CSI) is available for user scheduling, the opportunistic cooperative NOMA can provide a full diversity for both scheduled NU and scheduled FU [21]-[23]. For the scenario that one of $M$ NUs and one of $K$ FUs are opportunistically served by cooperative NOMA, a best-near best-far (BNBF) user scheduling scheme is proposed in [21], in which the NU and the FU that own the respectively best downlink channels are scheduled prior to each transmission. With using the BNBF scheme, diversity orders of $M$ and $K$ are achieved by the scheduled NU and the scheduled FU, respectively. Considering the same scenario, the work in [22] designs an adaptive OMA/cooperative NOMA strategy with using dynamic user scheduling. It is demonstrated in [22] that by adaptively switching between OMA and cooperative NOMA, the diversity order achieved by the scheduled FU can be further improved to $M+K$. Moreover, for a NOMA-assisted cooperative overlay cognitive radio system, a CSI-based two-stage user scheduling scheme is designed in [23], in order to provide the full diversity for both primary and secondary transmissions. Note that these studies [20]-[23] only focus on wireless unicast applications, where all users require individually different information. When some users demand the same data via wireless multicast, several user scheduling schemes are proposed in [24]-[26]. In these schemes, one of the users that have successfully decoded the multicast messages is selected to forward all its decoded messages.

We have the following observation for the existing studies on opportunistic cooperative NOMA [20]-[26]: With the existing approaches on opportunistic cooperative NOMA, user scheduling is based on the distance information [20] or instantaneous CSI [21]-[26], resulting in a system that favors the users with certain geographic locations/channel conditions. In other words, unfair channel access is provided to the users.

Motivated by this observation, this paper focuses on the design of dynamic direct/cooperative NOMA strategy with novel user scheduling for enhancing fairness and reliability simultaneously. To the best of authors' knowledge, such an issue remains uninvestigated to date. In particular, the main contributions of this paper can be summarized as follows.

- We design a novel opportunistic adaptive NOMA (OANOMA) strategy for a downlink NOMA system, where the base station (BS) serves an NU-FU pair opportunistically scheduled from $M$ NUs and $K$ FUs. According to the channel conditions of the scheduled NU-FU pair, the downlink transmission adaptively operates in either the direct NOMA mode or the cooperative NOMA mode, where the power control is employed in each mode to minimize the transmit power consumption.
- To guarantee the reliability of OA-NOMA strategy, we first design a scheduling candidates acquisition (SCA)


Fig. 1. System model under investigation.
method to find out the candidate NU-FU pairs for scheduling. Then, with the candidate NU-FU pairs, a probabilistic user pair scheduling (P-UPS) scheme that schedules each candidate NU-FU pair with a certain probability is then proposed to enhance the scheduling fairness of the OA-NOMA strategy.

- Our scheduling scheme can approximately achieve maxmin fairness. Further, we theoretically prove that when the system achieves max-min fairness, it also achieves proportional fairness. Thus, our scheduling scheme also approximately achieves proportional fairness.
- The reliability of the OA-NOMA strategy is evaluated in terms of outage probability and diversity order. For the outage probability, we derive an approximate expression and verify its tightness by simulations. Further, it is demonstrated that the proposed OA-NOMA strategy provides a diversity order of $M$ for the scheduled NU-FU pair, showing that the inherent diversity offered by NUs is fully exploited. Thus, our work simultaneously achieves reliability and fairness of dynamic direct/cooperative NOMA, which remains uninvestigated in the literature so far.
The rest of this paper is organized as follows. Section II describes our system model. Section III proposes the OANOMA strategy, in which the user pair scheduling is realized by the proposed SCA method and P-UPS scheme. Section IV presents the max-min fairness criterion for NU-FU pair scheduling. Section V theoretically analyzes the reliability of OA-NOMA strategy in terms of outage probability and diversity order. The simulation results are provided in Section VI, followed by Section VII concluding this paper.

Notations Explanation: The cumulative distribution function (CDF) and probability density function (PDF) of random variable (RV) $X$ are denoted as $F_{X}(\cdot)$ and $f_{X}(\cdot)$, respectively. The joint PDF of RVs $X$ and $Y$ is denoted as $f_{X, Y}(\cdot, \cdot)$. $\operatorname{Pr}\{\cdot\}$ means probability of an event $\{\cdot\}$. Boldface uppercase letters are used to represent sets, while blackboard boldface uppercase letters are used to represent events/conditions. When $\mathbf{B} \subseteq \mathbf{A}$, notation $\mathbf{A} \backslash \mathbf{B}$ means the difference of set $\mathbf{A}$ and $\mathbf{B}$, i.e., $\mathbf{A} \backslash \mathbf{B}=\{i \mid i \in \mathbf{A}, i \notin \mathbf{B}\}$.

## II. System Model

As shown in Fig. 1, we consider a downlink wireless system consisting of a BS denoted by $S$, a number $M$ of NUs denoted by $N_{m}, m \in \mathbf{M} \triangleq\{1, \ldots, M\}$ and a number $K$ of FUs
denoted by $F_{k}, k \in \mathbf{K} \triangleq\{1, \ldots, K\}$. It is assumed that the NUs are relatively close to the BS, whereas the FUs are relatively distant from the BS, as in [20]-[22]. For example, for downlink transmission from a BS to multiple users in a cell, some users are located in the cell-center area, corresponding to the NUs, while other users are located in the cell-edge area, corresponding to the FUs. Prior to each downlink transmission, user pair scheduling is carried out to pair an NU and an FU dynamically scheduled from $M$ NUs and $K$ FUs, respectively. For notational convenience, an NU-FU pair consisting of NU $N_{m}$ and FU $F_{k}$ is denoted by $\left[N_{m}, F_{k}\right]$. Then, downlink NOMA transmission is performed to serve the scheduled NUFU pair with predetermined target rates for both users ${ }^{1}$. More specifically, the target rates for the scheduled NU and the scheduled FU are denoted by $r_{N}$ and $r_{F}$, respectively. The transmit power control is employed to guarantee the reliability of scheduled NU-FU pair with minimized power consumption.

In the considered system, each of the stations has only one antenna, working in a half-duplex mode. The channel coefficients of links $S-N_{m}, S-F_{k}$ and $N_{m}-F_{k}$ are denoted by $g_{S, m}, g_{S, k}$ and $g_{m, k}$, respectively. Channels over all the links experience independent but non-identically distributed Rayleigh block-fading. Thus, channel gains $\left|g_{S, m}\right|^{2},\left|g_{S, k}\right|^{2}$ and $\left|g_{m, k}\right|^{2}$ follow exponential distribution with mean values $G_{S, m}, G_{S, k}$ and $G_{m, k}$, respectively, and remain unchanged within each transmission block (but may vary independently over different transmission blocks). Channel reciprocity is also assumed for our considered system. The maximal transmit power of the BS is denoted by $P_{S}$, while the maximal transmit power of each NU is denoted by $P_{N}$. The noise is modeled as additive white Gaussian noise (AWGN) at each receiver with an identical variance $\sigma^{2}$. The transmit signal-to-noise ratio ( SNR ) of the system is defined as $\rho=P_{S} / \sigma^{2}$.

## III. Proposed Opportunistic Adaptive NOMA Strategy



Fig. 2. The structure of a transmission block of OA-NOMA strategy.
This section proposes a novel downlink NOMA transmission strategy for the considered system. In this strategy, each transmission block is partitioned into two portions: the candidates acquisition portion with a duration $t$ and the adaptive

[^1]transmission portion with a duration $T$, as shown in Fig. 2. During the candidates acquisition portion, an SCA method is employed to acquire the necessary instantaneous CSI, with which the power allocation (PA) coefficients of each NU-FU pair are determined for transmit power minimization. Then, with the obtained instantaneous CSI and PA coefficients, the BS can find out the candidate NU-FU pairs for scheduling. Finally, among all candidate NU-FU pairs, a P-UPS scheme is performed to schedule one of them at the end of the candidates acquisition portion. During the adaptive transmission portion, the downlink transmission to the scheduled NU-FU pair adaptively operates in either the direct NOMA mode or the cooperative NOMA mode. In particular, considering that NU-FU pair $\left[N_{m}, F_{k}\right]$ is scheduled, the purpose of the two transmission modes can be briefly described as follows.

- Direct NOMA mode: When the direct link to FU $F_{k}$ is in a good channel condition, i.e., $\rho\left|g_{S, k}\right|^{2}$ is no less than a predetermined threshold $\Xi$, the BS directly serves both NU $N_{m}$ and FU $F_{k}$ by using NOMA, in order to avoid unnecessary cooperation;
- Cooperative NOMA mode: When the direct link to FU $F_{k}$ is in a bad channel condition, i.e., $\rho\left|g_{S, k}\right|^{2}$ is less than $\Xi$, the BS sends to $\mathrm{NU} N_{m}$ the messages intended by both NU $N_{m}$ and FU $F_{k}$, and then, recruits NU $N_{m}$ as a relay to forward message intended by $\mathrm{FU} F_{k}$, in order to improve the reception quality of $\mathrm{FU} F_{k}$.

To sum up, in the adaptive transmission portion of each transmission block, the BS opportunistically serves an NUFU pair scheduled from NUs and FUs, and the transmission to the scheduled NU-FU pair adaptively switches between the direct NOMA mode and the cooperative NOMA mode. Thus, the proposed strategy is termed as OA-NOMA strategy. In the following, for a better understanding of the OA-NOMA strategy, we first detail the two NOMA transmission modes of the adaptive transmission portion, and then present the SCA method and the P-UPS scheme for the candidates acquisition portion.

## A. Adaptive Transmission Portion

This subsection presents the transmission procedure, the power control approach and the reliability condition for both the direct NOMA mode and the cooperative NOMA mode. For the clarity of presentation, we assume that NU-FU pair [ $N_{m}, F_{k}$ ] is scheduled in the candidates acquisition portion. The desired messages of NU $N_{m}$ and FU $F_{k}$ are denoted by $x_{N}$ and $x_{F}$, respectively.

1) Direct NOMA Mode: When $\rho\left|g_{S, k}\right|^{2} \geq \Xi$, i.e., the direct link to $F_{k}$ is in a relatively good condition, the downlink transmission to NU-FU pair $\left[N_{m}, F_{k}\right]$ operates in the direct NOMA mode. In this mode, the BS sends superimposed signals $\sqrt{P_{S} \alpha_{N}} x_{N}+\sqrt{P_{S} \alpha_{F}} x_{F}$ to both scheduled users, where $\alpha_{N}$ and $\alpha_{F}$ are the PA coefficients of messages $x_{N}$ and $x_{F}$, respectively. Since the power control is employed, the BS may not need to fully use its available transmit power,
indicating that $\alpha_{N}+\alpha_{F} \leq 1 .^{2}$ Once the superimposed signals are received, FU $F_{k}$ tries to decode its desired message $x_{F}$ with the signal-to-interference-plus-noise ratio (SINR) given by

$$
\begin{equation*}
\gamma_{S \rightarrow F_{k}, x_{F}}^{\operatorname{dir}}=\frac{\alpha_{F} \rho\left|g_{S, k}\right|^{2}}{\alpha_{N} \rho\left|g_{S, k}\right|^{2}+1} \tag{1}
\end{equation*}
$$

where the superscript "dir" indicates the direct NOMA mode. Meanwhile, NU $N_{m}$ sequentially detects messages $x_{F}$ and $x_{N}$ from its received signals. First, NU $N_{m}$ attempts to decode message $x_{F}$ with an SINR shown as

$$
\begin{equation*}
\gamma_{S \rightarrow N_{m}, x_{F}}^{\operatorname{dir}}=\frac{\alpha_{F} \rho\left|g_{S, m}\right|^{2}}{\alpha_{N} \rho\left|g_{S, m}\right|^{2}+1} \tag{2}
\end{equation*}
$$

If message $x_{F}$ has been correctly decoded, $\mathrm{NU} N_{m}$ removes this message by using SIC and then tries to decode message $x_{N}$ with an SNR given by

$$
\begin{equation*}
\gamma_{S \rightarrow N_{m}, x_{N}}^{\operatorname{dir}}=\alpha_{N} \rho\left|g_{S, m}\right|^{2} \tag{3}
\end{equation*}
$$

Next, we present the power control approach that aims at guaranteeing the reliability of the scheduled NU-FU pair with minimized power consumption. Since target rates of messages $x_{N}$ and $x_{F}$ are $r_{N}$ and $r_{F}$, respectively, NU-FU pair [ $N_{m}, F_{k}$ ] can be reliably served in the direct NOMA mode if the following inequalities hold simultaneously

$$
\left\{\begin{array}{l}
\min \left\{\log \left(1+\gamma_{S \rightarrow F_{k}, x_{F}}^{\operatorname{dir}}\right), \log \left(1+\gamma_{S \rightarrow N_{m}, x_{F}}^{\operatorname{dir}}\right)\right\} \geq r_{F}  \tag{4}\\
\log \left(1+\gamma_{S \rightarrow N_{m}, x_{N}}^{\operatorname{dir}}\right) \geq r_{N}
\end{array}\right.
$$

Here, the first inequality means that message $x_{F}$ is correctly decoded by both users, while the second inequality means that message $x_{N}$ is correctly decoded by NU $N_{m}$. Using (1), (2) and (3) and with some algebraic manipulations, the inequalities in (4) can be rewritten as

$$
\left\{\begin{array}{l}
\alpha_{F} \geq \tau_{F}\left(\alpha_{N}+\frac{1}{\min \left\{\rho\left|g_{S, m}\right|^{2}, \rho\left|g_{S, k}\right|^{2}\right\}}\right)  \tag{5}\\
\alpha_{N} \geq \frac{\tau_{N}}{\rho\left|g_{S, m}\right|^{2}}
\end{array}\right.
$$

where $\tau_{N} \triangleq 2^{r_{N}}-1$ and $\tau_{F} \triangleq 2^{r_{F}}-1$. Apparently, the minimal value for $\alpha_{N}$ that ensures successful detection of $x_{N}$ is given by

$$
\begin{equation*}
\alpha_{N}=\varphi_{m} \triangleq \frac{\tau_{N}}{\rho\left|g_{S, m}\right|^{2}} \tag{6}
\end{equation*}
$$

Applying (6) into the first inequality of (5), the minimal value for $\alpha_{F}$ that ensures successful detection of $x_{F}$ is obtained as

$$
\begin{equation*}
\alpha_{F}=\xi_{m, k} \triangleq \frac{\tau_{F}}{\min \left\{\rho\left|g_{S, k}\right|^{2}, \rho\left|g_{S, m}\right|^{2}\right\}}+\frac{\tau_{F} \tau_{N}}{\rho\left|g_{S, m}\right|^{2}} \tag{7}
\end{equation*}
$$

Moreover, since the PA coefficients should satisfy $\alpha_{N}+\alpha_{F} \leq$ 1 , the minimized PA coefficients in (6) and (7) are feasible

[^2]only when $\varphi_{m}+\xi_{m, k} \leq 1$ holds. Therefore, in the direct NOMA mode, when $\varphi_{m}+\xi_{m, k} \leq 1$ holds, the BS should employ (6) and (7) to minimize the power consumption with guaranteeing the reliability requirement of NU-FU pair [ $N_{m}, F_{k}$ ]. Otherwise, when $\varphi_{m}+\xi_{m, k}>1$, no feasible PA is available to guarantee the reliability requirement of NU-FU pair $\left[N_{m}, F_{k}\right]$.

Recall that when $\rho\left|g_{S, k}\right|^{2} \geq \Xi$, the downlink transmission to NU-FU pair $\left[N_{m}, F_{k}\right.$ ] operates in the direct NOMA mode. Therefore, when NU-FU pair $\left[N_{m}, F_{k}\right]$ is scheduled, the reliability condition of the direct NOMA mode, denoted by $\mathbb{R}_{m, k}^{\text {dir }}$, can be expressed as

$$
\begin{equation*}
\mathbb{R}_{m, k}^{\mathrm{dir}} \triangleq\left\{\rho\left|g_{S, k}\right|^{2} \geq \Xi, \varphi_{m}+\xi_{m, k} \leq 1\right\} \tag{8}
\end{equation*}
$$

2) Cooperative NOMA Mode: When $\rho\left|g_{S, k}\right|^{2}<\Xi$, i.e., the direct link to $F_{k}$ is in a relatively bad channel condition, the downlink transmission to NU-FU pair $\left[N_{m}, F_{k}\right]$ operates in the cooperative NOMA mode. In this mode, the adaptive transmission portion is divided into two phases, each with duration $T / 2$. During the first phase, the BS sends superimposed signals $\sqrt{P_{S} \beta_{N}} x_{N}+\sqrt{P_{S} \beta_{F}} x_{F}$ to NU $N_{m}$, where $\beta_{N}$ and $\beta_{F}$ represent the PA coefficient of messages $x_{N}$ and $x_{F}$, respectively. Similar to the direct NOMA mode, as the transmit power control is employed, the BS may not fully utilize its transmit power, meaning that PA coefficients $\beta_{N}$ and $\beta_{F}$ satisfy $\beta_{N}+\beta_{F} \leq 1$. After receiving the superimposed signals, NU $N_{m}$ attempts to successively decode both messages by using SIC. First, NU $N_{m}$ tries to decode message $x_{F}$ with an SINR given by

$$
\begin{equation*}
\gamma_{S \rightarrow N_{m}, x_{F}}^{\mathrm{coop}}=\frac{\beta_{F} \rho\left|g_{S, m}\right|^{2}}{\beta_{N} \rho\left|g_{S, m}\right|^{2}+1} \tag{9}
\end{equation*}
$$

where superscript "coop" represents cooperative NOMA mode. If message $x_{F}$ has been correctly decoded, NU $N_{m}$ performs SIC and tries to decode message $x_{N}$ with an SNR:

$$
\begin{equation*}
\gamma_{S \rightarrow N_{m}, x_{N}}^{\text {coop }}=\beta_{N} \rho\left|g_{S, m}\right|^{2} \tag{10}
\end{equation*}
$$

If NU $N_{m}$ has successfully decoded $x_{F}$, it re-encodes and forwards ${ }^{3}$ message $x_{F}$ to $\mathrm{FU} F_{k}$ by sending a signal $\sqrt{\theta_{F} P_{N}} x_{F}$, where $\theta_{F}$ is the PA coefficient for the forwarded message $x_{F}$. Since the power control is employed, the scheduled NU may partially use its transmit power, implying that $\theta_{F} \leq 1$ holds. Defining $\mu \triangleq P_{N} / P_{S}$, the received SNR for FU $F_{k}$ to decode message $x_{F}$ is given by ${ }^{4}$

$$
\begin{equation*}
\gamma_{N_{m} \rightarrow F_{k}, x_{F}}^{\mathrm{coop}}=\theta_{F} \mu \rho\left|g_{m, k}\right|^{2} \tag{11}
\end{equation*}
$$

[^3]To guarantee the reliability of scheduled NU-FU pair with minimized power consumption, the power control approach for the cooperative NOMA mode is presented as follows. First, with target rates $r_{N}$ and $r_{F}$, guaranteeing the reliability of NU-FU pair $\left[N_{m}, F_{k}\right]$ requires that the following inequalities hold simultaneously

$$
\left\{\begin{array}{l}
\frac{1}{2} \log \left(1+\gamma_{S \rightarrow N_{m}, x_{F}}^{\mathrm{coop}}\right) \geq r_{F}  \tag{12}\\
\frac{1}{2} \log \left(1+\gamma_{N_{m} \rightarrow F_{k}, x_{F}}^{\mathrm{coop}}\right) \geq r_{F} \\
\frac{1}{2} \log \left(1+\gamma_{S \rightarrow N_{m}, x_{N}}\right) \geq r_{N}
\end{array}\right.
$$

where the first two inequalities represent that message $x_{F}$ can be successfully decoded by the scheduled NU and the scheduled FU, respectively, and the third inequality represents that message $x_{N}$ can be successfully decoded by the scheduled NU. Using (9), (10) and (11) with some algebraic manipulations, the inequalities in (12) can be re-expressed as

$$
\left\{\begin{array}{l}
\beta_{F} \geq \lambda_{F}\left(\beta_{N}+\frac{1}{\rho\left|g_{S, m}\right|^{2}}\right)  \tag{13}\\
\theta_{F} \geq \frac{\lambda_{F}}{\mu \rho\left|g_{m, k}\right|^{2}} \\
\beta_{N} \geq \frac{\lambda_{N}}{\rho\left|g_{S, m}\right|^{2}}
\end{array}\right.
$$

where $\lambda_{N} \triangleq 2^{2 r_{N}}-1$ and $\lambda_{F} \triangleq 2^{2 r_{F}}-1$. As known from the second and third inequalities of (13), the minimal values for $\theta_{F}$ and $\beta_{N}$ are given by

$$
\begin{gather*}
\theta_{F}=\omega_{m, k} \triangleq \frac{\lambda_{F}}{\mu \rho\left|g_{m, k}\right|^{2}}  \tag{14}\\
\beta_{N}=\psi_{m} \triangleq \frac{\lambda_{N}}{\rho\left|g_{S, m}\right|^{2}} \tag{15}
\end{gather*}
$$

Further, substituting (15) into the first inequality of (13), the minimal value for $\beta_{F}$ is obtained as

$$
\begin{equation*}
\beta_{F}=\kappa_{m} \triangleq \frac{\lambda_{F} \lambda_{N}+\lambda_{F}}{\rho\left|g_{S, m}\right|^{2}} \tag{16}
\end{equation*}
$$

Recall that the PA coefficients should satisfy $\beta_{N}+\beta_{F} \leq 1$ and $\theta_{F} \leq 1$. Thus, the minimized PA coefficients shown in (14), (15) and (16) are feasible only when $\psi_{m}+\kappa_{m} \leq 1$ and $\omega_{m, k} \leq 1$ hold simultaneously. Or in other words, when both $\psi_{m}+\kappa_{m} \leq 1$ and $\omega_{m, k} \leq 1$ hold, the minimized PA coefficients in (14), (15) and (16) can guarantee the reliability of NU-FU pair $\left[N_{m}, F_{k}\right]$ in the cooperative NOMA mode. Otherwise, when either $\psi_{m}+\kappa_{m}>1$ or $\omega_{m, k}>1$ holds, no feasible PA is available to guarantee the reliability of NU-FU pair $\left[N_{m}, F_{k}\right]$ in the cooperative NOMA mode.

Recall that when $\rho\left|g_{S, k}\right|^{2}<\Xi$, the downlink transmission to NU-FU pair $\left[N_{m}, F_{k}\right.$ ] operates in the cooperative NOMA mode. Therefore, when NU-FU pair $\left[N_{m}, F_{k}\right]$ is scheduled, the reliability condition of the cooperative NOMA mode, denoted by $\mathbb{R}_{m, k}^{\text {coop }}$, can be derived as follows

$$
\begin{equation*}
\mathbb{R}_{m, k}^{\mathrm{coop}} \triangleq\left\{\rho\left|g_{S, k}\right|^{2}<\Xi, \psi_{m}+\kappa_{m} \leq 1, \omega_{m, k} \leq 1\right\} \tag{17}
\end{equation*}
$$

## B. Candidates Acquisition Portion

This subsection presents the detailed procedure of the SCA method, and then, proposes the P-UPS scheme for NU-FU pair

```
Algorithm 1 Scheduling Candidates Acquisition Method
    Step 1 In mini-slot \(k(k \in \mathbf{K})\), FU \(F_{k}\) broadcasts a flag to
            the BS and all NUs. By reception of this flag, the
            BS estimates channel gain \(\left|g_{S, k}\right|^{2}\), while NU \(N_{m}\)
            \((m \in \mathbf{M})\) estimates channel gain \(\left|g_{m, k}\right|^{2}\).
```

Step 2 At the end of mini-slot $K$, each NU, say $N_{m}$, computes the values of $\omega_{m, k}$ for $k \in \mathbf{K}$ by applying channel gain $\left|g_{m, k}\right|^{2}$ into (14). Then, NU $N_{m}$ generates $K$ bits feedback information, where the $k$ th bit is 1 if $\omega_{m, k} \leq 1$ holds, or 0 otherwise.
Step 3 In mini-slot $K+m(m \in \mathbf{M})$, NU $N_{m}$ sends its feedback information to the BS. Upon receiving this feedback information, the BS measures the reception to estimate channel gain $\left|g_{S, m}\right|^{2}$. Then, by further decoding this information, the BS can know whether $\omega_{m, k} \leq 1$ holds for $k \in \mathbf{K}$.
Step 4 At the end of mini-slot $K+M$, the BS has known channel gains $\left|g_{S, k}\right|^{2}$ for $k \in \mathbf{K}$ (from Step 1) and $\left|g_{S, m}\right|^{2}$ for $m \in \mathbf{M}$ (from Step 3). Applying these channel gains into (6), (7), (15) and (16), the BS computes the values of $\varphi_{m}, \xi_{m, k}, \psi_{m}$ and $\kappa_{m}$ for $m \in \mathbf{M}$ and $k \in \mathbf{K}$. Then, combining these values with the decoded feedback information from each NU, the BS further obtains $\mathbf{P}$ by using (18).
scheduling.

1) SCA Method: Recall that the downlink transmission intends to serve the scheduled NU-FU pair with predetermined target rates $r_{N}$ and $r_{F}$. Thus, to guarantee the reliability, an NU-FU pair is eligible for being scheduled only when both users can be reliably served in either the direct NOMA mode or the cooperative NOMA mode, referred to as a candidate $N U-F U$ pair. Based on reliability conditions in (8) and (17), the indices set of candidate NU-FU pairs can be expressed as

$$
\begin{align*}
\mathbf{P} \triangleq & \left\{[m, k] \mid \mathbb{R}_{m, k}^{\text {dir }} \cup \mathbb{R}_{m, k}^{\mathrm{coop}}, m \in \mathbf{M}, k \in \mathbf{K}\right\}  \tag{18}\\
= & \left\{[m, k] \mid\left\{\rho\left|g_{S, k}\right|^{2} \geq \Xi, \varphi_{m}+\xi_{m, k} \leq 1\right\} \cup\right. \\
& \left\{\rho\left|g_{S, k}\right|^{2}<\Xi, \psi_{m}+\kappa_{m} \leq 1, \omega_{m, k} \leq 1\right\} \\
& m \in \mathbf{M}, k \in \mathbf{K}\}
\end{align*}
$$

To find out all candidate NU-FU pairs for scheduling, the BS should acquire the information of set $\mathbf{P}$ during the candidate acquisition portion, which can be realized by the SCA method shown in Algorithm 1. In the SCA method, the candidate acquisition portion is divided into $(K+M)$ mini-slots ${ }^{5}$, where

[^4]the duration of each mini-slot is $t /(K+M)$. Since very limited information is exchanged in every mini-slot, strong channel coding can be used to improve the robustness of information exchange. Thus, it is reasonable to assume that the information exchange is error-free in the SCA method.

Note that with the SCA method, the BS can determine the PA coefficients $\alpha_{F}=\xi_{m, k}, \alpha_{N}=\varphi_{m}, \beta_{N}=\psi_{m}$ and $\beta_{F}=\kappa_{m}$ (in Step 4) for $m \in \mathbf{M}$ and $k \in \mathbf{K}$, while each NU $N_{m}(m \in \mathbf{M})$ can determine the PA coefficients $\theta_{F}=\omega_{m, k}$ for $k \in \mathbf{K}$ (in Step 2). Therefore, the power control can be realized for any candidate NU-FU pair. Moreover, as the BS acquires channel gains $\left|g_{S, k}\right|^{2}, k \in \mathbf{K}$ in Step 1, it can adaptively determine the NOMA transmission mode (direct or cooperative) for the scheduled NU-FU pair during the adaptive transmission portion.

Computational complexity and communication overhead: As shown in Algorithm 1, each NU $N_{m}(m \in \mathbf{M})$ needs to calculate the value of $\omega_{m, k}$ for $k \in \mathbf{K}$ in Step 2, while the BS needs to calculate the values of $\varphi_{m}, \xi_{m, k}, \psi_{m}$ and $\kappa_{m}$ for $m \in \mathbf{M}$ and $k \in \mathbf{K}$ in Step 4. Therefore, the overall computational complexity is $\mathcal{O}(M K)$. On the other hand, each FU needs to broadcast a flag in Step 1, while each NU sends its feedback information only once in Step 3, indicating that the overall communication overhead is $K+M$.
2) $P$-UPS Scheme: At the end of the candidates acquisition portion, the user pair scheduling is performed among all candidate NU-FU pairs. In the following, we will propose a P-UPS scheme for condition $\{\mathbf{P} \neq \emptyset\}$, aiming at improving the scheduling fairness.

When $\{\mathbf{P} \neq \emptyset\}$ happens, the BS assigns a scheduling probability for each candidate NU-FU pair. More specifically, by introducing a fairness exponent $\eta(>1)$, the scheduling probability for candidate $\mathrm{NU}-\mathrm{FU}\left[N_{m}, F_{k}\right]$ is defined as

$$
\begin{equation*}
S P_{m, k}(\mathbf{P}) \triangleq \frac{C P_{m, k}^{-\eta}}{\sum_{[i, j] \in \mathbf{P}} C P_{i, j}^{-\eta}}, \forall[m, k] \in \mathbf{P} \tag{19}
\end{equation*}
$$

with $C P_{m, k} \triangleq \operatorname{Pr}\left\{\mathbb{R}_{m, k}^{\text {dir }} \cup \mathbb{R}_{m, k}^{\text {coop }}\right\}$. Here, $C P_{m, k}$ represents the probability that $\left[N_{m}, F_{k}\right]$ becomes a candidate NU-FU pair in a long term, called candidate probability of NU-FU pair [ $N_{m}, F_{k}$ ]. Further, since the global statistical CSI is available at the BS, the candidate probabilities of all NU-FU pairs can be numerically computed by the BS by using the derivations in Appendix A. Then, with the assigned scheduling probability of each candidate NU-FU pair, the BS probabilistically schedules one of candidate NU-FU pairs such that candidate NU-FU pair $\left\{N_{m}, F_{k}\right\}$ is scheduled with probability $S P_{m, k}(\mathbf{P})$, for $[m, k] \in \mathbf{P}$.

The rationale of the above P-UPS scheme is as follows. As observed from (19), the scheduling probability of an NU-FU pair is monotonically decreasing with its candidate probability. Thus, in a certain transmission block, a candidate NU-FU pair is scheduled with a low probability if it has a high chance to become a candidate for scheduling in a long term, and vice versa. Therefore, the proposed P-UPS scheme can improve the long-term scheduling fairness among all NU-FU pairs.

Additionally, if no candidate NU-FU user pair exists, i.e., $\{\mathbf{P}=\emptyset\}$ happens, no NU-FU pair can be reliably served
in either the direct NOMA mode or the cooperative NOMA mode. In this condition, the user pair scheduling will be cancelled, and then, an outage will be declared ${ }^{6}$.

## IV. MaX-Min Fairness Criterion

This section investigates the scheduling fairness of proposed OA-NOMA strategy from the perspective of successful serving probability (SSP) of each NU-FU pair. Here, the SSP of NU-FU pair $\left[N_{m}, F_{k}\right]$ refers to the probability that NU-FU pair $\left[N_{m}, F_{k}\right]$ is successfully served, denoted by $S S P_{m, k}$. Note that the sum SSP of all NU-FU pairs should satisfy $\sum_{m=1}^{M} \sum_{k=1}^{K} S S P_{m, k}=1-P_{\text {out }}$, where $P_{\text {out }}=\operatorname{Pr}\{\mathbf{P}=\emptyset\}$ represents the outage probability of OA-NOMA strategy and will be theoretically evaluated in Section V-A. Further, recall that with the P-UPS scheme, an NU-FU pair has chance to be successfully served only when this NU-FU pair is a candidate NU-FU pair in the current transmission block. Thus, the SSP of NU-FU pair $\left[N_{m}, F_{k}\right]$ is bounded by its candidate probability, i.e., $S S P_{m, k} \leq C P_{m, k}$.

According to the definition of max-min fairness [31], [32], the max-min fairness for NU-FU pair scheduling in terms of SSP can be defined as follows: Let us treat $1-P_{\text {out }}$ as the resource and treat the SSPs of NU-FU pairs as a feasible allocation of $1-P_{\text {out }}$ among all NU-FU pairs. The SSPs of NU-FU pairs are max-min fair, if and only if for every NU-FU pair $\left[N_{i}, F_{j}\right], S S P_{i, j}$ can only be increased (while remaining $S S P_{i, j} \leq C P_{i, j}$ ) at the expense of decreasing $S S P_{i^{\prime}, j^{\prime}}\left(\leq S S P_{i, j},\left[i^{\prime} j^{\prime}\right] \neq[i, j]\right)$.

Theorem 1 (Max-min fairness criterion): When the SSPs of NU-FU pairs are max-min fair, the SSP of NU-FU pair $\left[N_{m}, F_{k}\right]$ can be expressed as $S S P_{m, k}^{\max -m i n}=\min \left\{\zeta, C P_{m, k}\right\}$ for $m \in \mathbf{M}$ and $k \in \mathbf{K}$, where $\zeta$ is a positive constant satisfying $\sum_{m=1}^{M} \sum_{k=1}^{K} \min \left\{\zeta, C P_{m, k}\right\}=1-P_{\text {out }}$.

Proof: We use the proof by contradiction. Consider a feasible allocation with $S S P_{m, k}^{\max -m i n}=\min \left\{\zeta, C P_{m, k}\right\}$, for $m \in \mathbf{M}, k \in \mathbf{K}$. Assume this allocation is not maxmin fair. Then there exist $[i, j]$ and $\left[i^{\prime}, j^{\prime}\right]\left([i, j] \neq\left[i^{\prime}, j^{\prime}\right]\right)$ such that $S S P_{i, j}^{\text {max-min }}$ can be increased to $S S P_{i, j}^{\max -m i n}+$ $\delta_{1}$ (while keeping $S S P_{i, j}^{\max -m i n}+\delta_{1} \leq C P_{i, j}$ ) at the expense of decreasing $S S P_{i^{\prime}, j^{\prime}}^{\max -m i n}$ to $S S P_{i^{\prime}, j^{\prime}}^{\max -m i n}-\delta_{2}$, where $S S P_{i^{\prime}, j^{\prime}}^{\max -\min }>S S P_{i, j}^{\max -m i n}$ holds, $\delta_{1}$ and $\delta_{2}$ are sufficiently small positive constants. Since $S S P_{i, j}^{\max -m i n}=\min \left\{\zeta, C P_{i, j}\right\}$ and $S S P_{i, j}^{\max -m i n}+\delta_{1} \leq C P_{i, j}$, it is obtained $S S P_{i, j}^{\max -\min }=\zeta$. Further, as $S S P_{i^{\prime}, j^{\prime}}^{\text {max-min }}=\min \left\{\zeta, C P_{i^{\prime}, j^{\prime}}\right\}$ holds, we know $S S P_{i^{\prime}, j^{\prime}}^{\max -m i n} \leq \zeta=S S P_{i, j}^{\max -m i n}$. This contradicts the fact $S S P_{i^{\prime}, j^{\prime}}^{\text {max min }}>S S P_{i, j}^{\text {max-min }}$. This completes the proof.

It can be observed that the value of $\sum_{m=1}^{M} \sum_{k=1}^{K}$ min $\left\{\zeta, C P_{m, k}\right\}$ is monotonically non-decreasing with $\zeta$. Thus, based on the fact $\sum_{m=1}^{M} \sum_{k=1}^{K} \min \left\{\zeta, C P_{m, k}\right\}=1-P_{\text {out }}$, the value of $\zeta$ can be determined by a bisection search, with which the max-min fair SSP of each NU-FU pair is obtained. Moreover, the max-min fairness criterion given in Theorem 1

[^5]will be used as a benchmark for numerically evaluating the scheduling fairness in Section VI.

On the other hand, the proportional fairness is another widely adopted fairness metric for user scheduling. Differing from the max-min fairness that purely focuses on fairness, the proportional fairness can achieve a good tradeoff between the performance and fairness. Fortunately, as demonstrated in [33], the max-min fairness may become proportional fairness under certain conditions. In particular, for the considered NOMA system that uses SSP to evaluate the scheduling fairness, the developed max-min fairness criterion is equivalent to the proportional fairness criterion, as shown in the following Lemma.

Lemma 1: For the considered system, the max-min fair SSPs shown in Theorem 1 are also proportionally fair.

Proof: Please refer to Appendix B.

## V. Performance Analysis

In this section, the reliability of the proposed OA-NOMA strategy is theoretically evaluated in terms of outage probability and diversity order.

## A. Outage Probability

Recall that an outage is declared when no candidate NU-FU pair exists, i.e., $\mathbf{P}=\emptyset$. To proceed the analysis, we introduce an indices set $\mathbf{F}_{\Xi} \triangleq\left\{\left.k|\rho| g_{S, k}\right|^{2} \geq \Xi, k \in \mathbf{K}\right\}$, which is the set of FUs with relatively good channel conditions from the BS. Thus, based on Total Probability Theorem, the outage probability can be expressed as

$$
\begin{aligned}
& P_{\text {out }}=\operatorname{Pr}\{\mathbf{P}=\emptyset\}=\underbrace{\operatorname{Pr}\left\{\bigcap_{k=1}^{K} \mathbb{E}_{1, k}, \mathbf{F}_{\Xi}=\emptyset\right\}}_{\triangleq_{P_{\text {out }}(\emptyset)}} \\
& +\sum_{i=1}^{K} \sum_{\mathbf{A}_{i} \subseteq \mathbf{K},\left|\mathbf{A}_{i}\right|=i} \operatorname{Pr} \underbrace{}_{\triangleq P_{\text {out }}\left(\mathbf{A}_{i}\right)} \quad \bigcap_{k \in \mathbf{K} \backslash \mathbf{A}_{i}} \mathbb{E}_{1, k}, \bigcap_{k \in \mathbf{A}_{i}} \mathbb{E}_{2, k}, \mathbf{F}_{\Xi}=\mathbf{A}_{i}\}
\end{aligned}
$$

with $\mathbb{E}_{1, k}$ and $\mathbb{E}_{2, k}$ defined as

$$
\begin{aligned}
\mathbb{E}_{1, k} & \triangleq\left\{\bigcap_{m=1}^{M}\left[\left(\psi_{m}+\kappa_{m}>1\right) \cup\left(\omega_{m, k}>1\right)\right]\right\} \\
& \stackrel{(\mathrm{i})}{=}\left\{\bigcap_{m=1}^{M}\left[\left(\frac{\Lambda}{\rho\left|g_{S, m}\right|^{2}}>1\right) \cup\left(\frac{\lambda_{F}}{\mu \rho\left|g_{m, k}\right|^{2}}>1\right)\right]\right\} \\
\mathbb{E}_{2, k} & \triangleq \\
& \stackrel{\left.\bigcap_{m=1}^{M} \varphi_{m}+\xi_{m, k}>1\right\}}{=}\left\{\bigcap_{m=1}^{M} \max \left\{\frac{\Upsilon}{\rho\left|g_{S, m}\right|^{2}}, \frac{\tau}{\rho\left|g_{S, m}\right|^{2}}+\frac{\tau_{F}}{\rho\left|g_{S, k}\right|^{2}}\right\}>1\right\}
\end{aligned}
$$

where $\mathbf{A}_{i}$ represents a subset of $\mathbf{K}$ with cardinality $\left|\mathbf{A}_{i}\right|=i$, terms $\Lambda, \Upsilon$ and $\tau$ have been defined in Appendix A. Note that step (i) uses (14), (15) and (16), while step (ii) uses (6) and (7).

In the outage probability expression in (20), the term $P_{\text {out }}(\emptyset)$ refers to the case when all FUs have relatively bad channel conditions from the BS , and $\mathbb{E}_{1, k}$ means that $\mathrm{FU} F_{k}$ (which has a relatively bad channel condition) cannot form a candidate NU-FU pair with any NU by using the cooperative NOMA mode. The term $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ refers to the case when FUs in set $\mathbf{A}_{i}$ have relatively good channel conditions from the BS, and other FUs have relatively bad channel conditions. $\mathbb{E}_{2, k}$ means that $\mathrm{FU} F_{k}$ (which has a relatively good channel condition) cannot form a candidate NU-FU pair with any NU by using the direct NOMA mode.

Lemma 2: A closed-form expression for $P_{\text {out }}(\emptyset)$ is given by

$$
\begin{align*}
P_{\text {out }}(\emptyset)= & \prod_{m=1}^{M}\left[\left(1-e^{-\frac{\Lambda}{\rho G_{S, m}}}\right)+e^{-\frac{\Lambda}{\rho G_{S, m}}}\right.  \tag{23}\\
& \left.\times \prod_{k=1}^{K}\left(1-e^{-\frac{\lambda_{F}}{\rho G_{m, k}}}\right)\right] \prod_{k=1}^{K}\left(1-e^{-\frac{\Xi}{\rho G_{S, k}}}\right),
\end{align*}
$$

while $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ can be expressed as

$$
\begin{align*}
& P_{\text {out }}\left(\mathbf{A}_{i}\right)  \tag{24}\\
= & \Phi_{1}+\sum_{j=1}^{M} \sum_{\mathbf{B}_{j} \subseteq \mathbf{M},\left|\mathbf{B}_{j}\right|=j} \sum_{l=0}^{j} \sum_{\mathbf{C}_{l} \subseteq \mathbf{B}_{j},\left|\mathbf{C}_{l}\right|=l} \Phi_{2}\left(\Phi_{3}-\Phi_{4} \cdot \chi\right),
\end{align*}
$$

with $\Phi_{1}, \Phi_{2}, \Phi_{3}, \Phi_{4}$ and $\chi^{7}$ being given by

$$
\begin{align*}
& \Phi_{1}=e^{-\sum_{k \in \mathbf{A}_{i}} \frac{\Xi}{\rho G_{S, k}}} \prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left(1-e^{-\frac{\Xi}{\rho G_{S, k}}}\right) \\
& \times \prod_{m=1}^{M}\left(1-e^{-\frac{\Upsilon}{\rho G_{S, m}}}\right),  \tag{25}\\
& \Phi_{2}=\prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left[\prod_{m \in \mathbf{C}_{l}}\left(1-e^{-\frac{\lambda_{F}}{\mu \rho G_{m, k}}}\right)\right],  \tag{26}\\
& \Phi_{3}=e^{-\sum_{k \in \mathbf{A}_{i}} \frac{\Xi}{\rho G_{S, k}}-\sum_{m \in \mathbf{C}_{l}} \frac{\Lambda}{\rho G_{S, m}}} \prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left(1-e^{-\frac{\Xi}{\rho G_{S, k}}}\right) \\
& \times\left[\prod_{m \in \mathbf{B}_{j} \backslash \mathbf{C}_{l}}\left(e^{-\frac{\Upsilon}{\rho G_{S, m}}}-e^{-\frac{\Lambda}{\rho G_{S, m}}}\right)\right. \\
& \left.\times \prod_{m \in \mathbf{M} \backslash \mathbf{B}_{j}}\left(1-e^{-\frac{\Upsilon}{\rho G_{S, m}}}\right)\right] \text {, }  \tag{27}\\
& \Phi_{4}=\prod_{m \in \mathbf{M} \backslash \mathbf{B}_{j}}\left(1-e^{-\frac{\Upsilon}{\rho G_{S, m}}}\right) \prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left(1-e^{-\frac{\Xi}{\rho G_{S, k}}}\right),  \tag{28}\\
& \chi \triangleq \operatorname{Pr}\left\{\frac{\tau}{\max _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}}+\frac{\tau_{F}}{\max _{k \in \mathbf{A}_{i}} \rho\left|g_{S, k}\right|^{2}} \leq 1,\right. \\
& \bigcap_{k \in \mathbf{A}_{i}} \rho\left|g_{S, k}\right|^{2} \geq \Xi, \bigcap_{m \in \mathbf{C}_{l}} \rho\left|g_{S, m}\right|^{2} \geq \Lambda,
\end{align*}
$$

[^6]\[

$$
\begin{equation*}
\left.\bigcap_{m \in \mathbf{B}_{j} \backslash \mathbf{C}_{l}} \Upsilon \leq \rho\left|g_{S, m}\right|^{2}<\Lambda\right\} \tag{29}
\end{equation*}
$$

\]

where $\mathbf{B}_{j}$ represents a subset of $\mathbf{M}$ with cardinality $\left|\mathbf{B}_{j}\right|=j$, and $\mathbf{C}_{l}$ represents a subset of $\mathbf{B}_{j}$ with cardinality $\left|\mathbf{C}_{l}\right|=l$.

## Proof: Please refer to Appendix C.

As seen from (29), the events inside $\operatorname{Pr}\{\cdot\}$ are highly correlated. Thus, it is very challenging to further derive $\chi$ in closed form. Alternatively, a tight approximation for $\chi$ will be provided as follows.

First, the probability denoted by $\chi$ can be re-expressed in the following lemma.

Lemma 3: Considering different combinations of $\{i, j, l\}$, the probability denoted by $\chi$ can be re-expressed in eight cases shown in (30) (at the top of the next page), with $\varrho_{j, l}$ being defined as

$$
\begin{equation*}
\varrho_{j, l} \triangleq \prod_{m \in \mathbf{B}_{j} \backslash \mathbf{C}_{l}}\left[e^{-\Upsilon /\left(\rho G_{S, m}\right)}-e^{-\Lambda /\left(\rho G_{S, m}\right)}\right] \tag{31}
\end{equation*}
$$

where RVs $X_{1}, X_{2}, Y_{1}, Y_{2}, Z_{1}$ and $Z_{2}$ are defined as

$$
\begin{cases}X_{1} \triangleq \min _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}, & X_{2} \triangleq \max _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}  \tag{32}\\ Y_{1} \triangleq \min _{k \in \mathbf{A}_{i}} \rho\left|g_{S, k}\right|^{2}, & Y_{2} \triangleq \max _{k \in \mathbf{A}_{i}} \rho\left|g_{S, k}\right|^{2} \\ Z_{1} \triangleq \min _{m \in \mathbf{C}_{l}} \rho\left|g_{S, m}\right|^{2}, & Z_{2} \triangleq \max _{m \in \mathbf{C}_{l}} \rho\left|g_{S, m}\right|^{2}\end{cases}
$$

and RVs $X_{0}, Y_{0}$, and $Z_{0}$ are defined as follows. If $j=1$, $\mathbf{B}_{j}$ only has one element, denoted by $m_{1}$, and then we define $X_{0} \triangleq \rho\left|g_{S, m_{1}}\right|^{2}$. If $i=1, \mathbf{A}_{i}$ only has one element, denoted by $k_{1}$, and then we define $Y_{0} \triangleq \rho\left|g_{S, k_{1}}\right|^{2}$. If $l=1, \mathbf{C}_{l}$ only has one element, denoted by $m_{1}^{\prime}$, and then we define $Z_{0} \triangleq$ $\rho\left|g_{S, m_{1}^{\prime}}\right|^{2}$.

## Proof: Please refer to Appendix D.

Next, we focus on deriving the PDFs involved in (30). Recall that channel gains $\left|g_{S, m}\right|^{2}$ and $\left|g_{S, k}\right|^{2}$ are exponentially distributed with mean values $G_{S, m}$ and $G_{S, k}$, respectively. Thus, we have

$$
\left\{\begin{array}{l}
f_{X_{0}}\left(x_{0}\right)=\frac{1}{\rho G_{S, m_{1}}} e^{-\frac{x_{0}}{\rho G_{S, m_{1}}}}  \tag{33}\\
f_{Y_{0}}\left(y_{0}\right)=\frac{1}{\rho G_{S, k_{1}}} e^{-\frac{y_{0}}{\rho G_{S, k_{1}}}} \\
f_{Z_{0}}\left(z_{0}\right)=\frac{1}{\rho G_{S, m_{1}^{\prime}}} e^{-\frac{z_{0}}{\rho G_{S, m_{1}^{\prime}}}}
\end{array}\right.
$$

On the other hand, for the joint PDFs $f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right), f_{Y_{1}, Y_{2}}$ $\left(y_{1}, y_{2}\right)$ and $f_{Z_{1}, Z_{2}}\left(z_{1}, z_{2}\right)$, we have the following lemma.

Lemma 4: The joint PDFs of $\left\{X_{1}, X_{2}\right\},\left\{Y_{1}, Y_{2}\right\}$ and $\left\{Z_{1}, Z_{2}\right\}$ can be expressed as follows

$$
\begin{align*}
f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)= & \sum_{m_{1}^{\star} \in \mathbf{B}_{j}} \sum_{m_{2}^{\star} \in \mathbf{B}_{j} \backslash\left\{m_{1}^{\star}\right\}} \frac{\left.e^{-\frac{1}{\rho}\left(\frac{x_{1}}{G_{S, m_{1}^{\star}}}+\frac{x_{2}}{G_{S, m_{2}^{\star}}}\right.}\right)}{\rho^{2} G_{S, m_{1}^{\star}} G_{S, m_{2}^{\star}}} \\
& \times \prod_{m \in \mathbf{B}_{j} \backslash\left\{m_{1}^{\star}, m_{2}^{\star}\right\}}\left(e^{-\frac{x_{1}}{\rho G_{S, m}}}-e^{-\frac{x_{2}}{\rho G_{S, m}}}\right), \tag{34}
\end{align*}
$$

$$
\begin{align*}
f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)= & \sum_{k_{1}^{\star} \in \mathbf{A}_{i}} \sum_{k_{2}^{\star} \in \mathbf{A}_{i} \backslash\left\{k_{1}^{\star}\right\}} \frac{e^{-\frac{1}{\rho}\left(\frac{y_{1}}{G_{S, k_{1}^{\star}}}+\frac{y_{2}}{G_{S, k_{2}^{\star}}}\right)}}{\rho^{2} G_{S, k_{1}^{\star}} G_{S, k_{2}^{\star}}} \\
& \times \prod_{k \in \mathbf{A}_{i} \backslash\left\{k_{1}^{\star}, k_{2}^{\star}\right\}}\left(e^{-\frac{y_{1}}{\rho G_{S, k}}}-e^{-\frac{y_{2}}{\rho G_{S, k}}}\right), \\
f_{Z_{1}, Z_{2}}\left(z_{1}, z_{2}\right)= & \sum_{m_{1}^{\star} \in \mathbf{C}_{l}} \sum_{m_{2}^{\star} \in \mathbf{C}_{l} \backslash\left\{m_{1}^{*}\right\}} e^{\frac{\left.e^{-\frac{1}{\rho}\left(\frac{z_{1}}{G_{S, m_{1}^{\star}}}+\frac{z_{2}}{G_{S, m_{2}^{\star}}}\right.}\right)}{\rho^{2} G_{S, m_{1}^{\star}} G_{S, m_{2}^{\star}}}} \\
& \times \prod_{m \in \mathbf{C}_{l} \backslash\left\{m_{1}^{\star}, m_{2}^{\star}\right\}}(3, \tag{36}
\end{align*}
$$

where $x_{1} \leq x_{2}, y_{1} \leq y_{2}$ and $z_{1} \leq z_{2}$ should hold for (34), (35) and (36), respectively. Note that for $x_{1}>x_{2}, y_{1}>y_{2}$ and $z_{1}>z_{2}$, we have $f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)=0, f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)=0$ and $f_{Z_{1}, Z_{2}}\left(z_{1}, z_{2}\right)=0$, respectively.

Proof: Please refer to Appendix E.
Finally, applying (33), (34), (35) and (36) into (30) and then using the mathematical derivations in Appendix F, a closedform approximation for $\chi$ can be obtained as shown in (37) (on the next page), where $Q$ is a positive integer that can be used to control the accuracy of approximation, $B_{q} \triangleq \min \{1 / \Xi$, $\left.\left(1 / \tau_{F}\right)[1-\tau(1 / \Lambda+(q / Q)[(1 / \Upsilon)-(1 / \Lambda)])]\right\}$, and $D_{q} \triangleq$ $\min \left\{1 / \Xi,\left(1 / \tau_{F}\right)[1-(q \tau / Q \Lambda)]\right\}, q \in\{0,1, \ldots, Q\}$. Note that for terms $\varrho_{j, l}, I_{1}(\cdot), J_{1, q}, I_{2}(\cdot), J_{2, q}, J_{3, q}$ and $J_{4, q}$ involved in (37), closed-form expressions have been derived in (31), (F.4), (F.5), (F.7), (F.8), (F.9) and (F.10), respectively.

Overall, substituting (37) into (24) and then combining the results with (23), an approximate expression for the outage probability can be obtained. The tightness of obtained approximate expression will be verified by simulations in Section VI.

The computation complexity of evaluating $\chi$ given in (37) is $\mathcal{O}(Q)$. Accordingly, the computational complexity for $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ in (24) is $\mathcal{O}\left(2^{2 M} Q\right)$. Thus, based on (20), the computational complexity of evaluating the outage probability is $\mathcal{O}\left(2^{2 M+K} Q\right)$.

## B. Diversity Order

We know that $e^{-x / \rho} \simeq 1-(x / \rho)$ holds for $\rho \rightarrow \infty$, where $x$ represents any positive constant [36, eq. (1.211.1)]. By using this asymptotic expression in (23) while ignoring high-order infinitesimals, we have

$$
\begin{equation*}
P_{\mathrm{out}}(\emptyset) \stackrel{\rho \rightarrow \infty}{\simeq} \frac{1}{\rho^{M+K}}\left(\prod_{m=1}^{M} \frac{\Lambda}{G_{S, m}}\right)\left(\prod_{k=1}^{K} \frac{\Xi}{G_{S, k}}\right) \tag{38}
\end{equation*}
$$

However, since no closed-form expression is available for $P_{\text {out }}\left(\mathbf{A}_{i}\right)$, its high-SNR asymptotic expression cannot be derived directly. To facilitate the analysis, we provide an asymptotic upper bound for $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ in the following lemma.

Lemma 5: When $\rho \rightarrow \infty, P_{\text {out }}\left(\mathbf{A}_{i}\right)$ is asymptotically

$$
\chi \approx \begin{cases}\frac{1}{2} \sum_{q=1}^{Q}\left[I_{1}\left(B_{q}\right)+I_{1}\left(B_{q-1}\right)\right] J_{1, q}, & l=0, i \geq 2, j \geq 2 ;  \tag{37}\\ \frac{1}{2} \sum_{q=1}^{Q}\left[I_{2}\left(B_{q}\right)+I_{2}\left(B_{q-1}\right)\right] J_{1, q}, & l=0, i=1, j \geq 2 ; \\ \frac{1}{2} \sum_{q=1}^{Q}\left[I_{1}\left(B_{q}\right)+I_{1}\left(B_{q-1}\right)\right] J_{2, q}, & l=0, i \geq 2, j=1 ; \\ \frac{1}{2} \sum_{q=1}^{Q}\left[I_{2}\left(B_{q}\right)+I_{2}\left(B_{q-1}\right)\right] J_{2, q}, & l=0, i=1, j=1 ; \\ \frac{\varrho_{j, l}}{2} \sum_{q=1}^{Q}\left[I_{1}\left(D_{q}\right)+I_{1}\left(D_{q-1}\right)\right] J_{3, q}, & l=1, i \geq 2, j \geq l ; \\ \frac{\varrho_{j, l}}{2} \sum_{q=1}^{Q}\left[I_{2}\left(D_{q}\right)+I_{2}\left(D_{q-1}\right)\right] J_{3, q}, & l=1, i=1, j \geq l ; \\ \frac{\varrho_{j, l}}{2} \sum_{q=1}^{Q}\left[I_{1}\left(D_{q}\right)+I_{1}\left(D_{q-1}\right)\right] J_{4, q}, & l \geq 2, i \geq 2, j \geq l ; \\ \frac{\varrho_{j, l}}{2} \sum_{q=1}^{Q}\left[I_{2}\left(D_{q}\right)+I_{2}\left(D_{q-1}\right)\right] J_{4, q}, & l \geq 2, i=1, j \geq l .\end{cases}
$$

upper bounded by

$$
\begin{align*}
P_{\mathrm{out}}\left(\mathbf{A}_{i}\right) \stackrel{\rho \rightarrow \infty}{<} & \frac{1}{\rho^{M+K-i}}\left(\prod_{m=1}^{M} \frac{\min \{\Lambda, \max (2 \tau, \Upsilon)\}}{G_{S, m}}\right) \\
& \times\left(\prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}} \frac{\Xi}{G_{S, k}}\right), \forall i \in \mathbf{K} . \tag{39}
\end{align*}
$$

Proof: Please refer to Appendix G.
Applying (38) and (39) into (20), we have

$$
\begin{aligned}
P_{\mathrm{out}} \stackrel{\rho \rightarrow \infty}{<} & \frac{1}{\rho^{M+K}}\left(\prod_{m=1}^{M} \frac{\Lambda}{G_{S, m}}\right)\left(\prod_{k=1}^{K} \frac{\Xi}{G_{S, k}}\right) \\
& +\sum_{i=1}^{K} \sum_{\mathbf{A}_{i} \subseteq \mathbf{K},\left|\mathbf{A}_{i}\right|=i} \frac{1}{\rho^{M+K-i}} \\
& \times\left(\prod_{m=1}^{M} \frac{\min \{\Lambda, 2 \Upsilon\}}{G_{S, m}}\right)\left(\prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}} \frac{\Xi}{G_{S, k}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{\rho \rightarrow \infty}{\simeq} \frac{1}{\rho^{M}} \prod_{m=1}^{M} \frac{\min \{\Lambda, 2 \Upsilon\}}{G_{S, m}} \tag{40}
\end{equation*}
$$

As observed from (40), when $\rho \rightarrow \infty$, the upper bound of outage probability is proportional to $\rho^{-M}$. Therefore, the proposed OA-NOMA strategy can achieve at least a diversity order of $M$, implying that the inherent diversity offered by all NUs is fully exploited.

## VI. Numerical Results

In our simulation, we consider the BS is located at the center of two concentric circles with radius being 80 and 150 , respectively. The locations of NUs are randomly generated within the circle with radius of 80 , while the locations of FUs are randomly generated between these two concentric circles. We model path loss attenuation from node $i$ to node $j$ as $1 /\left[1+\left(d_{i, j} / d_{0}\right)^{\nu}\right]$, where $d_{i, j}$ denotes the distance between the two nodes, $d_{0}$ denotes the reference distance, and $\nu$ denotes
the path loss exponent. Following the standard parameters for urban cellular networks [37], we set $d_{0}=5$ and $\nu=3.2$ in our simulation. The fairness exponent of the proposed P UPS scheme is set to $\eta=2$, and the accuracy-controlling parameter for computing the approximation in (37) is set to $Q=7$. By using a one-dimensional search, we adopt the optimal value of $\Xi$, which minimizes the derived approximate outage probability. The other parameters of our simulation are given by $\mu=P_{N} / P_{S}=1$ and $\sigma^{2}=1$. All simulated values are averaged over $1 \times 10^{9}$ independent transmission blocks.


Fig. 3. Approximate and simulated outage probabilities, where $r_{N}=5$ $\mathrm{bps} / \mathrm{Hz}, r_{F}=1 \mathrm{bps} / \mathrm{Hz},\{M, K\}=\{2,2\},\{4,2\},\{4,4\}$.

Figs. 3 shows the theoretically approximate and numerically simulated outage probabilities, where $r_{N}=5 \mathrm{bps} / \mathrm{Hz}, r_{F}=1$ $\mathrm{bps} / \mathrm{Hz}$ and $\{M, K\}=\{2,2\},\{4,2\},\{4,4\}$. As shown in Fig. 3, the simulated outage probability coincides with the derived approximate outage probability, which verifies the tightness of the derived approximate outage probability. Further, by comparing the outage probability curves with different combinations of $M$ and $K$, it can be known that the outage probability decreases with both $M$ and $K$. This observation can be explained as follows. When more NUs or more FUs are available for NU-FU pair scheduling, the number of candidate NU-FU pairs will increase in average, thereby the probability of no candidate NU-FU pair existing decreases significantly. Furthermore, by comparing the reference lines $1 \times 10^{11} \times \rho^{-2}$ and $1 \times 10^{21} \times \rho^{-4}$ with the curves of outage probability in high-SNR regime, it can be observed that the outage probability with $\{M, K\}=\{2,2\}$ decays at the same rate with reference line $1 \times 10^{11} \times \rho^{-2}$, whereas the outage probabilities with $\{M, K\}=\{4,2\}$ and $\{M, K\}=\{4,4\}$ decay at the same rate with reference line $1 \times 10^{21} \times \rho^{-4}$. Therefore, it can be concluded that the achieved diversity order is equal to the number of NUs, which complies with our theoretical analysis in Section V-B.

Next, we compare the outage probability, the power consumption and the scheduling fairness of the proposed OANOMA strategy and its counterpart strategies that use the following scheduling schemes.

1) Random scheduling (RS): If $\mathbf{P} \neq \emptyset$, one of candidate NU-FU pairs will be randomly scheduled. Otherwise,
the scheduling and downlink transmission will be cancelled.
2) Two-stage scheduling (TSS): This two-stage scheme follows the idea of the user selection scheme in [22]. In the first stage, the FU owning the highest channel gain from the BS is scheduled out of all FUs, i.e., $k^{*}=\arg \max _{k \in \mathbf{K}}\left|g_{S, k}\right|^{2}$. In the second stage, the qualified NUs which satisfy $\rho\left|g_{S, m}\right|^{2} \geq \Lambda$ will participate in the scheduling. If $\mathcal{Q} \triangleq\left\{\left.m|\rho| g_{S, m}\right|^{2} \geq \Lambda\right\} \neq \emptyset$, the scheduled NU will be $m^{*}=\arg \max _{m \in \mathcal{Q}}\left|g_{m, k^{*}}\right|^{2}$; otherwise, no NU will be scheduled and the transmission will be cancelled.
3) One-stage scheduling (OSS): Inspired by the work in [20], we consider three different one-stage scheduling criteria: 1) Best FU best $N U$ ( $B F B N$ ): the FU with the best channel quality from the BS and the NU with the best channel quality from the BS are scheduled, i.e., $k^{*}=\arg \max _{k \in \mathbf{K}}\left|g_{S, k}\right|^{2}, m^{*}=\arg \max _{m \in \mathbf{M}}$ $\left|g_{S, m}\right|^{2}$; 2) Worst FU best $N U(W F B N)$ : the FU with the worst channel quality from the BS and the NU with the best channel quality from the BS are scheduled, i.e., $k^{*}=\arg \min _{k \in \mathbf{K}}\left|g_{S, k}\right|^{2}, m^{*}=\arg \max _{m \in \mathbf{M}}\left|g_{S, m}\right|^{2}$; 3) Random $F U$ and random $N U(R F R N)$ : an $F U$ and an NU are randomly scheduled from all FUs and all NUs, respectively.
We call those strategies as the RS strategy, the TSS strategy, and the OSS strategy, respectively. Similar to the proposed OA-NOMA strategy, the above three strategies also adaptively serve the scheduled NU-FU pair in either direct NOMA mode or cooperative NOMA mode. Further, the RS strategy employs the same power control approaches as those in the proposed OA-NOMA strategy. On the other hand, since the fixed PA was used in [20] and [22], we consider that the TSS strategy and OSS strategy employ the following approximately optimal fixed PA [22, eq. (18)]:

$$
\left\{\begin{array}{l}
\text { Direct NOMA }\left\{\begin{array}{l}
\alpha_{F}=\frac{\tau_{F} \tau_{N}+\tau_{F}}{\Upsilon} \\
\alpha_{N}=1-\alpha_{F}
\end{array}\right.  \tag{41}\\
\text { Cooperative NOMA }\left\{\begin{array}{l}
\beta_{F}=\frac{\lambda_{F} \lambda_{N}+\lambda_{F}}{\Lambda} \\
\beta_{N}=1-\beta_{F} \\
\theta_{F}=1
\end{array}\right.
\end{array}\right.
$$

Fig. 4 shows the simulated outage probability of the proposed OA-NOMA strategy, the RS strategy, the TSS strategy and the OSS strategy, where $M=3, K=3, r_{N}=4 \mathrm{bps} / \mathrm{Hz}$ and $r_{F}=1 \mathrm{bps} / \mathrm{Hz}$. Since both the OA-NOMA strategy and the RS strategy perform NU-FU pair scheduling among all candidate NU-FU pairs obtained from the SCA method, they are expected to have the same outage performance, as shown in this figure. It can also be observed that the proposed OANOMA strategy achieves better outage performance than the TSS strategy. When the OSS strategy employs the WFBN or RFRN criterion, the achieved outage probability is much higher than the proposed one. Further, when BFBN criterion is employed in the OSS strategy, the outage performance is significantly improved, but still worse than the proposed OANOMA strategy. This is because none of these criteria for the


Fig. 4. Simulated outage probability of the proposed strategy, the RS strategy, the TSS strategy and the OSS strategy, where $M=3, K=3, r_{N}=4$ $\mathrm{bps} / \mathrm{Hz}$ and $r_{F}=1 \mathrm{bps} / \mathrm{Hz}$.


Fig. 5. Simulated power consumption of the proposed strategy, the RS strategy, the TSS strategy and the OSS strategy, where $M=3, K=3$, $r_{N}=4 \mathrm{bps} / \mathrm{Hz}$ and $r_{F}=1 \mathrm{bps} / \mathrm{Hz}$.

OSS strategy considers the quality of links between the FUs and NUs.

Fig. 5 provides the simulated power consumption of the proposed OA-NOMA strategy, the RS strategy, the TSS strategy and the OSS strategy, where $M=3, K=3, r_{N}=4 \mathrm{bps} / \mathrm{Hz}$ and $r_{F}=1 \mathrm{bps} / \mathrm{Hz}$. For each strategy, the simulated power consumption is averaged over $1 \times 10^{9}$ independent transmission blocks, where the power consumed in every transmission block is computed as follows: 1) When the transmission to the scheduled NU-FU pair operates in the direct NOMA mode, the power consumption is $\left(\alpha_{F}+\alpha_{N}\right) P_{S}$; 2) When the transmission to the scheduled NU-FU pair operates in the cooperative NOMA mode, the power consumption is $\frac{1}{2}\left(\beta_{N}+\right.$ $\left.\beta_{F}\right) P_{S}+\frac{1}{2} \theta_{F} P_{N}$, where $1 / 2$ accounts for each phase with $1 / 2$ duration of the adaptive transmission portion; 3) When no transmission happens due to the cancelled user scheduling, the power consumption is zero. As observed from this figure, the OA-NOMA strategy and the RS strategy consume the same amount of transmit power. This is because the RS strategy uses the same power control approaches as those in the OA-NOMA
strategy. On the other hand, since the fixed PA shown in (41) always fully utilizes the transmit power of the BS and the scheduled NU, the OSS strategy with BFBN/WFBN/RFRN criterion incurs much higher power consumption than the proposed OA-NOMA strategy. Interestingly, although the TSS strategy also employs the fixed PA (41), its power consumption is much less than the proposed one when $\rho<60 \mathrm{~dB}$. This observation can be explained as follows. Recall that if no qualified NU exists, i.e., $\mathcal{Q}=\left\{\left.m|\rho| g_{S, m}\right|^{2} \geq \Lambda\right\}=\emptyset$, the transmission of the TSS strategy will be cancelled. Thus, when $\rho<60 \mathrm{~dB}$, some power savings can be achieved by the TSS strategy due to the cancelled transmission. Furthermore, when $\rho \geq 60 \mathrm{~dB}$, the TSS strategy consumes the similar amount of transmit power to that of the OSS strategy, since $\mathcal{Q}$ is almost always non-empty.


Fig. 6. System topology used for evaluating SSP of each NU-FU pair, where $M=2$ and $K=2$.


Fig. 7. Simulated SSP of each NU-FU pair, where $M=2, K=2, r_{N}=2$ $\mathrm{bps} / \mathrm{Hz}, r_{F}=1 \mathrm{bps} / \mathrm{Hz}$ and $\rho=50 \mathrm{~dB}$.

Considering the system topology shown in Fig. 6, Fig. 7 compares the scheduling fairness among the proposed OANOMA strategy, the RS strategy, the TSS strategy and the OSS strategy, where $M=2, K=2, r_{N}=2 \mathrm{bps} / \mathrm{Hz}, r_{F}=$ $1 \mathrm{bps} / \mathrm{Hz}$ and $\rho=50 \mathrm{~dB}$. The max-min fair SSPs given in

Theorem 1 are also plotted as dashed line in Fig. 7 to provide a max-min fairness benchmark. As seen from Fig. 7, the SSP achieved by the OA-NOMA strategy is very close to the maxmin fairness benchmark at each NU-FU pair, indicating that the OA-NOMA strategy can approximately achieve the maxmin fairness. Further, when the RS strategy is employed, the SSP of NU-FU pair $\left[N_{1}, F_{1}\right]$ is far below the max-min fairness benchmark, whereas the SSP of NU-FU pair $\left[N_{2}, F_{2}\right]$ is much higher than the max-min fairness benchmark. This fact means that the RS strategy achieves worse scheduling fairness than the proposed OA-NOMA strategy. Moreover, when the TSS strategy or the OSS strategy is employed, the fairness among NU-FU pairs is even worse than its counterpart in the RS strategy.


Fig. 8. System topology used for evaluating SSP of each NU-FU pair, where $M=3$ and $K=3$.

Moreover, we also demonstrate the scheduling fairness when more NU-FU pairs are available. Considering the system topology shown in Fig. 8, Fig. 9 compares the scheduling fairness among the proposed OA-NOMA strategy, the RS strategy, the TSS strategy and the OSS strategy, where $M=3, K=3$, $r_{N}=r_{F}=1 \mathrm{bps} / \mathrm{Hz}$ and $\rho=50 \mathrm{~dB}$. Note that the maxmin fairness benchmark in Fig. 9 also comes from Theorem 1. As seen from Fig. 9, the proposed OA-NOMA strategy still approximately achieves max-min fairness, which is similar to the observation from Fig. 7. When employing the RS strategy, the SSPs of NU-FU pairs $\left[N_{1}, F_{2}\right],\left[N_{2}, F_{1}\right],\left[N_{2}, F_{2}\right]$ and [ $N_{2}, F_{3}$ ] fluctuate around the max-min fairness benchmark. Thus, the proposed OA-NOMA strategy still achieves better fairness than the RS strategy for $M=3$ and $K=3$. Furthermore, when employing the TSS strategy or the OSS strategy using BFBN/WFBN/RFRN criterion, the scheduling fairness among NU-FU pairs is even worse than its counterpart in the RS strategy.

## VII. CONCLUSION

In this paper, we have designed an OA-NOMA strategy for a multiuser downlink NOMA system to serve an NU-FU pair opportunistically scheduled from $M$ NUs and $K$ FUs. For this NOMA strategy, an SCA method and a P-UPS scheme have been proposed to improve the reliability and scheduling


Fig. 9. Simulated SSP of each NU-FU pair, where $M=3, K=3$, $r_{N}=r_{F}=1 \mathrm{bps} / \mathrm{Hz}$ and $\rho=50 \mathrm{~dB}$.
fairness, respectively. To evaluate the scheduling fairness, we have developed a max-min fairness criterion, with which we have shown that the OA-NOMA strategy achieves the approximate max-min fairness. Further, the reliability of OANOMA strategy has also been investigated in terms of outage probability and diversity order. For the outage probability, we have derived an approximate expression and demonstrated its tightness by simulations. Then, by carrying out the high-SNR asymptotic analysis, we have shown that the proposed OANOMA strategy can achieve a diversity order of $M$, indicating that the inherent diversity of NUs can be fully exploited.

## Appendix A

## Derivations of Candidate Probability

As observed from (8) and (17), $\mathbb{R}_{m, k}^{\text {dir }}$ and $\mathbb{R}_{m, k}^{\text {coop }}$ are mutually exclusive. Based on this fact, $C P_{m, k}$ can be further expressed as $C P_{m, k}=\vartheta_{m, k, 1}+\vartheta_{m, k, 2}$, where $\vartheta_{m, k, 1}$ and $\vartheta_{m, k, 2}$ are given by

$$
\begin{align*}
& \vartheta_{m, k, 1} \triangleq \operatorname{Pr}\left\{\mathbb{R}_{m, k}^{\mathrm{dir}}\right\}  \tag{A.1}\\
&=\operatorname{Pr}\left\{\rho\left|g_{S, k}\right|^{2} \geq \Xi, \varphi_{m}+\xi_{m, k} \leq 1\right\} \\
& \vartheta_{m, k, 2} \triangleq \operatorname{Pr}\left\{\mathbb{R}_{m, k}^{\mathrm{coop}}\right\}  \tag{A.2}\\
&=\operatorname{Pr}\left\{\rho\left|g_{S, k}\right|^{2}<\Xi, \psi_{m}+\kappa_{m} \leq 1, \omega_{m, k} \leq 1\right\}
\end{align*}
$$

Applying (6) and (7) into (A.1) with letting $X \triangleq 1 /\left(\rho\left|g_{S, m}\right|^{2}\right)$ and $Y \triangleq 1 /\left(\rho\left|g_{S, k}\right|^{2}\right), \vartheta_{m, k, 1}$ can be expressed as

$$
\begin{aligned}
\vartheta_{m, k, 1}= & \operatorname{Pr}\left\{1 / Y \geq \Xi, \tau X+\tau_{F} Y \leq 1, \Upsilon X \leq 1\right\} \\
& =\int_{\substack{0 \leq x \leq 1 / \Upsilon, 0 \leq y \leq \min \left\{1 / \Xi,(1-\tau x) / \tau_{F}\right\}}} f_{X}(x) f_{Y}(y) \mathrm{d} x \mathrm{~d} y, \text { (A.3) }
\end{aligned}
$$

where $\tau \triangleq \tau_{N}+\tau_{N_{1}} \tau_{F}$ and $\Upsilon \triangleq \tau_{N}+\tau_{F}+\tau_{N_{1}} \tau_{F}$, $f_{X}(x)=\frac{1}{\rho G_{S, m} x^{2}} e^{-\frac{1}{\rho G_{S, m^{x}}}}$ and $f_{Y}(y)=\frac{1}{\rho G_{S, k} y^{2}} e^{-\frac{1}{\rho G_{S, k} y}}$. Then, following the derivations in [25, Appendix E], a tight approximate expression for $\vartheta_{m, k, 1}$ can be obtained as

$$
\vartheta_{m, k, 1}=\frac{1}{2} \sum_{l=1}^{L}\left(e^{-\frac{1}{\rho G_{S, m} x_{l}}}-e^{-\frac{1}{\rho G_{S, m^{x}}-1}}\right)
$$

$$
\times\left(e^{-\frac{1}{\rho G_{S, k} y_{l}}}+e^{-\frac{1}{\rho G_{S, k} y_{l-1}}}\right)
$$

where $x_{l} \triangleq \frac{l}{L \Upsilon}$ and $y_{l}=\min \left\{\frac{1}{\Xi}, \frac{1}{\tau_{F}}\left(1-\frac{\tau l}{L \Upsilon}\right)\right\}$ for $l=$ $1, \cdots, L$ with $L$ being a positive integer. As demonstrated in [25], the tightness of the approximation is guaranteed for $L \geq$ 3. On the other hand, applying (14), (15) and (16) into (A.2) with some algebraic manipulations, a closed-form expression for $\vartheta_{m, k, 2}$ can be obtained as

$$
\vartheta_{m, k, 2}=\left(1-e^{\frac{\Xi}{\rho G_{S, k}}}\right) e^{-\frac{1}{\rho}\left(\frac{\Lambda}{G_{S, m}}+\frac{\lambda_{F}}{\mu G_{m, k}}\right)}
$$

where $\Lambda \triangleq \lambda_{N}+\lambda_{F}+\lambda_{N} \lambda_{F}$. Combining the above obtained $\vartheta_{m, k, 1}$ and $\vartheta_{m, k, 2}$ expressions, a tight approximation for $C P_{m, k}$ is derived.

## Appendix B

## PROOF OF LEMMA 1

According to the definition of proportional fairness [34], the max-min fair SSPs given in Theorem 1 are proportional fair, if and only if for any other feasible SSPs of NU-FU pairs, denoted as $S S P_{m, k}^{\prime}$ for $m \in \mathbf{M}$ and $K \in \mathbf{K}$, the aggregate of proportional changes is zero or negative:

$$
\begin{equation*}
\sum_{m=1}^{M} \sum_{k=1}^{K} \frac{S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -\min }}{S S P_{m, k}^{\max -\min }} \leq 0 \tag{B.1}
\end{equation*}
$$

Here, the term "feasible SSPs of NU-FU pairs" means that 1) $S S P_{m, k}^{\prime} \leq C P_{m, k}$ holds for $m \in \mathbf{M}$ and $k \in \mathbf{K}, 2$ ) $\sum_{m=1}^{M} \sum_{k=1}^{K} S S P_{m, k}^{\prime}=1-P_{\text {out }}$ holds.

Next, we will prove that (B.1) always holds. Defining $\delta_{m, k} \triangleq S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -m i n}$, the aggregate of proportional changes can be expressed as

$$
\begin{equation*}
\sum_{m=1}^{M} \sum_{k=1}^{K} \frac{S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -\min }}{S S P_{m, k}^{\max -\min }}=\sum_{m=1}^{M} \sum_{k=1}^{K} \frac{\delta_{m, k}}{S S P_{m, k}^{\max -\min }} \tag{B.2}
\end{equation*}
$$

Then, by introducing indices sets $\mathbf{D}^{+} \triangleq\left\{[m, k] \mid \delta_{m, k}>\right.$ $0, m \in \mathbf{M}, k \in \mathbf{K}\}$ and $\mathbf{D}^{-} \triangleq\left\{[m, k] \mid \delta_{m, k} \leq 0, m \in\right.$ $\mathbf{M}, k \in \mathbf{K}\}$, (B.2) can be rewritten as

$$
\begin{align*}
& \sum_{m=1}^{M} \sum_{k=1}^{K} \frac{S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -\min }}{S S P_{m, k}^{\max -\min }} \\
= & \sum_{[m, k] \in \mathbf{D}^{+}} \frac{\delta_{m, k}}{S S P_{m, k}^{\max -\min }}+\sum_{[m, k] \in \mathbf{D}^{-}} \frac{\delta_{m, k}}{S S P_{m, k}^{\max -\min }} . \tag{B.3}
\end{align*}
$$

Note that for $[m, k] \in \mathbf{D}^{+}$, we have $\delta_{m, k}=S S P_{m, k}^{\prime}-$ $S S P_{m, k}^{\text {max-min }}>0$, meaning that inequality $S S P_{m, k}^{\text {max-min }}=$ $\min \left\{\zeta, C P_{m, k}\right\}<S S P_{m, k}^{\prime}$ holds. Further, since $S S P_{m, k}^{\prime} \leq$ $C P_{m, k}$ holds for $m \in \mathbf{M}$ and $k \in \mathbf{K}$, it can be concluded that for $[m, k] \in \mathbf{D}^{+}, \min \left\{\zeta, C P_{m, k}\right\}<S S P_{m, k}^{\prime} \leq$ $C P_{m, k}$ always holds, indicating that $\zeta<C P_{m, k}$ should hold for $[m, k] \in \mathbf{D}^{+}$. Therefore, for $[m, k] \in \mathbf{D}^{+}$, we have $S S P_{m, k}^{\text {max-min }}=\min \left\{\zeta, C P_{m, k}\right\}=\zeta$. Applying this fact into (B.3), the aggregate of proportional changes can be further expressed as

$$
\sum_{m=1}^{M} \sum_{k=1}^{K} \frac{S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -\min }}{S S P_{m, k}^{\max -\min }}
$$

$$
\begin{equation*}
=\sum_{[m, k] \in \mathbf{D}^{+}} \frac{\delta_{m, k}}{\zeta}+\sum_{[m, k] \in \mathbf{D}^{-}} \frac{\delta_{m, k}}{S S P_{m, k}^{\max -\min }} \tag{B.4}
\end{equation*}
$$

On the other hand, as $S S P_{m, k}^{\max -\min }=\min \left\{\zeta, C P_{m, k}\right\} \leq \zeta$, we have $1 / S S P_{m, k}^{\max -m i n} \geq 1 / \zeta$ holds. Based on this fact, it can be further known that for $[m, k] \in \mathbf{D}^{-}, \delta_{m, k} / S S P_{m, k}^{\max -m i n} \leq$ $\delta_{m, k} / \zeta$ holds due to $\delta_{m, k} \leq 0$. Applying this fact into the right-hand side of (B.4), the following results can be obtained

$$
\begin{align*}
& \sum_{m=1}^{M} \sum_{k=1}^{K} \frac{S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -m i n}}{S S P_{m, k}^{\max -m i n}} \\
& \leq \sum_{[m, k] \in \mathbf{D}^{+}} \frac{\delta_{m, k}}{\zeta}+\sum_{[m, k] \in \mathbf{D}^{-}} \frac{\delta_{m, k}}{\zeta} \\
& \stackrel{(\mathrm{~b} .1)}{=} \sum_{m=1}^{M} \sum_{k=1}^{K} \frac{\delta_{m, k}}{\zeta} \\
& \stackrel{(\mathrm{~b} .2)}{=} \frac{1}{\zeta}\left(\sum_{m=1}^{M} \sum_{k=1}^{K} S S P_{m, k}^{\prime}-\sum_{m=1}^{M} \sum_{k=1}^{K} S S P_{m, k}^{\max -m i n}\right)
\end{align*}
$$

where step (b.1) comes from the fact $\mathbf{D}^{+} \cup \mathbf{D}^{-}=\{[m, k] \mid m \in$ $\mathbf{M}, k \in \mathbf{K}\}$, step (b.2) comes from the fact $\delta_{m, k}=$ $S S P_{m, k}^{\prime}-S S P_{m, k}^{\max -m i n}$. Since $\sum_{m=1}^{M} \sum_{k=1}^{K} S S P_{m, k}^{\max -\min }=$ $\sum_{m=1}^{M} \sum_{k=1}^{K} S S P_{m, k}^{\prime}=1-P_{\text {out }}$, it can be known that the last line of (B.5) is equal to zero, meaning that (B.1) is obtained. This completes the proof.

## Appendix C <br> Proof of Lemma 2

First, we prove the closed-form expression of $P_{\text {out }}(\emptyset)$ given in (23). When $\mathbf{F}_{\Xi}=\emptyset$, we have $\rho\left|g_{S, k}\right|^{2}<\Xi$ holds for $k \in \mathbf{K}$. Moreover, as known from (14), (15) and (16), $\psi_{m}, \kappa_{m}$ and $\omega_{m, k}$ are independent from $\left|g_{S, k}\right|^{2}$ for $k \in \mathbf{K}$. Thus, using (21) with some algebraic manipulations, $P_{\text {out }}(\emptyset)$ can be expressed as

$$
\begin{align*}
& P_{\text {out }}(\emptyset) \\
= & \prod_{m=1}^{M} \underbrace{\operatorname{Pr}\left\{\left(\rho\left|g_{S, m}\right|^{2}<\Lambda\right) \bigcup\left(\bigcap_{k=1}^{K} \mu \rho\left|g_{m, k}\right|^{2}<\lambda_{F}\right)\right\}}_{\triangleq \Psi_{m}} \\
& \times \prod_{k=1}^{K} \operatorname{Pr}\left\{\rho\left|g_{S, k}\right|^{2}<\Xi\right\} \\
= & \prod_{m=1}^{M} \Psi_{m} \cdot \prod_{k=1}^{K}\left(1-e^{-\frac{\Xi}{\rho G_{S, k}}}\right) . \tag{C.1}
\end{align*}
$$

Further, since $\operatorname{Pr}\{\mathbb{A} \cup \mathbb{B}\}=\operatorname{Pr}\{\mathbb{A}\}+\operatorname{Pr}\{\mathbb{B}\}-\operatorname{Pr}\{\mathbb{A} \cap \mathbb{B}\}$ holds for any two events $\mathbb{A}$ and $\mathbb{B}, \Psi_{m}$ can be derived as

$$
\begin{align*}
\Psi_{m}= & \operatorname{Pr}\left\{\rho\left|g_{S, m}\right|^{2}<\Lambda\right\}+\operatorname{Pr}\left\{\bigcap_{k=1}^{K} \mu \rho\left|g_{m, k}\right|^{2}<\lambda_{F}\right\} \\
& -\operatorname{Pr}\left\{\rho\left|g_{S, m}\right|^{2}<\Lambda, \bigcap_{k=1}^{K} \mu \rho\left|g_{m, k}\right|^{2}<\lambda_{F}\right\} \quad(\text { C. }  \tag{C.2}\\
= & \left(1-e^{-\frac{\Lambda}{\rho G_{S, m}}}\right)+e^{-\frac{\Lambda}{\rho G_{S, m}}} \prod_{k=1}^{K}\left(1-e^{-\frac{\lambda_{F}}{\rho G_{m, k}}}\right) .
\end{align*}
$$

Substituting (C.2) into (C.1), $P_{\text {out }}(\emptyset)$ is derived into a closedform expression shown in (23).

Next, we prove the expression for $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ given in (24). To facilitate the proof, we introduce two indices set$\mathrm{s} \mathbf{N}_{\Upsilon} \triangleq\left\{\left.m|\rho| g_{S, m}\right|^{2} \geq \Upsilon, m \in \mathbf{M}\right\}$ and $\mathbf{N}_{\Lambda} \triangleq$ $\left\{\left.m|\rho| g_{S, m}\right|^{2} \geq \Lambda, m \in \mathbf{M}\right\}$, where $\mathbf{N}_{\Lambda} \subseteq \mathbf{N}_{\Upsilon}$ due to $\Lambda>\Upsilon$. Since $\rho\left|g_{S, m}\right|^{2}<\Lambda$ always holds for $m \in \mathbf{M} \backslash$ $\mathbf{N}_{\Lambda}$, it can be known from (21) that $\left\{\cap_{k \in \mathbf{K} \backslash \mathbf{A}_{i}} \mathbb{E}_{1, k}\right\}=$ $\mathbb{H}_{1}\left(\mathbf{A}_{i}, \mathbf{N}_{\Lambda}\right) \triangleq \cap_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left\{\cap_{m \in \mathbf{N}_{\Lambda}} \mu \rho\left|g_{m, k}\right|^{2}<\lambda_{F}\right\}$. Similarly, since $\rho\left|g_{S, m}\right|^{2}<\Upsilon$ always holds for $m \in \mathbf{M} \backslash \mathbf{N}_{\Upsilon}$, we can know from (22) that $\left\{\cap_{k \in \mathbf{A}_{i}} \mathbb{E}_{2, k}\right\}=\mathbb{H}_{2}\left(\mathbf{A}_{i}, \mathbf{N}_{\Upsilon}\right) \triangleq$ $\left\{\cap_{k \in \mathbf{A}_{i}}\left[\cap_{m \in \mathbf{N}_{\Upsilon}} \frac{\tau}{\rho\left|g_{S, m}\right|^{2}}+\frac{\tau_{F}}{\rho\left|g_{S}, k\right|^{2}}>1\right]\right\}$. Thus, applying these facts into the expression of $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ given in (20), we further have

$$
\begin{align*}
P_{\text {out }}\left(\mathbf{A}_{i}\right)= & \operatorname{Pr}\left\{\mathbb{H}_{1}\left(\mathbf{A}_{i}, \mathbf{N}_{\Lambda}\right), \mathbb{H}_{2}\left(\mathbf{A}_{i}, \mathbf{N}_{\Upsilon}\right), \mathbf{F}_{\Xi}=\mathbf{A}_{i}\right\} \\
\stackrel{(\mathrm{c} .1)}{=} & \operatorname{Pr}\left\{\mathbf{F}_{\Xi}=\mathbf{A}_{i}, \mathbf{N}_{\Upsilon}=\emptyset\right\} \\
& +\sum_{j=1}^{M} \sum_{\mathbf{B}_{j} \subseteq \mathbf{M},\left|\mathbf{B}_{j}\right|=j} \sum_{l=0}^{j} \sum_{\mathbf{C}_{l} \subseteq \mathbf{B}_{j},\left|\mathbf{C}_{l}\right|=l} \\
& \operatorname{Pr}\left\{\mathbb{H}_{1}\left(\mathbf{A}_{i}, \mathbf{C}_{l}\right), \mathbb{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right), \mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)\right\} \\
\stackrel{(\mathrm{c.2})}{=} & \operatorname{Pr}\left\{\mathbf{F}_{\Xi}=\mathbf{A}_{i}, \mathbf{N}_{\Upsilon}=\emptyset\right\} \\
& +\sum_{j=1}^{M} \sum_{\mathbf{B}_{j} \subseteq \mathbf{M}_{1}\left|\mathbf{B}_{j}\right|=j} \sum_{l=0}^{j} \sum_{\mathbf{C}_{l} \subseteq \mathbf{B}_{j},\left|\mathbf{C}_{l}\right|=l} \\
& \operatorname{Pr}\left\{\mathbb{H}_{1}\left(\mathbf{A}_{i}, \mathbf{C}_{l}\right)\right\}\left(\operatorname{Pr}\left\{\mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)\right\}\right. \\
& \left.-\operatorname{Pr}\left\{\bar{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right), \mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)\right\}\right), \tag{C.3}
\end{align*}
$$

with $\mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)$ defined as

$$
\begin{equation*}
\mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right) \triangleq\left\{\mathbf{F}_{\Xi}=\mathbf{A}_{i}, \mathbf{N}_{\Upsilon}=\mathbf{B}_{j}, \mathbf{N}_{\Lambda}=\mathbf{C}_{l}\right\} \tag{C.4}
\end{equation*}
$$

where step (c.1) comes from the Total Probability Theorem, step (c.2) uses the fact that $\mathbb{H}_{1}\left(\mathbf{A}_{i}, \mathbf{C}_{l}\right)$ is independent from $\mathbb{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right)$ and $\mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)$, and $\bar{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right)$ represents the complementary event of $\mathbb{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right)$. With some mathematical derivations, it can be obtained

$$
\left\{\begin{array}{l}
\operatorname{Pr}\left\{\mathbf{F}_{\Xi}=\mathbf{A}_{i}, \mathbf{N}_{\Upsilon}=\emptyset\right\}=\Phi_{1} \\
\operatorname{Pr}\left\{\mathbb{H}_{1}\left(\mathbf{A}_{i}, \mathbf{C}_{l}\right)\right\}=\Phi_{2} \\
\operatorname{Pr}\left\{\mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)\right\}=\Phi_{3}
\end{array}\right.
$$

where closed-form expressions for $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ have been given in (25), (26) and (27), respectively. On the other hand, as $\mathbb{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right)=\left\{\cap_{k \in \mathbf{A}_{i}}\left[\cap_{m \in \mathbf{B}_{j}} \tau /\left(\rho\left|g_{S, m}\right|^{2}\right)+\right.\right.$ $\left.\left.\tau_{F} /\left(\rho\left|g_{S, k}\right|^{2}\right)>1\right]\right\}$, its complementary event can be expressed as

$$
\begin{aligned}
\overline{\mathbb{H}}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right) & =\left\{\bigcup_{k \in \mathbf{A}_{i}}\left(\bigcup_{m \in \mathbf{B}_{j}} \frac{\tau}{\rho\left|g_{S, m}\right|^{2}}+\frac{\tau_{F}}{\rho\left|g_{S, k}\right|^{2}} \leq 1\right)\right\} \\
& =\left\{\frac{\tau}{\max _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}}+\frac{\tau_{F}}{\max _{k \in \mathbf{A}_{i}} \rho\left|g_{S, k}\right|^{2}} \leq 1\right\} .(\text { C. } 5)
\end{aligned}
$$

Then, combining (C.4) and (C.5) with some algebraic manipulations, $\operatorname{Pr}\left\{\bar{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right), \mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)\right\}$ can be expressed as
$\operatorname{Pr}\left\{\bar{H}_{2}\left(\mathbf{A}_{i}, \mathbf{B}_{j}\right), \mathbb{I}\left(\mathbf{A}_{i}, \mathbf{B}_{j}, \mathbf{C}_{l}\right)\right\}=\Phi_{4} \cdot \chi$, where $\Phi_{4}$ and $\chi$ have been given in (28) and (29). This completes the proof.

## Appendix D <br> Proof of Lemma 3

According to (29), when $l=0, i \geq 2$ and $j \geq 2, \chi$ can be expressed as

$$
\begin{equation*}
\chi=\operatorname{Pr}\left\{\frac{\tau}{X_{2}}+\frac{\tau_{F}}{Y_{2}} \leq 1, Y_{1} \geq \Xi, X_{1} \geq \Upsilon, X_{2}<\Lambda\right\} \tag{D.1}
\end{equation*}
$$

Denoting the joint PDFs of RVs $X_{1}$ and $X_{2}$ as $f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)$ and the joint PDF of RVs $Y_{1}$ and $Y_{2}$ as $f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)$, (D.1) can be rewritten as an integral form shown at the first case of (30). With the same rationale, the expressions for cases $\{l=0, i=1, j \geq 2\},\{l=0, i \geq 2, j=1\}$ and $\{l=0, i=$ $1, j=1\}$ can also be obtained as shown at the second, third and fourth cases in (30), respectively.

On the other hand, when $l \geq 2, i \geq 2$ and $j \geq l, \chi$ can be re-expressed as

$$
\begin{gather*}
\chi=\operatorname{Pr}\left\{\frac{\tau}{X_{2}}+\frac{\tau_{F}}{Y_{2}} \leq 1, Y_{1} \geq \Xi, Z_{1} \geq \Lambda\right. \\
\left.\bigcap_{m \in \mathbf{B}_{j} \backslash \mathbf{C}_{l}} \Upsilon \leq \rho\left|g_{S, m}\right|^{2}<\Lambda\right\} \\
\stackrel{(\text { d.1) }}{=} \operatorname{Pr}\left\{\frac{\tau}{Z_{2}}+\frac{\tau_{F}}{Y_{2}} \leq 1, Y_{1} \geq \Xi, Z_{1} \geq \Lambda\right\} \\
\times \prod_{m \in \mathbf{B}_{j} \backslash \mathbf{C}_{l}} \operatorname{Pr}\left\{\Upsilon \leq \rho\left|g_{S, m}\right|^{2}<\Lambda\right\} \tag{D.2}
\end{gather*}
$$

where step (d.1) uses the fact that $X_{2}=\max _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}=$ $\max _{m \in \mathbf{C}_{l}} \rho\left|g_{S, m}\right|^{2}=Z_{2}$. Then, applying the joint PDFs $f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)$ and $f_{Z_{1}, Z_{2}}\left(z_{1}, z_{2}\right)$ into (D.2) with some algebraic manipulations, an expression for $\chi$ is obtained as shown at the seventh case of (30). Following the same rationale, the expressions for $\{l=1, i \geq 2, j \geq l\},\{l=1, i=1, j \geq l\}$ and $\{l \geq 2, i=1, j \geq l\}$ can also be obtained as shown at the fifth, sixth and eighth cases of (30), respectively.

## Appendix E <br> Proof of Lemma 4

Suppose that a number $n$ of independent but non-identically distributed RVs $W_{1}, W_{2}, \ldots, W_{n}$ are ranked into an ascending order as $W_{(1)}<W_{(2)}<\cdots<W_{(n)}$. Then, according to [35, eq.(5.2.8)], the joint PDF of $W_{(1)}=\min _{i=1, \ldots, n} W_{i}$ and $W_{(n)}=\max _{i=1, \ldots, n} W_{i}$ can be expressed as

$$
\begin{align*}
f_{W_{(1)}, W_{(n)}}(x, y)= & \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} f_{W_{i}}(x) f_{W_{j}}(y) \\
& \times \prod_{r=1, r \neq i, j}^{n}\left[F_{W_{r}}(y)-F_{W_{r}}(x)\right] \tag{E.1}
\end{align*}
$$

for $x \leq y$ or $f_{W_{(1)}, W_{(n)}}(x, y)=0$ otherwise.
Following the above results, for $X_{1}=\min _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}$ and $X_{2}=\max _{m \in \mathbf{B}_{j}} \rho\left|g_{S, m}\right|^{2}$, we have

$$
f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)=\sum_{m_{1}^{\star} \in \mathbf{B}_{j}} \sum_{m_{2}^{\star} \in \mathbf{B}_{j} \backslash\left\{m_{1}^{\star}\right\}} f_{\rho\left|g_{S, m_{1}^{\star}}\right|^{2}}\left(x_{1}\right)
$$

$$
\begin{align*}
& \times f_{\rho\left|g_{S, m_{2}^{\star}}\right|^{2}}\left(x_{2}\right) \prod_{m \in \mathbf{B}_{j} \backslash\left\{m_{1}^{\star}, m_{2}^{\star}\right\}} \\
& {\left[F_{\rho\left|g_{S, m}\right|^{2}}\left(x_{2}\right)-F_{\rho\left|g_{S, m}\right|^{2}}\left(x_{1}\right)\right] .} \tag{E.2}
\end{align*}
$$

Since $\left|g_{S, m}\right|^{2}$ is exponentially distributed with mean values $G_{S, m}$, the CDF and PDF of $\rho\left|g_{S, m}\right|^{2}$ are given by $F_{\rho\left|g_{S, m}\right|^{2}}(x)=1-e^{-x /\left(\rho G_{S, m}\right)}$ and $f_{\rho\left|g_{S, m}\right|^{2}}=$ (1/ $\left.\rho G_{S, m}\right) e^{-x /\left(\rho G_{S, m}\right)}$, respectively. Applying these results into (E.2), $f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)$ can be derived as shown in (34). Following the above derivations, $f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)$ and $f_{Z_{1}, Z_{2}}\left(z_{1}, z_{2}\right)$ can also be obtained as shown in (35) and (36), respectively.

## Appendix F

DERIVATIONS OF Approximation in (37)

(a)

(b)

Fig. 10. An upper and lower bound of the integral region $R\left(u_{2}, v_{2}\right)$.
We first derive an approximation for the case $\{l=0, i \geq$ $2, j \geq 2\}$. Recall $f_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right)=0$ for $x_{1} \geq x_{2}$ and $f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right)=0$ for $y_{1} \geq y_{2}$. Thus, for the case $\{l=0, i \geq$ $2, j \geq 2\}$, the corresponding integral expression in (30) can be equivalently written as

$$
\begin{aligned}
& \chi=\int_{\substack{y_{2}>y_{1} \geq \Xi, \Upsilon \leq x_{1}<x_{2}<\Lambda, \tau / x_{2}+\tau_{F} / y_{2} \leq 1}} \int_{X_{1}, X_{2}}\left(x_{1}, x_{2}\right) \\
& \times f_{Y_{1}, Y_{2}}\left(y_{1}, y_{2}\right) \mathrm{d} y_{1} \mathrm{~d} x_{1} \mathrm{~d} y_{2} \mathrm{~d} x_{2} .
\end{aligned}
$$

Then, denoting $u_{1}=1 / x_{1}, u_{2}=1 / x_{2}, v_{1}=1 / y_{1}$ and $v_{2}=$ $1 / y_{2}$, we have

$$
\begin{array}{r}
\chi=\int_{R\left(u_{2}, v_{2}\right)} \int_{v_{2}}^{1 / \Xi} \int_{u_{2}}^{1 / \Upsilon} \frac{1}{u_{1}^{2} u_{2}^{2} v_{1}^{2} v_{2}^{2}} f_{X_{1}, X_{2}}\left(\frac{1}{u_{1}}, \frac{1}{u_{2}}\right)  \tag{F.2}\\
f_{Y_{1}, Y_{2}}\left(\frac{1}{v_{1}}, \frac{1}{v_{2}}\right) \mathrm{d} .2 \\
u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2}
\end{array}
$$

with integral region $R\left(u_{2}, v_{2}\right) \triangleq\left\{1 / \Lambda<u_{2} \leq 1 / \Upsilon, 0<\right.$ $\left.v_{2} \leq \min \left\{1 / \Xi,\left(1-\tau u_{2}\right) / \tau_{F}\right\}\right\}$. As shown in Fig. 10, integral region $R\left(u_{2}, v_{2}\right)$ (the shadowed area) is included in the combination of $Q$ rectangles denoted by $\left\{R_{1}, \ldots, R_{Q}\right\}$, and includes the combination of $Q$ rectangles denoted by $\left\{R_{1}^{\prime}, \ldots, R_{Q}^{\prime}\right\}$. All the rectangles have the same bottom edge size, i.e., $A_{q}-A_{q-1}=\frac{1}{Q}\left(\frac{1}{\Upsilon}-\frac{1}{\Lambda}\right)$ for $q=1, \ldots, Q$. Since $A_{0}=1 / \Lambda$ and $A_{Q}=1 / \Upsilon$, we have $A_{q}=\frac{1}{\Lambda}+\frac{q}{Q}\left(\frac{1}{\Upsilon}-\frac{1}{\Lambda}\right)$ for $q=0, \ldots, Q$. Further, by observing Fig. 10, we have $R_{q}=\left\{A_{q-1}<\right.$ $\left.u_{2}<A_{q}, 0<v_{2} \leq B_{q-1}\right\}$ and $R_{q}^{\prime}=\left\{A_{q-1}<u_{2}<\right.$ $\left.A_{q}, 0<v_{2} \leq B_{q}\right\}$, where $B_{q} \triangleq \min \left\{\frac{1}{\Xi}, \frac{1}{\tau_{F}}\left(1-\tau A_{q}\right)\right\}=$
$\min \left\{\frac{1}{\Xi}, \frac{1}{\tau_{F}}\left(1-\tau\left[\frac{1}{\Lambda}+\frac{q}{Q}\left(\frac{1}{\Upsilon}-\frac{1}{\Lambda}\right)\right]\right)\right\}$ for $q=0, \ldots, Q$. Thus, for case $\{l=0, i \geq 2, j \geq 2\}$, we can get a lower bound and an upper bound of $\chi$ shown in the following

$$
\begin{align*}
& \sum_{q=1}^{Q} \underbrace{\int_{0}^{B_{q}} \int_{v_{2}}^{1 / \Xi} \frac{1}{v_{1}^{2} v_{2}^{2}} f_{Y_{1}, Y_{2}}\left(\frac{1}{v_{1}}, \frac{1}{v_{2}}\right) \mathrm{d} v_{1} \mathrm{~d} v_{2}}_{\triangleq I_{1}\left(B_{q}\right)} \\
& \times \underbrace{\int_{A_{q-1}}^{A_{q}} \int_{u_{2}}^{1 / \Upsilon} \frac{1}{u_{1}^{2} u_{2}^{2}} f_{X_{1}, X_{2}}\left(\frac{1}{u_{1}}, \frac{1}{u_{2}}\right) \mathrm{d} u_{1} \mathrm{~d} u_{2}}_{\triangleq J_{1, q}} \\
& \leq \chi \leq \sum_{q=1}^{Q} I_{1}\left(B_{q-1}\right) J_{1, q} . \tag{F.3}
\end{align*}
$$

Using the joint PDFs in (34) and (35) with letting $x_{1}=1 / u_{1}$, $x_{2}=1 / u_{2}, y_{1}=1 / v_{1}$ and $y_{2}=1 / v_{2}$, closed-form expressions for $I_{1}(a)$ and $J_{1, q}$ can be derived as follows

$$
\begin{align*}
& I_{1}(a)=\sum_{k_{1}^{\star} \in \mathbf{A}_{i}} \sum_{k_{2}^{\star} \in \mathbf{A}_{i} \backslash\left\{k_{1}^{\star}\right\}} \sum_{r=0}^{i-2} \sum_{\substack{\hat{\mathbf{A}}_{r} \subseteq \mathbf{A}_{i} \backslash\left\{k_{1}^{\star}, k_{2}^{\star}\right\} \\
\left|\hat{\mathbf{A}}_{r}\right|=r}}(-1)^{r}  \tag{F.4}\\
& \times\left(\frac{e^{-\frac{1}{\rho}\left(\Xi \Omega_{1}+\frac{\Omega_{2}}{a}\right)}}{G_{S, k_{1}^{\star}} G_{S, k_{2}^{\star}} \Omega_{1} \Omega_{2}}-\frac{e^{-\frac{\Omega_{1}+\Omega_{2}}{\rho a}}}{G_{S, k_{1}^{\star}} G_{S, k_{2}^{\star}} \Omega_{1}\left(\Omega_{1}+\Omega_{2}\right)}\right), \\
& J_{1, q}=\sum_{m_{1}^{\star} \in \mathbf{B}_{j}} \sum_{m_{2}^{\star} \in \mathbf{B}_{j} \backslash\left\{m_{1}^{\star}\right\}} \sum_{s=0}^{j-2} \sum_{\hat{\mathbf{B}}_{s} \subseteq \mathbf{B}_{j} \backslash\left\{m_{1}^{\star}, m_{2}^{\star}\right\}}^{\left|\hat{\mathbf{B}}_{s}\right|=s}<1(-1)^{s} \\
& \times\left(\frac{e^{-\frac{1}{\rho}\left(\Upsilon \Theta_{1}+\frac{\Theta_{2}}{A_{q}}\right)}-e^{-\frac{1}{\rho}\left(\Upsilon \Theta_{1}+\frac{\Theta_{2}}{A_{q-1}}\right)}}{G_{S, m_{1}^{\star}} G_{S, m_{2}^{\star}} \Theta_{1} \Theta_{2}}\right. \\
& \left.-\frac{e^{-\frac{\Theta_{1}+\Theta_{2}}{\rho A_{q}}}-e^{-\frac{\Theta_{1}+\Theta_{2}}{\rho A_{q-1}}}}{G_{S, m_{1}^{\star}} G_{S, m_{2}^{\star}} \Theta_{1}\left(\Theta_{1}+\Theta_{2}\right)}\right), \tag{F.5}
\end{align*}
$$

where $\Omega_{1} \triangleq \frac{1}{G_{S, k_{1}^{\star}}}+\sum_{k \in \mathbf{A}_{i} \backslash\left(\left\{k_{1}^{\star}, k_{2}^{\star}\right\} \cup \hat{\mathbf{A}}_{r}\right)} \frac{1}{G_{S, k}}, \Omega_{2} \triangleq \frac{1}{G_{S, k_{2}^{\star}}}+$ $\sum_{k \in \hat{\mathbf{A}}_{r}} \frac{1}{G_{S, k}}, \Theta_{1} \triangleq \frac{1}{G_{S, m_{1}^{\star}}}+\sum_{m \in \mathbf{B}_{j} \backslash\left(\left\{m_{1}^{\star}, m_{2}^{\star}\right\} \cup \hat{\mathbf{B}}_{s}\right)} \frac{1}{G_{S, m}}$ and $\Theta_{2} \triangleq \frac{1}{G_{S, m_{2}^{\star}}}+\sum_{m \in \hat{\mathbf{B}}_{s}} \frac{1}{G_{S, m}}$. Finally, we approximate $\chi$ as the average of the lower and upper bounds shown in (F.3), and we get the approximate expression as shown in the first case of (37).

By following the above rationale with letting $x_{0}=1 / u_{0}$, $y_{0}=1 / v_{0}, w_{n}=1 / z_{n}(n=0,1,2)$, the upper and lower bounds of $\chi$ for the other seven cases of (30) can be expressed as shown in (F.6) (at the top of the next page), with $I_{2}(a)$, $J_{2, q}, J_{3, q}$ and $J_{4, q}$ being defined as

$$
\left\{\begin{aligned}
I_{2}(a) & \triangleq \int_{0}^{a} \frac{1}{v_{0}^{2}} f_{Y_{0}}\left(\frac{1}{v_{0}}\right) \mathrm{d} v_{0} \\
J_{2, q} & \triangleq \int_{A_{q-1}}^{A_{q}} \frac{1}{u_{0}^{2}} f_{X_{0}}\left(\frac{1}{u_{0}}\right) \mathrm{d} u_{0} \\
J_{3, q} & \triangleq \int_{C_{q-1}}^{C_{q}} \frac{1}{w_{0}^{2}} f_{Z_{0}}\left(\frac{1}{w_{0}}\right) \mathrm{d} w_{0} \\
J_{4, q} & \triangleq \int_{C_{q-1}}^{C_{q}} \int_{w_{2}}^{1 / \Lambda} \frac{1}{w_{1}^{1} w_{2}^{2}} f_{Z_{1}, Z_{2}}\left(\frac{1}{w_{1}}, \frac{1}{w_{2}}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2}
\end{aligned}\right.
$$

$$
\left\{\begin{array}{cl}
\sum_{q=1}^{Q} I_{2}\left(B_{q}\right) J_{1, q} \leq \chi \leq \sum_{q=1}^{Q} I_{2}\left(B_{q-1}\right) J_{1, q}, & l=0, i=1, j \geq 2 ;  \tag{F.6}\\
\sum_{q=1}^{Q} I_{1}\left(B_{q}\right) J_{2, q} \leq \chi \leq \sum_{q=1}^{Q} I_{1}\left(B_{q-1}\right) J_{2, q}, & l=0, i \geq 2, j=1 ; \\
\sum_{q=1}^{Q} I_{2}\left(B_{q}\right) J_{2, q} \leq \chi \leq \sum_{q=1}^{Q} I_{2}\left(B_{q-1}\right) J_{2, q}, & l=0, i=1, j=1 ; \\
\varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{1}\left(D_{q}\right) J_{3, q} \leq \chi \leq \varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{1}\left(D_{q-1}\right) J_{3, q}, & l=1, i \geq 2, j \geq l ; \\
\varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{2}\left(D_{q}\right) J_{3, q} \leq \chi \leq \varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{2}\left(D_{q-1}\right) J_{3, q}, & l=1, i=1, j \geq l ; \\
\varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{1}\left(D_{q}\right) J_{4, q} \leq \chi \leq \varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{1}\left(D_{q-1}\right) J_{4, q}, & l \geq 2, i \geq 2, j \geq l ; \\
\varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{2}\left(D_{q}\right) J_{4, q} \leq \chi \leq \varrho_{j, l} \cdot \sum_{q=1}^{Q} I_{2}\left(D_{q-1}\right) J_{4, q}, & l \geq 2, i=1, j \geq l .
\end{array}\right.
$$

where $C_{q} \triangleq \frac{q}{Q \Lambda}$ and $D_{q} \triangleq \min \left\{\frac{1}{\Xi}, \frac{1}{\tau_{F}}\left(1-\frac{q \tau}{Q \Lambda}\right)\right\}$. Using derived PDFs in (33) with letting $x_{0}=1 / u_{0}, y_{0}=1 / v_{0}$ and $z_{0}=1 / w_{0}, I_{2}(a), J_{2, q}$ and $J_{3, q}$ can be derived as follows

$$
\begin{gather*}
I_{2}(a)=e^{-\frac{1}{\rho G_{S, k_{1} a}}}  \tag{F.7}\\
J_{2, q}=e^{-\frac{1}{\rho G_{S, m_{1}} A_{q}}}-e^{-\frac{1}{\rho G_{S, m_{1} A_{q-1}}}}  \tag{F.8}\\
J_{3, q}=e^{-\frac{1}{\rho G_{S, m_{1}^{\prime}} C_{q}}}-e^{-\frac{1}{\rho G_{S, m_{1}^{\prime}} C_{q-1}}} \tag{F.9}
\end{gather*}
$$

Further, applying the joint PDF given in (36) with letting $z_{1}=$ $1 / w_{1}$ and $z_{2}=1 / w_{2}, J_{4, q}$ is obtained as

$$
\begin{align*}
J_{4, q}= & \sum_{m_{1}^{\star} \in \mathbf{C}_{l}} \sum_{m_{2}^{\star} \in \mathbf{C}_{l} \backslash\left\{m_{1}^{*}\right\}} \sum_{t=0}^{l-2} \sum_{\hat{\mathbf{C}}_{t} \subseteq \mathbf{C}_{\substack{ }\left\{m_{1}^{\star}, m_{2}^{\star}\right\}}^{\left|\hat{\mathbf{C}}_{t}\right|=t}}(-1)^{t} \\
& \times\left(\frac{e^{-\frac{1}{\rho}\left(\Lambda \Delta_{1}+\frac{\Delta_{2}}{C_{q}}\right)}-e^{-\frac{1}{\rho}\left(\Lambda \Delta_{1}+\frac{\Delta_{2}}{C_{q-1}}\right)}}{G_{S, m_{1}^{\star}} G_{S, m_{2}^{\star}} \Delta_{1} \Delta_{2}}\right. \\
& \left.-\frac{e^{-\frac{\Delta_{1}+\Delta_{2}}{\rho C_{q}}}-e^{-\frac{\Delta_{1}+\Delta_{2}}{\rho C_{q-1}}}}{G_{S, m_{1}^{\star}}^{G_{S, m_{2}^{\star}} \Delta_{1}\left(\Delta_{1}+\Delta_{2}\right)}}\right) \tag{F.10}
\end{align*}
$$

where $\Delta_{1} \triangleq \frac{1}{G_{S, m_{1}^{\star}}}+\sum_{m \in \mathbf{C}_{l} \backslash\left(\left\{m_{1}^{\star}, m_{2}^{\star}\right\} \cup \hat{\mathbf{C}}_{t}\right)} \frac{1}{G_{S, m}}$ and $\Delta_{2} \triangleq$ $\frac{1}{G_{S, m_{2}^{\star}}}+\sum_{m \in \hat{\mathbf{C}}_{t} \frac{1}{G_{S, m}} \text {. Overall, for the cases in (F.6), by using }}$ the average of the lower and upper bounds in each case, the approximate expressions of $\chi$ are derived as shown in the second to the eighth cases of (37).

## Appendix G

## Proof of Lemma 5

According to (20) and (22), probability $P_{\text {out }}\left(\mathbf{A}_{i}\right)$ can be expressed as shown in (G.1) (at the top of the next page), where step (g.1) uses the fact that $\frac{\tau}{\rho\left|g_{S, m}\right|^{2}}+\frac{\tau_{F}}{\rho\left|g_{S, k}\right|^{2}}<$ $2 \cdot \max \left\{\frac{\tau}{\rho\left|g_{S, m}\right|^{2}}, \frac{\tau_{F}}{\rho\left|g_{S, k}\right|^{2}}\right\}$. Then, with some algebraic manipulations, (G.1) can be further rewritten as shown in (G.2) (on the next page), where step (g.2) uses the fact $\operatorname{Pr}\{\mathbb{A} \cup \mathbb{B}\}=$ $\operatorname{Pr}\{\mathbb{A}\}+\operatorname{Pr}\{\mathbb{B}\}-\operatorname{Pr}\{\mathbb{A} \cap \mathbb{B}\}$ holds for any $\mathbb{A}$ and $\mathbb{B}$.

With some mathematical derivations, we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{\hat{\mathbb{E}}_{1}, \hat{\mathbb{E}}_{2}, \mathbf{F}_{\Xi}=\mathbf{A}_{i}\right\} \\
= & \prod_{m=1}^{M}\left[\left(1-e^{-\frac{\min \{\Lambda, \max (2 \tau, \Upsilon)\}}{\rho G_{S, m}}}\right)+\left(1-e^{-\frac{\max (2 \tau, \Upsilon)}{\rho G_{S, m}}}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \times \prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left(1-e^{-\frac{\tau_{F}}{\mu \rho G_{m, k}}}\right)-\left(1-e^{-\frac{\min \{\Lambda, \max (2 \tau, \Upsilon)\}}{\rho G_{S, m}}}\right) \\
& \left.\times \prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left(1-e^{-\frac{\tau_{F}}{\mu \rho G_{m, k}}}\right)\right] e^{-\sum_{k \in \mathbf{A}_{i} \frac{\Xi}{\rho G_{S, k}}}} \begin{array}{l}
\times \prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}}\left(1-e^{-\frac{\Xi}{\rho G_{S, k}}}\right)
\end{array} .
\end{align*}
$$

Then, applying the series representation of exponential function into (G.3) and ignoring the high-order infinitesimals, a high-SNR asymptotic expression is obtained as follows

$$
\begin{align*}
\operatorname{Pr}\left\{\hat{\mathbb{E}}_{1}, \hat{\mathbb{E}}_{2}, \mathbf{F}_{\Xi}=\mathbf{A}_{i}\right\}^{\rho \rightarrow \infty} \stackrel{1}{\rho^{M+K-i}} & \\
& \times\left(\prod_{m=1}^{M} \frac{\min \{\Lambda, \max (2 \tau, \Upsilon)\}}{G_{S, m}}\right) \\
& \times\left(\prod_{k \in \mathbf{K} \backslash \mathbf{A}_{i}} \frac{\Xi}{G_{S, k}}\right) \\
\propto & \frac{1}{\rho^{M+K-i}} . \tag{G.4}
\end{align*}
$$

Following the above derivations, it can also be shown that if $2 \tau_{F}>\Xi$, both $\operatorname{Pr}\left\{\hat{\mathbb{E}}_{1}, \hat{\mathbb{E}}_{3}, \mathbf{F}_{\Xi}=\mathbf{A}_{i}\right\}$ and $\operatorname{Pr}\left\{\hat{\mathbb{E}}_{1}, \hat{\mathbb{E}}_{2}, \hat{\mathbb{E}}_{3}\right.$, $\left.\mathbf{F}_{\Xi}=\mathbf{A}_{i}\right\}$ are proportional to $1 / \rho^{M+K}\left(\ll 1 / \rho^{M+K-i}\right.$ for $i \in \mathbf{K}$ ) in high-SNR regime; otherwise, they both are equal to zero. Applying this fact and (G.4) into (G.2), this lemma is obtained.
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[^1]:    ${ }^{1}$ Theoretically, by using NOMA, even more than two users can be served simultaneously. However, in this work, we consider that only an NU-FU pair is served in each downlink transmission due to the following reasons: 1) As the NUs and the FUs are expected to have very different downlink channel quality, performing NOMA between an NU and an FU can fully utilize the performance gain of NOMA over conventional OMA [19]; 2) Compared with superposition coding over a large number of messages, the superposition coding over two messages can reduce the complexity and error propagation of SIC-based detection [27]. Therefore, two-message NOMA transmission to a scheduled NU-FU pair can exploit the performance gain of NOMA over conventional OMA while avoiding the high complexity and error propagation.

[^2]:    ${ }^{2}$ For many existing works, e.g. [14], [19]-[22], it is assumed that $\alpha_{N}+$ $\alpha_{F}=1$, indicating that the available transmit power is always fully used. However, in our system, to meet the target rates of scheduled users, fully using all available transmit power may lead to the waste of transmit power, since it is possible that the available transmit power may be very large in practical wireless systems. Thus, in this paper, we consider a more general setup $\alpha_{N}+\alpha_{F} \leq 1$, and then choose $\alpha_{N}$ and $\alpha_{F}$ that can meet the target rate requirements with minimal power consumption.

[^3]:    ${ }^{3}$ In this work, we consider that the scheduled NU is always willing to act as a relay and forward information to the scheduled FU in the cooperative NOMA mode. The incentive for stimulating cooperation can be handled by a higher-layer control mechanism. In particular, such user cooperation can be encouraged by designing advanced rewarding and pricing strategies. For example, a user which helps other users will be offered rewards, which will be helpful to the user to get help from other users in the future. The design of such rewarding and pricing strategies is an important direction for future research, but will be out of the scope of this paper.
    ${ }^{4}$ For operational simplicity, signal combining is not considered at the scheduled FU. Thus, the results in this paper can be viewed as a lower bound on the system performance with signal combining. Note that this lower bound becomes tighter when the links from the BS to FUs become weaker. When the direct links from the BS to FUs do not exist (e.g., due to blockage), this lower bound is exactly the performance achieved by the system.

[^4]:    ${ }^{5}$ As seen in Algorithm 1, the SCA method requires $M+K$ mini-slots to determine the candidate NU-FU pairs for the scheduling over a certain resource block. Thus, the number of mini-slots required by the SCA method increases with the number of users. Note that we consider the NU-FU pair scheduling over a single resource block. Actually, a practical system could have multiple resource blocks. To implement our proposed scheme in such a practical system, we first should partition all users in the system into multiple groups, and a resource block is assigned to each group (similar to the hybrid NOMA scheme shown in [19]). Then our scheme can work in each group. In this setting, each group has a moderate number of users and thereby the number of mini-slots required by the proposed method can be controlled to an acceptable level.

[^5]:    ${ }^{6}$ When $\{\mathbf{P}=\emptyset\}$ happens, the system can still schedule one NU or one FU for conventional OMA transmission. However, the user scheduling of OMA systems has been extensively studied in existing literature, such as [28]-[30]. Therefore, in this work, we do not consider the OMA user scheduling and performance analysis for this condition.

[^6]:    ${ }^{7}$ For presentation simplicity, for notation $\chi$, we omit its variables $i, j, l$.

