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Abstract

Implicit boundary methods, which enrich the interpolation structure with implicit weight func-

tions, are straightforward methods for the enforcement of Dirichlet boundary conditions. In

this article, we follow the implicit boundary method that uses approximate step functions (the

step boundary method) developed by Kumar et al. and provide modifications that have several

advantages. Roller boundary conditions have wide practical applications in engineering, how-

ever, the step boundary method for roller boundary conditions with inclinations has yet to be

fully formulated through to the final linear system of equations. Thus we provide a complete

derivation that leads to simplified sti↵ness matrices compared to the original approach, which

can be implemented directly in fictitious domain finite element analysis. The approach is then

extended, we believe for the first time, to the nonlinear cases of frictional boundary conditions

and elasto-plastic material behaviour. The proposed formulation and procedures are validated

on a number of example problems that test di↵erent aspects of the method.

Keywords: Dirichlet boundary conditions, implicit boundary method, fictitious domain,

immersed boundary, frictional boundary, elasto-plasticity

1. Introduction

The discretisation process in the classical finite element analysis requires the mesh to be

conforming to the physical domain of interest, which can be tedious, time consuming and com-

putationally expensive, especially when the target domain is irregular in three-dimensions. One

of the solutions is to remove the grid, for instance meshless methods [1] which have become5

well-developed methods that do not require mesh generation. Another alternative that circum-

vents this non-trivial process is to adopt a non-conforming mesh, first suggested by Peskin [2]

in the 1970s who embedded the physical domain in a fixed Cartesian mesh on the background

in a fluid-structure interaction problem of heart valves, which became known as the immersed

boundary method [3]. The combination of this type of approach with finite element analysis10

has drawn rapidly growing research interest for the past few years, and has also been referred to

as the fictitious domain method [4], the embedded boundary method [5], the cut finite element

method [6], the non-conforming mesh method [7], etc. Fictitious domain approaches embed a
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target physical domain ⌦ into an extended computational domain ⌦fict with a much simpler

geometry, such that the problem can be discretised using a structured mesh, for instance, a15

Cartesian grid. Finite elements near the geometric boundary are cut into two parts as a result

of the enlarged domain, while only in the inside part should the quadrature for domain integrals

be performed. Hence, schemes for boundary approximation and numerical integration are neces-

sary for these cut elements, for instance, the Finite Cell Method [8] which is a fictitious domain

finite element approach equipped with adaptive refinement for integration purposes (and com-20

bined with high-order finite elements as well). In [9], techniques for both higher-order boundary

representation and numerical integration are developed with the Finite Cell Method.

In finite element analysis with the fictitious domain setting, where the geometric boundary

and grid nodes are not guaranteed to coincide, one major di�culty comes from the incorporation

of Dirichlet boundary conditions, as the traditional way to impose Dirichlet boundary conditions25

node-wise is no longer feasible. Although there are approaches, such as the point collocation

method that try to enforce boundary conditions in the traditional way, major e↵orts have been

expended on weak imposition methods that incorporate Dirichlet boundary conditions during

method formulation. The weak imposition methods of Dirichlet boundary conditions developed

so far can be classified in three categories. The first category introduces additional terms to30

the energy functional and the weak form, and includes the Lagrange multiplier method [10–

12], the penalty method [13, 14] and Nitsche’s method[15–17], amongst many descendants of

these three well-known methods [18–23]. The Fat Boundary Method [24, 25] fits in the second

category, the main idea of which is to split the original problem into sub-problems and solve them

iteratively. The approach to be introduced in this article belongs to the third category, known35

as implicit boundary methods [7], which enrich the interpolation structure with implicit weight

functions that incorporate geometric information of the Dirichlet boundary. Detailed reviews

of approaches developed to date for the weak imposition of Dirichlet boundary conditions in

fictitious domain analysis can be found in [26, 27].

The idea of using implicit boundary functions to satisfy boundary conditions in the finite40

element method can be traced back to the work of Kantorovich and Krylov [28], which was first

referred to as the “implicit boundary method” by Kumar et al. [7]. In this article, we follow

the use of this term, and the approach proposed in the same article that uses approximate step

functions as implicit boundary functions is referred to as the “step boundary method” [29].

Implicit boundary methods enrich the unknown field interpolation with geometric information45

such that the unknown field satisfies Dirichlet boundary conditions prior to discretisation, and

the normal variational principle for the classical finite element method can be employed without

modification. Specifically, the concept is to employ a weighted form for, e.g. the scalar unknown

field u in a one-dimensional problem, of the form

u = ! h (1)

where  h is the usual approximation of the unknown field and ! is a C
1 continuous implicit50

function (also known as the Dirichlet function) that vanishes on the Dirichlet boundary, and

possesses positivity elsewhere in the domain. The early work of Kharrik [30] proved the complete-

ness of the enriched form (1) and Rvachev et al. [31] later developed the R-function method to

2
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construct exact implicit functions for general boundary conditions. Shapiro et al. [32] provided

theories on automatically constructed, di↵erentiated and integrated R-functions. The weighted55

extended B-spline (WEB) method, a recent approach of Höllig et al. [33, 34], combined this idea

with the B-spline-based finite element method. The multivariate B-splines in the WEB method

are defined on a tensor product grid which does not fit the physical domain, and the weighted

form is adopted to enrich the B-spline basis functions such that the di�culty of incorporating

Dirichlet boundary conditions is overcome. The work of Zhang et al. [35] constructs exact in-60

homogeneous boundary values using the transfinite interpolation technique, following a similar

solution framework.

The step boundary method [7], first proposed by Kumar et al. [36], where a particular type

of approximate step function serves as the weight function, seems to be inspired by the WEB

method. A special scheme for integration is developed because of this step-like weight function,65

leading to a final solution system that can also be categorised as a distributed penalty method.

Since then, the step boundary method has also been extended to combine with B-spline bases

[37], and applied to inclusion problems [38], shell-like structures [39], dynamics problems [29] and

finite deformation problems in the Material Point Method [40, 41]. The essential concept of the

step boundary method is to use the following function, which vanishes on the Dirichlet boundary70

and rises to unity within a step size ✏, to weight the regular finite element interpolation:

!(�) = 1�max(0, 1� �/✏)r, (2)

where � = dist(x,�D) denotes the distance from the boundary. The step size ✏ controls the

size of the transition and r controls the smoothness. The function tends to the Heaviside step

function in the limit as ✏ ! 0. This function is also employed in the WEB method [34],

although in the step boundary method, ✏ is restricted to be su�ciently small compared to the75

element feature size, which generates a large gradient normal to the Dirichlet boundary. The

displacement inside the area where � � ✏ remains unchanged, thereby the weighted Dirichlet

functions only a↵ect elements cut by the Dirichlet boundary.

Conventional penalty methods are often criticised in terms of the variational inconsistency

[17, 42], and approaches like Nitsche’s method [15, 17] have been invented to overcome this80

issue. Due to the penalty-type formulation of the step boundary method, it shares the inconsis-

tency of penalty methods, however, the method has several advantages as it provides a physical

interpretation for the distributed penalty method, and, incorporates material properties in its

formulation. In this article, we provide simplifications to the originally proposed step boundary

method along with a complete formulation for roller boundary conditions with arbitrary incli-85

nation, leading to a system of equations that can be implemented directly, and which is not

found in the existing literature. The approach is then extended to frictional sliding boundary

conditions and elasto-plastic analyses, both being validated through numerical examples. To

the authors’ knowledge this is the first time that the step boundary method has been applied

to these problems. The layout of the paper is as follows, Section 2 provides an introduction to90

the implicit boundary finite element discretisation; Section 3 provides detailed derivation of the

step boundary method for inclined roller boundary conditions and gives a simplified solution

system; some implementation details of the proposed method and the fictitious domain setting

3
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are discussed in Section 4. The extension to include features of frictional sliding and the im-

plementation in elasto-plastic analysis are discussed in Section 5 and Section 6, respectively; a95

number of numerical examples are presented to validate the proposed approaches in Section 7

and, finally, conclusions are drawn in Section 8.

2. Implicit boundary methods

2.1. Problem statement for linear elasticity

In this article, the formulation is presented based on the fictitious domain finite element100

method in the two-dimensional case for simplicity, however, the methods are easily extendable

to other fictitious domain approaches, and to the three-dimensional case. Linear elasticity is

first considered as the model problem with the physical domain ⌦ 2 R
2, and three boundary

conditions are described for the physical domain so that @⌦ = �D [ �N [ �T , as shown in

Fig. 1. ⌦db in the figure represents elements cut by �D [ �T , and we further denote that105

⌦� = ⌦ \ ⌦db. �D and �N respectively denote Dirichlet and Neumann boundaries. �T is the

roller boundary, where both Dirichlet and Neumann boundary conditions are applied, but in

normal and tangential directions respectively. The strong form of the problem is stated as

�r · � = b in ⌦, u = ū on �D, � · n = ḡ on �N ,

↵&
1juj = ū01 on �T and ↵&

2j�jknk = ḡ02 on �T ,
(3)

where u is the displacement vector, � is the stress tensor, b is the body force vector, and n

denotes the outward normal unit vector on @⌦. ū and ḡ are boundary value functions on �D110

and �N , respectively, ū01 and ḡ02 are boundary values on �T in respective directions, and ↵& is a

transformation tensor where ↵&
ij = cos(x0i, xj) are direction cosines, with dashed quantities being

defined in local coordinates with (·)01 := (·)n and (·)02 := (·)t. The equations are closed with the

compatibility equation " = 1
2 [ru + (ru)T ] and the constitutive relation � = E : ", where E

is the elastic tensor. For conciseness, we still use denotations of �D and �N for integrals on �T115

which only include quantities defined in normal and tangential directions, respectively.

⌦

⌦fict

⌦db

�N

�D

�T

Figure 1: Domain setting of the model problem with boundary conditions.

The solution to Problem (3) is equivalent to the principle of minimum potential energy, that

is

⇧(v) =

Z

⌦
v"(v)d⌦�

Z

⌦
v · bd⌦�

Z

�N

v · ḡd� and u = arg min
8vi2H 1

0 (⌦)
⇧(v), (4)

4
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where the strain energy density v"(v) = 1
2"(v) : �(v) in linear elasticity and H

1
0 (⌦) = {vi 2

H
1(⌦)|v = ū on �D}. The associated weak form statement is: find ui 2 H

1
0 (⌦) such that120

Z

⌦
"(�u) : �(u)d⌦ =

Z

⌦
�u · bd⌦+

Z

�N

�u · ḡd�, (5)

where �u denotes the variation of the displacement u. The preceding principle holds under the

assumption that the displacement satisfies Dirichlet conditions in advance, i.e. vi 2 H
1
0 (⌦),

whereas problems arise in the fictitious domain setting in which vi 2 H
1(⌦), i.e. there is

nowhere to strongly enforce Dirichlet boundary conditions as the discretisation is not aligned

with the physical boundary .125

2.2. Implicit boundary finite element discretisation

As introduced above, implicit boundary methods enrich the unknown field approximation

using implicit weight functions. It is convenient to formulate the method with matrix notations,

whereby the weighted displacement in two-dimensional elasticity is given as

u = wug + ua, (6)

in which the weight matrix w = diag(!x,!y), with !x or !y being either the Dirichlet func-130

tion ! in (2) if the corresponding direction is fixed (or prescribed) or unity if unconstrained.

ug = [ux,g, uy,g]T is the grid unknown and ua = [ux,a, uy,a]T is the function that satisfies the

inhomogeneous Dirichlet boundary conditions. The discretisation for the grid unknown is given

as ug(x) =
Pnd

j=1Nj(x)ue
j,g = N(x)ue

g, where nd is the number of element nodes, Nj = NjI2⇥2

is the product of the jth shape function and the 2⇥ 2 identity matrix, and ue
j,g = [u, v]T repre-135

sents nodal unknowns. The test function �ug is approximated in the same way, such that the

discretisation gives the following expressions of real and virtual displacements

u = wNue
g + ua and �u = wN�ue. (7)

Defining a di↵erential operator as

L =

2

64
@/@x 0

0 @/@y

@/@y @/@x

3

75 ,

then vectors of real and virtual strains (in Voigt notation) become

"(u) = ["x, "y, �xy]
T = L(u) = B̂ue

g + L(ua) and "(�u) = L(�u) = B̂�ue
g, (8)

where the strain-displacement matrix B̂ = L(wN) contains derivatives of both Dirichlet and140

shape functions. The Voigt notation vector of the stress becomes

�(u) = [�x,�y, ⌧xy]
T = D"(u) = DB̂ue

g +DL(ua). (9)

where D is the elastic matrix. Substituting the strains and the stress into the weak form (5)

gives rise to the following system at the element level

k̂ue
g = f̂ � fib, (10)

5
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where

k̂ =

Z

⌦e
B̂TDB̂d⌦, f̂ =

Z

⌦e
NTwbd⌦+

Z

�e
N

NTwḡd� (11)

and145

fib =

Z

⌦e
B̂TDL(ua)d⌦, (12)

with the superscript (·)e denoting domains or boundaries within an element. The Dirichlet

boundary value term fib comes from the product of the virtual strain "(�u) in (8) and the

second term of the stress (9).

Unlike the boundary value function ū in the problem statement, ua here is defined over the

entire physical domain. As what the system of equations (10) solves for is the discretised grid150

unknown ug, the correct displacement u should be recovered through (6) after solution. Owing

to this feature, a smoothly constructed ua that satisfies the inhomogeneous Dirichlet boundary

conditions leads to a more accurate solution as compared to using a boundary value function

approximated on the grid, see e.g. [35]. Implicit boundary methods are straightforward to

understand and represent Dirichlet boundary conditions without losing accuracy. However, a155

smooth weighting function for the whole physical domain is necessary, requiring costly construc-

tion techniques for complex geometries, and the weight function gradient needs to be computed

where it is non-zero. Moreover, there is no direct way to impose roller boundary conditions in

a general implicit boundary method.

The step boundary method, which is the approach we focus on in this article, employs160

approximate step functions as the implicit weight function, the resulting sti↵ness matrix is [37]

k̂ = k + k2 + kT
2 + k3, (13)

where

k =

Z

⌦e
L(N)TDL(N)d⌦, (14)

k2 =

Z

�e
D

Z ✏

0
diag(w, · · · ,w)L(N)TDL(w)dnNd� and (15)

k3 =

Z

�e
D

NT
Z ✏

0
L(w)TDL(w)dnNd�. (16)

It can be seen that k̂ contains a classical finite element sti↵ness, k, and additional sti↵ness

matrices k2 and k3.

3. Generalised formulation of the step boundary method

3.1. Interpolation structure165

Although the idea of extending the method to inclined roller boundary conditions has been

introduced in [29], there remains a lack of a complete derivation that can be implemented

directly. We provide here a detailed formulation that delivers a solution system that can be

easily implemented, along with simplified sti↵ness matrices.

6
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Starting with the local displacement unknown u0, where the weight matrix is introduced170

locally, the enriched field unknown [29] can be expressed as

u0 = w0u0
g + u0

a, (17)

where w0 = diag(!n,!t). !n or !t equals to either the Dirichlet function ! in (2) if the cor-

responding direction is fixed (or prescribed) or unity if unconstrained. Applying coordinate

transformation to (17) between global and local tangential coordinates gives

u = w̄ug + ua, (18)

where w̄ = T Tw0T indicates the modified weight matrix in global coordinates. T is the matrix175

form of the transformation tensor ↵& in (3), such that

T =

"
cos ✓ sin ✓

� sin ✓ cos ✓

#
, (19)

where ✓ is the angle between the outward normal n and the global x direction. In Eq. (18), the

grid unknown ug is first transformed into local coordinates by multiplying T , weighted by w0

to separate the contribution of local directions, and transformed back with T T .

With the same finite element formulation as in the previous section, the only change to the180

system of equations (10)-(12) is that B̂ = L(w̄N), although calculation of the sti↵ness matrix

k̂ and the external force vector f̂ can be further simplified thanks to properties of the step-like

function w, (2).

3.2. Sti↵ness matrices and the external force

After discretisation, the sti↵ness matrix is integrated within each element. For conciseness,185

the B̂ matrix is decomposed at the node level, i.e. B̂ =
h
B̂1 B̂2 · · · B̂nd

i
, such that the

decomposed B̂j (j = 1, 2, ..., nd) become

B̂j = L(w̄Nj) = L(Nj)w̄| {z }
B1j

+L(w̄)Nj| {z }
B2j

, (20)

in which B2j (in two-dimensions) can be expressed as

B2j =

2

64
@/@x 0

0 @/@y

@/@y @/@x

3

75

 "
cos ✓ � sin ✓

sin ✓ cos ✓

#"
!n 0

0 !t

#"
cos ✓ sin ✓

� sin ✓ cos ✓

#!"
Nj 0

0 Nj

#

=

2

64
cos ✓ � sin ✓ 0 0

0 0 sin ✓ cos ✓

sin ✓ cos ✓ cos ✓ � sin ✓

3

75

2

66664

@!n
@x 0

0 @!t
@x

@!n
@y 0

0 @!t
@y

3

77775

"
cos ✓ sin ✓

� sin ✓ cos ✓

#"
Nj 0

0 Nj

#
.

(21)
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Taking into account that Dirichlet functions are defined to be constant along the boundary, i.e.,

@!n/@t = @!t/@t = 0, and applying the coordinate transformation, we have190

B2j =

2

64
cos ✓ 0

0 sin ✓

sin ✓ cos ✓

3

75

| {z }
nT

"
cos ✓ � sin ✓

sin ✓ cos ✓

#"
@!n
@n 0

0 @!t
@n

#

| {z }
w0

@

"
cos ✓ sin ✓

� sin ✓ cos ✓

#"
Nj 0

0 Nj

#
.

(22)

With the notation w̄@ = nTT Tw0
@T , B̂j becomes

B̂j = B1j +B2j = L(Nj)w̄ + w̄@Nj . (23)

The element sti↵ness thus can be treated similarly as in the original approach, that is

k̂ = k1 + kT
2 + k2 + k3, (24)

where

k1 =

Z

⌦e
BT

1 DB1d⌦, k2 =

Z

⌦e
BT

1 DB2d⌦ and k3 =

Z

⌦e
BT

2 DB2d⌦. (25)

The Dirichlet function (2) generates the large gradient @!/@n within the narrow banded area

near the Dirichlet boundary (n < ✏) as a result of the small band width, ✏. It rises to a plateau195

of unity at the distance ✏ such that @!/@n = 0 on the plateau. These properties allow the

following simplifications:

· integrals over the problem domain containing @!/@n, e.g. k2 and k3, can be evaluated in

the narrow band in local tangential coordinates;

· the contribution of the Dirichlet function itself within the narrow band is negligible if200

integrals over the problem domain do not involve @!/@n , e.g. k1, f̂ ; and

· values of shape functions Nj and their derivatives barely vary across the narrow band.

As a result, k1 and f̂ become the same as in the classical finite element method, that is

k1 =

Z

⌦e
L(N)TDL(N)d⌦ = k and f̂ =

Z

⌦e
NTbd⌦+

Z

�e
N

NT ḡd� := f . (26)

k2 and k3 are matrices containing gradients of the Dirichlet function, which are zero for n > ✏, so

they can be integrated within the narrow band near the Dirichlet boundary in local coordinates.205

With the last simplification that Nj barely varies across the band, k2 and k3 can be integrated

in the normal direction and along the boundary separately, and the only two variables to be

integrated across the band are !(n) and the gradient @!(n)/@n. As for k2, we have

k2 =

Z

⌦e
diag(w̄, · · · , w̄| {z }

a total of nd

)L(N)TDw̄@Nd⌦

=

Z

⌦e

@!

@n
diag(w̄, · · · , w̄)L(N)TD ew@Nd⌦,

(27)

8
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where we have denoted that w̄@ = @!
@n ew@ , which means ew@ = nTT Tdiag( 0

n, 
0
t)T with

 0
i =

(
1, u0i = ū0i,

0, u0i unconstrained,
i = n, t. (28)

As components of w0 in (17) equal to either ! or unity, the only combined term that could lead210

to large values in k2 is @!(n)
@n !(n), the integration of which over the narrow band width is

Z ✏

0

@!(n)

@n
!(n)dn =

1

2
!2(n)

����
✏

0

=
1

2
. (29)

As k2 really does not contain large penalty values, and taking into account that the banded

area of integration is su�ciently narrow, k2 becomes negligible compared to k3, which can be

derived similarly as

k3 =

Z

⌦e
NT w̄@Dw̄@Nd⌦

=

Z

⌦e
NT

�@!
@n

�2 ew@D ew@Nd⌦

=

Z

�e
D

NT
Z ✏

0

�@!
@n

�2 ew@D ew@dnNd�.

(30)

In the case of no inclination, where ✓ = 0, (27) and (30) are equivalent to the original expressions215

(15) and (16), although k2 is neglected in the following.

3.3. Step size and convergence properties

Since the step boundary methods is categorised a penalty-type method, it possesses similar

properties, including variational inconsistency, to classical penalty methods, which means the

Dirichlet boundary conditions are enforced approximately such that the solution depends directly220

on the penalty parameter, discussed in detail by Arnold et al. [17]. In other words, the penalty

factor � (or ✏�1 in the step boundary method) should be chosen large enough such that the

inaccuracy of the imposed boundary condition is negligible compared to the error from finite

element discretisation.

Moreover, the acceptable value of � increases with grid refinement in penalty approaches225

[26]. Babuška [13] proved that the optimal rate of convergence of the order h can be achieved

in the energy norm for linear elements when � is taken to be the order of h�1, i.e. � = ⌘h�1,

where the constant, ⌘, should be large enough to enforce the required boundary condition and

h is the element size, but optimality is lost with such choice of � in the L
2 norm, or for

quadratic elements. For the step boundary method, an empirical choice is to take ✏�1 = ⌘h�2
230

with ⌘ = 1 ⇥ 103, i.e. ✏ = h2 ⇥ 10�3, which is observed to work for both linear and quadratic

elements. The convergence properties of the step boundary method are further analysed in more

detail in Section 7.1.

3.4. Dirichlet boundary value term

The following locally weighted form for the Dirichlet boundary value ua [38] is employed235

here

ua
0 = (I �w0)ū0, (31)
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where I = I2⇥2 is the identity matrix, ū is the boundary value function in Eq. (3), defined

on �D and �T , and w0 = w0(n) is the same weight matrix as in (17). Applying coordinate

transformation to (31) leads to

ua = T Tua
0 = T T (I �w0)T ū = (I � w̄)ū. (32)

The same discretisation as the grid unknown should be used, i.e. ū = Nūe, whereby we have240

fib =

Z

⌦e
(B1 +B2)

TDL[(I � w̄)N ]d⌦ūe

=

Z

⌦e
(B1 +B2)

TD(B �B1 �B2)d⌦ū
e.

(33)

And following similar simplification steps for sti↵ness matrices in the previous section, B be-

comes approximately identical to B1 when integrated over the domain and the only term left

that is not negligible is

fib = �
Z

⌦e
BT

2 DB2d⌦ū
e = �k3ū

e. (34)

The final finite element system of equations can be written as

(k + k3)u
e = f + k3ū

e, (35)

where k and f are normal finite element terms in (26) and k3 is defined in (30). Of note is that245

the recovery of displacement is not required after solution, i.e. ue = ue
g, as the small step size

of the weight (1� !) makes the weighted boundary value a penalty and no longer influential to

nodal unknowns.

4. Numerical implementation

4.1. Integration scheme250

Fig. 2 shows a straightforward treatment of the physical boundary @⌦, where a piecewise

linear approximation @⌦h is spanned between points where the boundary and the grid intersect.

Two and three Gauss points, marked using filled stars, are placed on each segment respectively

for bilinear and biquadratic elements. Adaptive refinement or higher order representations of

the boundary are available in the literature [9, 43, 44] which improve performance, although this255

is beyond the scope of this article.

The integration scheme for domain integrals over ⌦e
full (elements that lie entirely in the

physical domain) remains unchanged. As integrals over elements cut by the boundary should

be evaluated within the physical boundary, the physical domain of a cut element, ⌦e
cut, is sub-

triangulated for integration, while the element itself remains intact. Fig. 2 also displays examples260

of Gauss points for both bilinear and eight-noded biquadratic elements, where Gauss locations

for isoparametric triangular elements are used in each triangular patch, as indicated. Such

a strategy for the integration in boundary elements is also found in [19, 45, 46]. A reduced

integration scheme (adopted by elasto-plastic analyses in Section 7.5 and 7.6) for quadrilateral

element is shown using filled triangles and diamonds for cut and full elements, respectively.265
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node

intersection

boundary

Gauss points for :

@⌦h
reduced

normal

⌦tri

⌦e
full

Figure 2: Examples of boundary approximation and integration schemes for linear and eight-noded biquadratic

elements.

4.2. Support reactions

Following the quadrature scheme along a Dirichlet boundary segment introduced in Section

4.1, the physical interpretation of k3, (30), can be given by

r = k3(ū
e � ue) =

ngp,eX

m=1

NT (⇠m)t⇠m, (36)

where r is the element reaction vector resulting from all boundary segments inside an element,

t⇠m is the traction contribution of a Gauss point ⇠m and ngp,e is the number of all boundary270

Gauss points. The first equality in (36) is concluded from Eq. (35) and the fact that the virtual

work of the applied external force and the support reaction should equal the virtual work done

by the internal stress, i.e.

ve
Z

⌦e
BT�(ue)d⌦ = ve(f + r), (37)

which is equivalent to kue = f + r.

The computation of the global reaction vector is essential in nonlinear analyses, as support275

reactions contribute to the algorithmic out-of-balance residual. For convenience, corresponding

uppercase letters in the following are used to denote global matrices assembled over all elements,

e.g. K3 (for the entire system) is assembled from k3 (for each element), such that the global

reaction vector can be achieved through

R = K3(Ū �U). (38)

Values in the global R for a single node, e.g. node A in Fig. 3(a), can receive contribu-280

tions from di↵erent boundaries in surrounding elements in a fictitious domain approach. The

computation of local support reactions Rhii on separate boundaries is essential for convergence

in analyses with frictional sliding boundaries, as reactions on frictional boundaries should be

updated according to the interface constitutive model separately. As a result, the corresponding

contribution of a frictional boundary Khii
3 to the sti↵ness K3 should be formed, e.g. during285

the quadrature of Kh2i
3 in Fig. 3(a), all other Gauss points are excluded except those on the

boundary h2i. The product of the sti↵ness Khii
3 and the displacement solution gives

Rhii = Khii
3 (Ū �U). (39)
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frictional boundary h2i

A

h1i
PP’ Q

Q’h3i

(a) (b)

Figure 3: (a) A discretised domain with h1i full fixation on the left and h2i the frictional sliding condition at the

bottom and (b) projection points (square markers) for reaction forces on a Dirichlet boundary h3i.

The linearisation process in the Newton-Raphson scheme for frictional sliding boundaries

requires the evaluation of t⇠m in (36), the traction at boundary Gauss points, such that the

tangent sti↵ness matrix consistent with the reaction update process can be derived. However,290

for the step boundary method, the recovered t⇠m after solution are often highly oscillatory along a

Dirichlet boundary, such that to determine and process frictional sliding status at Gauss points

would likely lead to divergence. Such oscillation is also observed in [47] using conventional

penalty-type methods. In spite of the unstable tractions, nodal reactions in Rhii still characterise

forces the boundary is subjected to. Nodal reactions can be considered to be forces induced295

by the constrained boundary at a set of sampling points. Here we have selected the same

amount, nbn, of sampling locations ⇣m (m = 1, 2, · · · , nbn) as the associated nodes, such that

the approximation follows a one-to-one mapping in between, which makes the re-calculation of

nodal reaction values convenient after these forces are updated at ⇣m. For instance, sampling

locations ⇣m for the boundary h3i in Fig. 3(b) are defined by the linear mapping from projections300

of associated nodes on P’Q’ (marked by squares) onto PQ. When sampling points from nodes,

e.g. nodes R and S, coincide at ⇠m on the boundary, the reactions are combined. In order to

retrieve respective nodal reactions again after the force components of rm at ⇠m are updated,

we split the force by ri = rmNi/(NR +NS) (i represents R,S), where Nm are shape functions of

the two nodes in the element ⇠ belongs to. The strategy introduced above has been found to be305

numerically stable for frictional sliding boundary conditions discussed in the following section

which needs reaction information for the iterative solver.

One remark is made here regarding the properties of high-order elements, where the equiva-

lent nodal forces associated with a traction are not intuitive in that some of the equivalent nodal

forces will act in the opposite direction to the imposed traction, typically the corner nodes for310

quadratic elements. However, the ratio of normal versus tangential components of nodal reac-

tions, rn/r⌧ , is still reasonably smooth, i.e. the signs of the two components would reverse in

conjunction (see, e.g., results in Fig. 19). As the Coulomb law (44) is considered in this article,

the friction algorithm is not a↵ected by this non-physical behaviour of high-order elements, as

shown in Section 7.3.315
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5. Frictional sliding boundary conditions

5.1. Linearisation

Considered as an extension to the roller boundary condition, frictional sliding boundary

conditions (without an opening mode) limits the shear traction depending on specific friction

models and provides more realistic interfaces for problems such as soil-structure interaction320

in geotechnical engineering. The proposed approach in this section allows the step boundary

formulation to be capable of dealing with roller boundaries with Coulomb friction, and we do not

separate the boundary condition and the boundary of the physical domain in the algorithm. The

relevant research topic of frictional sliding on rough rigid interfaces can be deemed as a reduced

contact problem, and has been well developed in the traditional finite element framework, see325

e.g. [48, 49] for details. In the context of fictitious domain approaches, e↵orts expended to

date have mainly followed the pioneering work by Dolbow et al. [50] in the extended finite

element method for the modelling of crack growth with frictional contact, e.g. [51, 52]. In [53],

a weighted Nitsche’s method is proposed to model frictional sliding on interfaces embedded in

background meshes.330

For a deformed state with the element displacement vector ue⇤ and the global U⇤, the

discretised weak form to be linearised can be stated as

F oob(U⇤) = F int(U⇤)� (F ext +R(U⇤)) = 0 (40)

where F oob is the global out-of-balance force vector, the global external force F ext = F is

assembled from (26) and F int is the global internal force vector assembled from

f int =

Z

⌦e
BT�(ue⇤)d⌦ = kue⇤. (41)

The nonlinearity of frictional boundary conditions comes from the global support reaction R,335

(38), assembled from r, (36). As discussed in Section 4.2, we update reaction forces according

to the frictional model at sampling points ⇣m, whereas the sti↵ness matrix k3 is summed up

through boundary Gauss points. As the stick-slip status of these sampling points does not

represent that of Gauss points, we apply the following algorithmic sti↵ness matrix once slip is

detected that simply releases the boundary tangentially340

Dr(ue⇤) ⇠= �
Z

�e
D

NT
Z ✏

0

�@!
@n

�2 ewalg
@ D ewalg

@ dnNd� := �kalg
3 , (42)

with ewalg
@ = nTT Tdiag(1, 0)T , which is inconsistent with the reaction update procedure and at

the cost of the optimal rate of convergence for the Newton process.

5.2. Coulomb’s friction law

In this article, we adopt the classical Coulomb’s law as the friction model in numerical

examples, the flow rule and the yield function of which can be stated in the rate form as

u̇⌧ = �̇
t⌧
kt⌧k

and (43)

�y(t⌧ , tn) = kt⌧k � µtn, (44)
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where �y is the yield function, �̇ is the slip rate tn and t⌧ are normal and tangential tractions,

respectively, and µ is the coe�cient of friction. The Kuhn-Tucker consistency conditions are345

enforced through

�̇ � 0, �y(t⌧ )  0, �̇�y = 0, (45)

which restricts the slip in the yield surface.

As discussed, normal and tangential reaction forces rn and r⌧ at sampling points ⇣m, which

are mapped from nodal reactions, are evaluated in replacement of tn and t⌧ in Eqs. (43)-(45).

More specifically, we make the assumption that ratio of normal and tangential values rn/r⌧ still350

describes the physical ratio distribution of tractions along the boundary. On the other hand,

nodal reactions (although they might have non-physical signs for high-order elements) are equiv-

alent to the actual distributed tractions along the support, such that when these reactions are

scaled in proportion based on the Coulomb law (44) (regardless of their signs, i.e. r⌧ = µrn if

violated), we would be able to update the actual amount of nodal reactions which is still equiv-355

alent to the distributed tractions the boundary is actually subjected to in each iteration. Thus

the implicit return mapping method can be employed in the following procedures, which splits

the frictional sliding problem into: (a) an elastic predictor at the trial state, which corresponds

Eqs. (46)-(49) in Section 5.3; and (b) a plastic corrector, which gives updated tangential trac-

tions (or forces in our case) on frictional boundaries according to the friction model. A detailed360

introduction on return mapping algorithm for frictional contact problems can be found in, e.g.

[49].

We should point out that the above strategy is a compromised approximation of the traction

integration procedure for Eqs. (43)- (45) at Gauss points. This is to circumvent the splitting of

each nodal reaction into respective contributions from Gauss points, which very likely leads to365

divergence [53]. With a relatively fine discretisation, the influence of the approximation in our

approach would be insignificant. From our experience, an alternative approach, which employs

tractions computed from stresses at Gauss points and integrates the updated tractions into nodal

forces, would lead to very slow convergence due to the slight mismatch between the tractions

from stresses and the tractions provided by nodal reactions; other strategies of splitting the370

nodal reactions in di↵erent ways are likely to bring about divergence of the iterative algorithm.

5.3. Overall algorithm

The frictional problem is path-dependent, whether to apply the external load in several

increments or not depends on specific problems, and using a proportional load curve (F ext
j for

loadstep j) for the external load helps to avoid ambiguity of the real loading process in many375

cases. Similarly, the prescribed Dirichlet boundary value Ū is broken into a same number of

displacement increments �lsŪj . An iterative procedure is developed in each loadstep, where

the kth incremental out-of-balance force vector is F oob
j,(k) = F int

j,(k) � (F ext
j + Rj,(k)), and the

subscription j is omitted in the following for conciseness. As the boundary value part in the

reaction R is independent of the current deformed state, the entire increment �lsŪ can be380

imposed in the first iteration, such that the initial system that solves for �U(1) becomes

(K +K3,(0))�U(1) = F oob
(0) +K3,(0)�lsŪ , (46)
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where K3,(0) is the sti↵ness with full prescription on frictional boundaries and F int
(0) and R(0)

inherit the values from the last loadstep. The solution gives global and local trial reactions

Rtrial
(1) and Rtrial,hii

(1) as

Rh·i,trial
(1) = Rh·i

(0) +Kh·i
3,(0)(�lsŪ ��U(1)). (47)

Rhii,trial
(1) is then transformed to the sampling points, inserted into the return mapping algorithm385

such that the updated Rhii
(1) can be obtained, and R(1) is updated accordingly and integrated

into F oob
(1) . The initially prescribed segment is set to be released tangentially if the criteria in

(45) for the yield function (44) at any associated sampling point is violated, that is, k3 = kalg
3

in (42), such that the global Kalg
3,(k) keeps being updated after the first iteration, and the system

of equations becomes390

(K +Kalg
3,(k�1))�U(k) = F oob

(k�1), k > 1. (48)

Due to that Kalg
3 changes during the iteration procedure, subsequent trial reactions are calcu-

lated in an additive way as

Rh·i,trial
(k) = Rh·i

(k�1) �Kalg,h·i
3,(k) �U(k), k > 1. (49)

The current displacement is calculated through the summation of incremental solutions,

i.e. Uj,(k) = Uj,(0) +
P
�Uj,(k). The overall pseudo-code of the step boundary algorithm for

frictional sliding boundary conditions is included in the Newton-Raphson framework together395

with elasto-plastic analysis in Section 6 (see Algorithm 1).

6. Elasto-plasticity

6.1. Linearisation

In elasto-plastic analysis, F ext in the discretised weak form (40), which contains the body

force and the traction on the Neumann boundary, is not dependent on the current deformed400

state, such that it remains constant throughout a certain load increment, whereas both F int

and R in Eq. (40) are to be linearised, that is

Df int(ue⇤) =

Z

⌦e
BTDalgBd⌦ := kalg and (50)

Dr(ue⇤) = �
Z

�D

NT
Z ✏

0
(
@!

@n
)2 ew@D

alg ew@dnNd� := �kalg
3 , (51)

with Dalg being the algorithmic tangent [54] of the linearised constitutive model. Hence, the

linearisation of the out-of-balance force (40) with respect to the incremental global displacement405

�U can be written as

Lu(U
⇤,�U) =F oob(U⇤) +D[F int(U⇤)�R(U⇤)][�U ]

=F oob(U⇤) + (Kalg +Kalg
3 )�U e,

(52)

where Kalg and Kalg
3 are respectively assembled from kalg and kalg

3 , and the achieved sti↵ness

matrices are consistent with the stress integration procedure. This linearised elasto-plasticity

problem can then be solved using the classical Newton-Raphson scheme, details of which can be

found in, e.g. [55].410
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6.2. Implicit stress integration

For the classical rate formulation of elasto-plasticity, governing equations are integrated

subjected to the Kuhn-Tucker condition (see, e.g. [56] for details). As a result, starting from an

initial state in the finite element framework with a known elastic strain "E(k�1), which is subjected

to a strain increment �"(k), we need the update of the elastic strain "E(k) or equivalently the415

stress �(k). A detailed review of stress integration schemes is provided in [57], amongst others.

The implicit return mapping method, which is employed here, has relatively high accuracy for a

given numerical e↵ort, particularly when large strain increments are applied. It splits the stress

integration problem into two parts:

(a) an elastic predictor at the trial state420

�trial = D"trial,E = D("E(k�1) +�"(k)); and (53)

(b) a plastic corrector

�(k�1) = D"E(k) = D("trial,E ��"P ), (54)

where�"P is the incremental plastic strains over the return path, and (·)E and (·)P denote elastic

and plastic parts of the quantity respectively. Throughout the article, the implicit backward

Euler stress integration scheme is used, see, e.g. [57] for details.

6.3. Overall algorithm425

The Quasi-Newton scheme for frictional boundary conditions using the step boundary method

is compatible with elasto-plastic analysis, where Eqs. (46)-(49) still apply, but K should be re-

placed by the incremental Kalg
(k) , assembled from kalg in (50), and K3,(k), assembled from kalg

3

in (51). Moreover, when combined features of both frictional boundary conditions and elasto-

plasticity are considered, kalg
3 can be given as430

kalg
3 =

Z

�e
D

NT
Z ✏

0
(
@!

@n
)2 ewalg

@ Dalg ewalg
@ dnNd�, (55)

which is a straightforward combination of Eqs. (42) and (51).

The following normalised out-of-balance force residual is used to determine convergence after

the k-th iteration

eoobj,(k) =
||F oob

j,(k)||L 2

||F ext
j +Rj,(k)||L 2

, (56)

typically set to 1 ⇥ 10�8 in this article. The pseudo-code of the Newton-Raphson scheme in

loadstep j is shown in Algorithm 1.435
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Algorithm 1 Pseudo-code for the loadstep j of the Newton process

1: set k = 0; initialise variables [·](0); set F ext and �lsŪ of the current loadstep;

2: initialise F oob
(0) = F ext +R(0) +Kalg

3,(0)�Ū ls; tol = 1⇥ 10�8; eoob(0) = 1.0;

3: while (eoob(k) > tol) do

4: k = k + 1;

5: solve for �U(k) = (Kalg
(k�1) +Kalg

3,(k�1))\F
oob
(k�1);

6: update displacements U(k) = U(k�1) +�U(k) and �lsU(k) = U(k) �U(0);

7: compute trial reactions Rtrial
(k) and Rtrial,hii

(k) ;

8: for (sampling points ⇣m) do

9: compute: reaction forces rn,(k) and rtrial⌧,(k) mapped from Rtrial,hii
(k) ;

10: initialise an indicator  m = 0;

11: if (�y(r⌧ , rn) > 0) then

12: map return r⌧,(k); set  m = 1 to form kalg
3,(k) later;

13: end if

14: end for

15: update reactions Rhii
(k) and R(k) accordingly;

16: for (full elements or triangular patches) do

17: for (Gauss points) do

18: compute �ls"(k) from �lsU(k);

19: backward Euler stress integration:

20: - inputs: "E(0) and "trial,E(k) = "E(0) +�ls"(k);

21: - outputs: Dalg
(k) , �(k) and "E(k);

22: form and assemble f int
(k) , k

alg
(k) ;

23: end for

24: form and assemble kalg
3,(k) on boundary segments;

25: end for

26: update F oob
(k) = F int

(k) � (F ext +R(k)) and eoob(k) = ||F oob
(k) ||L 2/||F ext +R(k)||L 2 ;

27: end while

7. Numerical examples

This section provides numerical validations for the proposed method. The performance of

linear-elastic benchmarks in this section is assessed using error measures based on analytical

solutions, where relative errors in L
2 and energy norms for displacement and stress results are

respectively defined as

eu =
||uh � ua||L 2(⌦)

||ua||L 2(⌦)
=

sR
⌦ ||uh � ua||2d⌦R

⌦ ||ua||2d⌦
and (57)

e� =
||uh � ua||E (⌦)

||ua||E (⌦)
=

sR
⌦("

h � "a) : (�h � �a)d⌦R
⌦ "a : �ad⌦

, (58)

where superscripts (·)h and (·)a denote the finite element and analytical solutions, respectively.
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Figure 4: Circular annulus expansion problem with boundary conditions.
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Figure 5: Circular annulus expansion: (a) deformation computed with ✏ = 1 ⇥ 10�6m and h = 0.0625m and (b)

logarithmic errors versus grid refinement obtained with (original) and without (simplified) k2 .

7.1. Circular annulus expansion

The first example analyses the plane stress expansion of a circular annulus with internal and

external radii r1 = 0.5m and r2 = 1m, respectively, subjected to internal pressure p = 0.1kPa.440

The material is assumed to be linear isotropic elastic, with a Young’s modulus of E = 1kPa and

a Poisson’s ratio of ⌫ = 0.3. Due to symmetry, an eighth of the annulus is modelled so as to

create an immersed edge with the inclined roller boundary condition, as shown in Fig. 4. The

problem is discretised in the fictitious background domain using bilinear square elements. The

deformation of the internally pressured annulus is shown in Fig. 5(a), obtained using elements445

with h = 0.0625m, with the grid feature size h being the side length of these square elements.

Each deformed cut element is displayed in two parts, one of which inside the domain is shown

with the triangulation by solid black lines, and the outside part is shown by dotted lines.

For empirical choices with bilinear elements, ✏ should decrease in proportion to h to ensure

optimal convergence in the energy norm error e� with grid refinement, and in proportion to h2450

for the L
2 error eu; here, we have used a fixed ✏ = 1⇥10�6m which is small enough for all refined

18
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Figure 6: Error contours of the step boundary method implementation (✏ = 1 ⇥ 10�6m, h = 0.0625m) for the

circular annulus expansion problem.
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Figure 7: Error plots against the reciprocal of the step size and with uniform grid refinement for the circular

annulus expansion problem, where i is the refinement coe�cient such that h = 2�(i+3)m, and, obtained using the

original formulation (direct solver only) and the simplified formulation (direct and iterative GMRES solvers).

grids employed in this example. The error plots in Fig. 5(b) show optimal rates of convergence

in both L
2 and energy norms, where the results obtained from original (including k2) and

simplified formulations are nearly identical. Fig. 6 shows absolute errors of both displacement

and von-Mises stress in contour plots, with h = 0.0625m. Errors are generally larger at the455

internal Neumann boundary than at the outer edge, and relatively large errors are measured

especially where only a small fraction of an element is integrated.

We now carry out a parametric analysis that tests errors with respect to the reciprocal of

the parameter ✏, varying from 0.1 to 1015. The left and right of Fig. 7 illustrate error plots

in L
2 displacement and energy norms, respectively. Each curve in the figure, labelled with460

the refinement factor i (i = 0, 1, · · · ), shows the parametric behaviour of the methods (the

original formulation and the proposed simplification) obtained using a fixed discretisation which
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solution against the reciprocal of the step size, with the refinement coe�cient i = 2.

10-7 10-6 10-5 10-4 10-3

10-5

100

y

x

y

x

a

h
h1i

cut ratio, a2/2h2

re
la

ti
v
e

d
is

p
la

c
e
m

e
n
t
e
rr

o
r,
e u

direct

GMRES

eu
��
a=0

i = 1

i = 4

(a) (b)

Figure 9: (a) Enlarged boundary h1i labelled in Fig. 5 and the illustration of a cut element with a small cut

ratio; (b) displacement error plot for a selection of discretisation designed to contain pathologic cut elements.

The figure shows results obtained using direct and GMRES solvers, with a fixed step size of ✏ = 1⇥ 10�10m.

h = 2�(i+3), solved using both direct and iterative GMRES [58] methods. The errors on the

left hand end of the curves of the simplified formulation reduce with respect to decrease of the

step size, which follows the typical behaviour of penalty-type approaches, i.e. the boundary465

conditions are imposed approximately such that the solution is improved with an increased

penalty value, as discussed above in Section 3.3. In the original approach, fluctuations in error

plots are observed where ✏�1 are small, because the magnitude of ✏�1 becomes similar to the

components of k2. With a further decrease of ✏, the behaviours of the original and simplified

methods become nearly identical, where errors of both approaches converge to a stage where the470

finite element discretisation becomes the predominant factor that decides the overall accuracy.

The divergence at the right hand ends of the error curves results from ill-conditioning of the

global sti↵ness matrix.

Fig. 7 also displays nearly identical behaviours between direct and GMRES solutions, includ-

ing the critical step size ✏ic at which errors start to diverge on the right. In Fig. 8, we illustrate475

the parametric results of the condition number rk and the residual kF�(K+K3)Uk/kF k of the

GMRES solution (obtained with the grid of i = 2), both increasing with respect to the growth

in ✏�1. However, the increasing condition number does not influence the solution until a critical

stage, where the error induced by the ill-conditioning becomes no longer negligible compared to

that of the finite element method, corresponding to ✏ic described above for Fig. 7.One remark480
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is that the GMRES results of i = 3 in Fig. 7 diverge more drastically than those of the direct

solver, which implies that there exist other factors influencing the errors in this case, but the

critical ✏ic still matches where the solid curve of the displacement error starts to diverge.

As long as the parameter is chosen from the plateau, the same rate of convergence as the

classical finite element method can be assured, but the plateau moves rightwards in a certain485

rate with respect to mesh refinement, as shown in Fig. 7. To show this moving rate with

h-refinement, an initial coarse grid with h0 = 0.25 is uniformly refined, with the element size

h being halved each time, such that h = h0 ⇥ 2�i after the ith refinement. Reference lines of

� / h�2 and � / h�1 are plotted, respectively, for displacement and energy errors. The reference

line matches the moving trend of where the plateau of the energy error starts, which justifies490

the prediction of Babuška discussed in Section 3.3, while the starting point of the plateau of the

displacement error is observed to move in a rate slightly slower than � / h�2.

The boundary h1i in this model with the inclination of 45� allows the construction of a

discretisation with a selection of cut elements that contain small portions of the physical domain,

as illustrated in Fig. 9(a). Previously discussed results are obtained by setting a = 0, and here495

we control the cut ratio so as to study the influence of pathologic cuts to our calculations. Fig.

9(b) shows errors for two meshes, i = 1, 4, plotted against the cut ratio a2/2h2. The results

are computed using direct (solid lines) and GMRES (dotted grey lines) solvers, and, the black

dotted lines represent the errors obtained with a = 0. It demonstrates that when the cut ratio

approaches as small as 4⇥ 10�7, the presented results are still not a↵ected in this case, in other500

words, the condition of the sti↵ness matrices is acceptable. For more discussion on this topic,

readers are referred to the existing literature, e.g. [7] removes elements with a cut ratio less than

5% to ensure stability; researches that o↵er stabilisation strategies for spline based methods are

found in [33, 45, 59].

p

l

l

ū

60�

y

x

r

⇢
'

Figure 10: A quadrant of the infinite tensile plate and the 60� computational model (grey area) with boundary

conditions.

7.2. Tension in a perforated infinite plate505

This example analyses the plane stress tension in an infinite plate with a circular hole of

radius r = 0.5m in the centre, subjected to uni-directional in-plane far-field tension of p =

0.1kPa. The material is assumed to be linear isotropic elastic, with a Young’s modulus of
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Figure 11: Tension in the perforated plate: (a) deformation computed with ✏ = 1⇥ 10�6m and h = 0.075m and

(b) logarithmic errors versus grid refinement obtained with (original) and without (simplified) k2.
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Figure 12: Error contours of the step boundary method implementation (✏ = 1 ⇥ 10�6m, h = 0.075m) for the

infinite tensile plate problem.

E = 1kPa and a Poisson’s ratio of ⌫ = 0.3. The analytical displacement field of the problem is

given as [60]510

ux(⇢,') =
1 + ⌫

E
p

✓
⇢

1 + ⌫
cos'+

2r2

(1 + ⌫)⇢
cos'+

r2

2⇢
cos 3'� r4

2⇢3
cos 3'

◆
and

uy(⇢,') =
1 + ⌫

E
p

✓
�⌫⇢
1 + ⌫

sin'� (1� ⌫)r2

(1 + ⌫)⇢
sin'+

r2

2⇢
sin 3'� r4

2⇢3
sin 3'

◆
,

(59)

which allows the computation of a 60� portion (with l = 1m), shown in Fig. (10): apart from

the homogeneous Neumann boundary at ⇢ = r, displacement is prescribed on the rest of the

boundaries (including a roller boundary condition at the bottom) to investigate the performance

of the proposed method on non-uniform inhomogeneous Dirichlet boundaries. Bilinear square

elements are used to discretise the fictitious domain, and the deformation after solution is shown515

in Fig. 11(a), obtained using elements with h = 0.075m.
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Figure 13: Tension in the perforated plate (✏ = 1 ⇥ 10�6m, h = 0.075m): normal pressure and shear traction

results along Dirichlet and roller boundaries.

Fig. 11(b) demonstrates again that the simplified formulation gives identical results to the

original approach when the step size is small enough to neglect the e↵ect of k2, where optimal

rates of convergence in both L
2 and energy norms are observed with uniform refinement, ob-

tained again with a fixed ✏ = 1 ⇥ 10�6m. Fig. 12 shows absolute error contours obtained with520

h = 0.075m. Large values of both displacement and stress errors are measured near the free

boundary, which is due to the integration scheme and the piecewise linear boundary represen-

tation. Fig. 13 shows normal and shear tractions along Dirichlet and roller boundaries and

calculated from stress data, which demonstrates good agreement with the analytical solution.

The continuity of stresses is one order less than the C
0 continuous displacement, such that dis-525

continues occurs across element boundaries, such that slight oscillations, relatively more evident

on the inclined boundary h1i, are observed in this traction result.

y

x

frictional boundary

h

b

l

p

t

Figure 14: Problem setting of the elastic block sliding on a frictional boundary.

7.3. Block sliding on a frictional boundary

For frictional boundary conditions, we first analyse the problem of a plane strain block sliding

on a rigid rough surface. First analysed by Oden et al. [61], this problem was subsequently530
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(b) step boundary method(a) Oden et al., 1984

Figure 15: Final deformations of the sliding block problem: (a) reproduced result of Oden et al. [61] and (b) the

presenting step boundary method, mesh I.
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Figure 16: Sliding block problem: (a) normal pressure and shear stress along the frictional boundary and the

comparison with existing results and (b) normalised out-of-balance force residual versus iteration number.

analysed in a number of works [53, 62, 63] and serves as a benchmark for frictional interface

problems. The block has a length of l = 4 units and a height of h = 2 units, and is placed on a

rough surface with the Coulomb friction coe�cient µ = 0.5, subjected to distributed pressures

comprising a compression of p = 200 units on the top and a traction of t = 60 units which pulls

the block on its very right side. The compressive load on the top is uniformly distributed over535

the length of b = 3.6 units in the middle, which leaves two corners free from vertical loads, and

two homologous sections at the bottom are set up as frictionless rollers, as shown in Fig. 14.

The material is assumed to be linear isotropic elastic, with a Young’s modulus of E = 1000

units and a Poisson’s ratio of ⌫ = 0.3. In accordance with [62], the solution to this problem can

be obtained with a single load increment.540

Here bilinear elements are first adopted to discrebtise the problem domain, with both bottom

and top physical boundaries being immersed, as shown in Fig. 15(b), where grey shaded regions

indicate the void part of elements cut by the boundary. The discretisation is plotted together

with the final deformation, and along with Fig. 15(a), the reproduced result of Oden et al. [61].
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Figure 17: Sliding block problem, mesh I: contour maps of absolute normal and shear stresses.
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Figure 18: Sliding block problem, mesh II: contour maps of absolute normal and shear stresses.

The Dirichlet boundary conditions are imposed using a step size of ✏ = 1⇥ 10�6.545

Fig. 17 shows contour maps of vertical normal and shear stresses, �hy and ⌧hxy, respectively

in absolute values. For the purpose of validation, we plot the normal pressure tn = ��hy and the

shear traction t⌧ = ⌧hxy along the boundary in Fig. 16(a) (illustrated using cross markers for this

mesh) as well as the result reproduced from [61], which gives good agreement in both directions,

and the normal and shear tractions are computed from nodal displacements. Fig. 16(b) shows550

convergence during seven iteration steps, using a tolerance of tol = 1⇥ 10�8 for the normalised

out-of-balance residual (40).

The results of another test that employs 8-noded square elements are also shown in Fig.

16, displayed with circular markers, which converges in eight iterations. The block model is

rotated by 18� and immersed in a relative fine background mesh II with element size h = 0.18m.555

Corresponding contour maps of normal and shear stresses in rotated local coordinates, �hy0 and

⌧hx0y0 , and, in absolute values are shown in Fig. 18, which gives similar stress distributions as in

Fig. 17. Moreover, an illustration of rn/r⌧ of the sampling points along the frictional boundary,

obtained after the first iteration (where the frictional boundary is treated as fully fixed), is

plotted in Fig.19(a). The ratio result of mesh II displays oscillation for x 2 [1.2, 1.4], as this is560

where r⌧ approaches zero with the sign flipped subsequently. Fig. 19(b) shows the reciprocal

of the above ratio in this area, which does not fluctuate. The contribution of reactions at ¨,

which deviates from the trend, is relatively small compared to, e.g., ≠ and Æ, as shown in the

inset table. Apart from this area, the plot demonstrates a generally smooth distribution of the

ratio of rn/r⌧ for quadratic elements, which allows the stick-slip status to be determined at the565

sampling points. This test, which employs quadratic elements and constructed with the feature
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Figure 19: Sliding block problem: ratios between the normal and tangential components of nodal reactions along

the frictional boundary.

p

h b/
2

'

frictional boundary

frictional boundary

Figure 20: Problem setting of the compressed wedge and the computational model of the top half (the grey area)

with boundary conditions.

of an inclined frictional boundary, has demonstrated the ability of the proposed algorithm to

converge to a correct deformed state.

7.4. Wedge with frictional boundaries

In this example, the plane strain compression of a wedge into a frictional rigid shell is570

modelled, as shown in Fig. 20, where h = 5m, b = 2m and ' = 10�. The wedge is assumed

to be linear isotropic elastic with E = 1GPa and ⌫ = 0.3, subjected to an external pressure

of p = 8 ⇥ 105kPa. Only the top half is modelled due to symmetry, with a roller boundary

being placed at the bottom of the computational domain and a frictional boundary at the top,

where the classical Coulomb’s friction law is applied. The problem is discretised in the fictitious575

domain using biquadratic square elements with side length h = 0.13m.

The problem is computed with the friction coe�cient being µ = 0, 0.2, 0.4, 0.6, 0.8, 1.0

and µ ! +1, and all calculations reach final solutions after several iterations, as shown in

Fig. 21(b), with a tolerance of 1⇥ 10�8. Dirichlet boundary conditions in all cases are imposed

using a step size of ✏ = 1 ⇥ 10�6m. The comparison between stress distributions of the cases580

of µ = 0 and 1.0 is shown in Fig. 21(a), where the von-Mises contour displays concentration

on the frictional boundary near the open end, and is relatively even in the frictionless case.
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Figure 22: The wedge compression problem: (a) final deformations with µ = 0, 0.2, 0.4, 0.6, 0.8, 1.0 and µ ! +1,

(b) iterative deformations of the µ = 1.0 case, and (c) movement of the corner A versus iteration number in all
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Final deformations of all cases are shown in Fig. 22(a), where the nearly vertical free edge

of µ = 0 recovers the frictionless behaviour, the frictional boundary remains fully fixed for a

large µ ! +1, and other frictional sliding boundary conditions have provided more realistic585

interfaces for these rough sliding boundaries.

Fig. 21(b) also shows that it takes more iteration steps for a rough boundary to converge.

The computation of µ = 1.0 completes in 10 iterative steps, though the wedge has closely reached

the final deformation in 4 iterations, as shown in Fig. 22(b), and the movement of the corner A

is plotted in Fig. 22(c) against the iteration number.590
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Figure 23: Computational model of the double-notched tensile specimen with boundary conditions and the initial

grid.

7.5. Notched tensile specimen

This example presents the elasto-plastic analysis of the plane strain stretching of a double-

notched specimen, as shown in Fig. 23. Initially presented by Nagtegaal et al. [64] to demon-

strate the spurious response of standard finite elements in plasticity, it was subsequently re-

analysed in a number of articles [55, 65, 66]. The total height and width of the specimen are595

h = 30mm and l = 10mm, respectively, with a linking ligament b = 2mm at mid height. The

specimen has a Young’s modulus of E = 206.9GPa and a Poisson’s ratio of ⌫ = 0.29, modelled

using an elastic-perfectly plastic Prandtl-Reuss (P-R) constitutive model with yield stress of

�y = 0.45GPa. The exact P-R model implementation of Wei et al. [67], which eliminates the er-

ror associated with implicit stress integration, is employed. Due to symmetry, one quarter of the600

specimen is initially discretised using biquadratic rectangular elements of size 0.31mm⇥0.8mm,

with reduced four-point integration for full elements and reduced single-point integration for

triangular patches in cut elements. Roller boundary conditions are imposed using the step

boundary method with the step size ✏ = 1 ⇥ 10�6mm throughout, including the normal pre-

scription of v̄ = 0.2mm on the top rollers in 20 equal displacement-controlled increments. The605

global tolerance on the Newton-Raphson process is set to 1⇥ 10�8 in all elasto-plastic analyses

in this article.

Table 1: Notched plate convergence of the step boundary method implementation with von-Mises constitutive

model.

NR iteration
loadstep
5 6 7 8

1 5.640⇥ 10�2 2.098⇥ 10�2 2.917⇥ 10�2 1.037⇥ 10�3

2 1.967⇥ 10�3 2.193⇥ 10�3 2.243⇥ 10�4 1.189⇥ 10�6

3 1.305⇥ 10�6 8.302⇥ 10�6 2.455⇥ 10�7 2.066⇥ 10�12

4 1.716⇥ 10�12 2.227⇥ 10�10 1.664⇥ 10�13 -

28



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

0 0.05 0.1 0.15 0.2
0

1

2

3

4

5

6

7
limit load: 5.14, Prandtl et al.

exact P-R, Wei et al.

m
e
s
h

re
fi
n
e
m

e
n
t

n
o

rm
a

li
s
e

d
p

re
s
s
u

re
,
p/

c

normalised edge lifting, v̄/b

- evolution of the plastic zone

- initial mesh

h
/2

h
/4

loadstep number (a total of 20):

⇤⌅⌅⌅⌅⌅⌅⌅0 3 5 8 10 12 16 20

Figure 24: Normalised pressure (computed from the total reaction) against normalised edge lifting and the

evolution of the plastic zone of the notched tensile specimen.

The normalised pressure against displacement response of the computation converges to the

analytical solution with uniform grid refinement (where elements are halved in each refinement),

as shown on the left of Fig. 24. The analytical limit load of the problem under the perfect610

plasticity hypothesis, which is based on slip-line theory, is given by Prandtl and Hill [56] as

p/�y = 2 + ⇡ ⇠= 5.14, (60)

where p = 2R/b is the normalised pressure, with R being the total reaction on the normally

prescribed edge. The evolution of the yielded region obtained with the initial grid (element size

of 0.31mm ⇥ 0.8mm) in respect of a selection of loadsteps is shown on the right of Fig. 24,

and the out-of-balance force values during the global Newton-Raphson process for loadsteps 5615

through 8 is provided in Table 1, which approaches optimum (2nd order) convergence of the

global Newton process. These aspects validate the derivation and implementation of the step

boundary finite element method for elastic-perfect plasticity.

7.6. Strip-footing collapse analyses

7.6.1. Frictionless interface620

The final problem is a rigid strip footing analysis under plane strain, which tests the method

using non-uniform background discretisation. The footing has a width of b = 1m. The soil

domain has a length of l = 10m and a height of h = 5m, and due to symmetry only half of the

domain is discretised using 8-noded quadrilateral elements, integrated with reduced four-point

quadrature for full elements and reduced single-point quadrature for triangular patches in cut625
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Figure 25: Computational model of the strip-footing collapse with frictionless boundary conditions.
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Figure 26: Frictionless strip-footing with the Tresca model: normalised pressure (computed from the total reac-

tion) against normalised settlement, final deformation and incremental displacement at loadstep 40

elements. The same non-uniform mesh as in [55, 68] is adopted here, except that the mesh is

slightly scaled in the vertical direction by a factor of 1.001 such that top edge of the soil becomes

immersed in the mesh, as shown in Fig. 25.

The weightless soil is modelled as an elastic isotropic material with a Young’s modulus of

E = 10GPa and a Poisson’s ratio of ⌫ = 0.48 prior to the yield point, and the yielding is630

first assumed to be governed by the Tresca yield criterion with no hardening, where the yield
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Table 2: Frictionless strip-footing convergence of the step boundary method implementation with the Tresca

constitutive model.

NR iteration
loadstep
11 12 13 14

1 9.499⇥ 10�3 1.933⇥ 10�2 2.926⇥ 10�3 4.544⇥ 10�3

2 1.169⇥ 10�3 1.338⇥ 10�3 1.627⇥ 10�4 1.342⇥ 10�4

3 1.203⇥ 10�4 4.695⇥ 10�5 1.381⇥ 10�6 5.237⇥ 10�8

4 4.241⇥ 10�7 1.941⇥ 10�6 1.464⇥ 10�10 3.004⇥ 10�13

5 7.476⇥ 10�12 2.743⇥ 10�11 - -

stress is taken as �y = 848.7kPa. The roller boundary conditions are imposed using the step

boundary method with ✏ = 1 ⇥ 10�6m, with the rollers on the top also being subjected to a

settling of v̄ = 20mm over 50 equal displacement-controlled loadsteps. The footing analysis is

basically the compression version of the notched specimen problem presented in the previous635

section, and shares the same analytical limit load (60) for the Tresca material. On the left of

Fig. 26 the normalised stress versus settlement response is plotted, where the result has a good

agreement compared to the analytical limit. The upper-right plot in Fig. 26 displays the scaled

final deformation around the rigid footing, in which the outside part of cut elements are shown

by fine dotted lines, and the lower-right of Fig. 26 shows the scaled incremental displacement640

at collapse. Table 2 provides the global out-of-balance force values for loadsteps 11 through 14,

which approaches optimum convergence in the global Newton-Raphson process.

0 0.5 1 1.5 2 2.5 3
10-3

0

2

4

6

8

10

12

14

16

18

limit load: 14.8, Prandtl et al.

Mohr-Coulomb:

 = ⇡/9

 = ⇡/18

n
o

rm
a

li
s
e

d
p

re
s
s
u

re
,
p/

c

normalised settlement, v̄/b ( )

- Associated flow

-  = ⇡/9

- Non-Associated flow

-  = ⇡/18

scaling factor = 10

enlarged region

Figure 27: Frictionless strip-footing with M-C associated and non-associated flows: normalised pressure (computed

from the total reaction) against normalised settlement and scaled deformations.

The rigid footing problem is also analysed using the Mohr-Coulomb (M-C) yield criterion.

Fig. 27 gives the normalised pressure versus settlement response for a perfectly plastic M-
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Table 3: Frictionless strip-footing convergence of the step boundary method implementation with the M-C asso-

ciated and non-associated models.

NR iteration
loadstep (associated) loadstep (non-associated)
4 5 4 5

1 2.470⇥ 10�1 1.238⇥ 10�1 1.670⇥ 10�1 1.117⇥ 10�1

2 3.330⇥ 10�2 2.856⇥ 10�2 3.677⇥ 10�2 3.428⇥ 10�2

3 4.089⇥ 10�3 5.090⇥ 10�3 1.754⇥ 10�3 7.509⇥ 10�3

4 4.555⇥ 10�6 3.909⇥ 10�4 7.150⇥ 10�6 1.587⇥ 10�5

5 4.634⇥ 10�11 1.236⇥ 10�7 4.210⇥ 10�10 9.650⇥ 10�9

6 � 9.601⇥ 10�14 � �

C model with cohesion of c = 490kPa and a friction angle of ↵ = ⇡/9 for both associated

( = ⇡/9) and non-associated ( = ⇡/18) plastic flow, where  denotes the dilation angle.

The same mesh and elastic material properties used for the Tresca analysis are used but in this

case a displacement of 3mm is imposed using 20 equal displacement-controlled loadsteps. Good

agreement is observed between the two plasticity approaches and the analytical limit pressure

of

2p/�y ⇠= 14.84,

provided by Prandtl et al. [56], and as shown by the solid black line. Table 3 provides the global

out-of-balance force values for loadsteps 4 and 5 for both associated and non-associated models,

which shows correct convergence in the global Newton-Raphson process. On the right of Fig.645

27 the scaled deformations around the footing for associated (top) and non-associated (bottom)

plastic flow are shown. The associated flow case exhibits excessive volumetric dilation in the

region adjacent to the footing leading to unrealistic heaving of the ground surface. Employing a

non-associated model, which has a reduced dilation angle from ⇡/9 to ⇡/18, significantly reduces

the heave and leads to a more realistic surface profile, while the value of the yielding plateau in650

the pressure versus settlement response remains unvaried.

7.6.2. Frictional interface

We now consider a same footing model as in the preceding section, except that the interaction

between the footing and the soil follows Coulomb’s friction law. The M-C plastic model with non-

associated plastic flow is adopted, where  = ⇡/18 and a displacement of 3mm is imposed in 20655

equal loadsteps. As the normal pressure along the interface in this footing problem is eminently

greater than the tangential traction, we have selected small friction coe�cients, µ = 0.4⇥10�11,

0.8⇥ 10�11, 1.2⇥ 10�11, 1.6⇥ 10�11, 2⇥ 10�11 and µ ! +1, in order to observe the stick-slip

behaviour. Reasonable horizontal movement of interfacial points, as shown and compared with

the frictionless case in Fig. 28, is observed, while the normalised pressure result during loading660

does not show significant di↵erence. A selection of the out-of-balance residual during the global

Newton process is provided in Table 4. The feature of a frictional boundary has an evident

e↵ect on the rate of convergence in that more iterations are required in each loadstep, and the

optimum rate of convergence is weakened due to the inconsistent tangent sti↵ness as discussed

earlier in the article.665

To summarise, these cases have demonstrated the implementation of the step boundary finite

element method in elasto-plastic analysis, with features of the non-uniform background mesh,
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Table 4: Frictional strip-footing convergence of the step boundary method implementation with the M-C non-

associated model.

NR iteration
loadstep (µ = 0.4⇥ 10�11) loadstep (µ = 2.0⇥ 10�11)
4 5 4 5

1 9.563⇥ 10�1 9.282⇥ 10�1 9.574⇥ 10�1 9.398⇥ 10�1

2 6.046⇥ 10�2 8.039⇥ 10�2 4.834⇥ 10�2 7.807⇥ 10�2

3 1.466⇥ 10�2 1.289⇥ 10�2 1.248⇥ 10�2 9.204⇥ 10�3

4 1.800⇥ 10�2 2.931⇥ 10�3 3.093⇥ 10�2 8.266⇥ 10�4

5 3.044⇥ 10�3 2.618⇥ 10�5 3.274⇥ 10�3 5.219⇥ 10�6

6 4.761⇥ 10�4 1.493⇥ 10�6 1.300⇥ 10�3 8.344⇥ 10�10

7 1.494⇥ 10�4 3.364⇥ 10�11 1.272⇥ 10�4 �
8 8.052⇥ 10�6 � 9.975⇥ 10�6 �
9 3.006⇥ 10�8 � 4.204⇥ 10�8 �
8 3.266⇥ 10�13 � 8.467⇥ 10�13 �

pressure-sensitive yield criteria, non-associated plastic flow and the frictional boundary.

8. Conclusions

The step boundary method allows Dirichlet boundary conditions to be imposed weakly in670

fictitious domain approaches which have been of interest in recent years. The complete derivation

provided in this article generalises the original formulation to inclined roller boundary conditions,

along with simplified sti↵ness matrices. The method is then extended to deal with frictional

sliding boundary conditions in an iterative procedure, and validated with a Coulomb friction

model. The proposed step boundary method is also studied for elasto-plasticity, with a number675

of numerical examples being provided. The plasticity analyses are tested using metal plasticity

and pressure-sensitive soil plasticity models, and a constitutive model with non-associated plastic

flow, all displaying good performance compared to analytical solutions.

Further extension to this work could be to introduce higher order approximations for the

boundary and adaptive refinement for cut element integration, to increase accuracy. The work680

could also be extended to model contact for di↵erent physical domains, or collision in dynamic

problems.
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