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Abstract
In this work, we explore the problems of recommending and visualising makeup products based on images of customers. 
Focusing on mascara, we propose a two-stage approach that first recommends products to a new customer based on the 
preferences of other customers with similar visual appearance and then visualises how the recommended products might 
look on the customer. For the initial product recommendation, we train a Siamese convolutional neural network, using our 
own dataset of cropped eye regions from images of 91 female subjects, such that it learns to output feature vectors that place 
images of the same subject close together in high-dimensional space. We evaluate the trained network based on its ability 
to correctly identify existing subjects from unseen images, and then assess its capability to identify visually similar subjects 
when an image of a new subject is used as input. For product visualisation, we train per-product generative adversarial net-
works to map the appearance of a specific product onto an image of a customer with no makeup. We train models to generate 
images of two mascara formulations and assess their capability to generate realistic mascara lashes while changing as little 
as possible within non-lash image regions and simulating the different effects of the two products used.
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1  Introduction

In this paper, we describe, discuss and evaluate our work 
towards a cosmetic customer advisor system intended for 
use in retail environments. Focusing specifically on mascara 
products, our approach comprises two processes: product 
recommendation and product visualisation. Our recom-
mendation approach uses a Siamese network [2] to identify 

prior customers with similar visual features to the current 
customer so that products preferred by those prior custom-
ers can be recommended. Our visualisation approach uses a 
generative adversarial network (GAN) [3] to generate real-
istic images demonstrating how a customer might look with 
a specific product applied. We envision such a system being 
deployed within an in-store photo booth to constrain as much 
as possible lighting, camera angle and other variables; how-
ever, future work may explore how such a system could be 
made robust to the variation inherent in a solution deployed 
on customer mobile phones.

Our models are trained and evaluated using our own data-
set comprising multiple colour facial images of 91 Cauca-
sian women with and without mascara applied, from which 
we automatically extract the left and right eye regions using 
a histogram of oriented gradients (HOG) and support vector 
machine (SVM)-based eye detector. The resultant cropped 
eye images are used to train our Siamese and GAN models, 
with a subset held back for testing.

Figure 1 shows some example images from our dataset 
(top row) and the subsequent mascara images generated by 
our GAN (bottom row).

This work is an extended version of our paper Visual Siamese 
Clustering for Cosmetic Product Recommendation [1] presented 
at the 1st International Workshop on Advanced Machine Vision. 
This paper expands on the discussion of the proposed approach for 
mascara recommendation and details additional related work that 
uses generative adversarial networks to visualise recommended 
products.
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2 � Prior work

2.1 � Recommendation

Recommender systems that make use of large amounts of 
data about a person to predict their preferences have been 
an effective method for businesses to increase customer 
engagement and retention since they were first proposed in 
the 1990s [4]. With the advent of big data and deep learn-
ing, sophisticated models capable of highly accurate pre-
dictions have been deployed within numerous industries 
[5, 6]; however, these approaches still require large num-
bers of datapoints for each customer, which are often not 
available to traditional bricks-and-mortar retail businesses.

For certain product types, however, such as cosmetics 
or clothing, visual information, such as that captured by 
in-store cameras or a customer’s mobile device, may be 
all that is needed to make accurate product recommen-
dations. Colour Match [7] is a mobile cosmetic advisory 
system that uses a colour-based statistical analysis of a 
calibrated mobile photograph to recommend a foundation 
product. McAuley et al. [8] propose an approach to match-
ing clothing and accessories based on human notions of 
complementarity by computing an embedding that places 
the output vectors of a pretrained convolutional neural 
network (CNN) for two products close together if online 
shopping data demonstrates a correlation between interests 
in the two products.

In the broader area of visual matching, the concept of 
the Siamese network was first proposed by Bromley et al. 
[2], applied to the problem of signature verification, with 
the feature vector generated from a signature being com-
pared with the stored feature vector corresponding to a 
given signer to determine whether the signature is genuine 
or not. Siamese, along with related triplet network [9], 
based approaches have since been proposed for solving a 
broad array of problems including facial recognition [10], 

unsupervised learning [11], one-shot image recognition 
[12] and image retrieval [13].

2.2 � Visualisation

In addition to recommending a product, we aim to accurately 
visualise the application of that product on the customer’s 
eyelashes using a GAN. First proposed by Goodfellow et al. 
[3] in 2014, a GAN in general comprises a deep genera-
tor network, which aims to learn the distribution of a target 
dataset such that it can generate plausible samples, and a 
deep discriminator network, which aims to learn discrimi-
nant features between the distributions of genuine and gen-
erated samples. GAN-based approaches have demonstrated 
promising results at tasks including anomaly detection [14], 
data augmentation [15], super resolution [16] and image 
domain translation [17].

Visualisation of makeup products as they would appear 
on a real customer’s face is an active area of research within 
the cosmetics industry. One example of a GAN being 
applied in this area is BeautyGAN [18], which generates 
an image combining the face shown in one image with the 
makeup style shown in a second image. Liu et al. [19] dem-
onstrate a different approach to the same problem, by parsing 
facial features from both images using a deep segmentation 
network and transferring extracted makeup features from 
one image to the other, employing a global smoothness 
constraint to maintain plausibility. In both cases, an over-
all ‘makeup style’ is transferred, and so neither lends itself 
to the problem of visualising individual makeup products. 
Other work in this area [20] uses an augmented reality-based 
approach which superimposes cosmetic products onto a live 
video of a user’s face; however, these can often lead to an 
exaggerated and unrealistic appearance.

Fig. 1   Example eye images 
from our dataset (top) along 
with corresponding images 
generated by our GAN show-
ing how they might look with 
mascara applied
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3 � Dataset

We have compiled a dataset comprising frontal facial 
RGB colour images of 91 Caucasian women between the 
ages of 18 and 60, along with quantitative and qualita-
tive data about their experiences of different mascara 
products. Each subject was photographed before and 
after application of one of two mascara formulations on 
four consecutive days, giving us eight images in total per 
subject.

We use only the image data in training our models, 
while the additional product preference data would be 
used to make recommendations once a customer has been 
matched to their most similar subjects.

From each image we generate 2 crops, 1 for each eye, 
giving us 16 eye images per subject; 8 with and 8 without 
mascara. Training of our Siamese network is conducted 
with 7 of these no-mascara images, while the 8th is kept 
for validation. We train 2 GAN models to generate images 
corresponding to each of the 2 mascara formulations used 
in the study. Each is trained using all eight non-mascara 
images per subject along with the four mascara images 
where the corresponding formulation has been applied.

We have a second set of images from a similar study, 
comprising 1 no-mascara image of each of 99 subjects 
not included in the first set, which we use for qualitative 
evaluation.

4 � Method

In this section, we describe our approach that aims to rec-
ommend and visualise mascara products based on a single 
facial image of a potential customer. From this image, we 
use a sliding window HOG/SVM eye region detector to 
create a cropped image around each eye.

The recommender part of our system uses a Siamese 
network to place an image of the customer’s eye within a 
learned embedding that aims to place visually similar eyes 
near to each other. The closest prior customers within this 
embedding can be retrieved allowing for recommenda-
tions to be made for products that they preferred.

The visualiser part of our system uses a collection of 
GANs, each trained to generate plausible images of eye-
lashes with a specific mascara formulation applied. An 
image of the customer’s eye with no make-up is used as 
input, and the generated image can be displayed to the 
customer to give an idea of how they would look if they 
applied a particular product. In this work, we demonstrate 
our approach using 2 distinct mascara formulations.

4.1 � Eye detector

The initial input is a set of images of whole faces; however, 
we are only interested in the region surrounding each of the 
eyes. Manually cropping every image in our dataset would 
consume a lot of time and may not be viable in a deployed 
system, so we use a histogram of oriented gradients (HOG) 
[21] feature descriptor and support vector machine (SVM) 
[22] classifier to identify the two regions of interest in each 
image for cropping.

We manually locate the eyes in a small subset (~ 10%) of 
our training data, which we subsequently crop and scale to 
dimensions of 48 × 32 pixels from which HOG features are 
computed and used to train an SVM classifier. Each HOG 
descriptor comprises a 540-dimensional vector encoding a 
9-bin histogram describing the gradient features present in 
an 8 × 8 pixel cell computed within a 16 × 16 pixel sliding 
window with a stride of 8 pixels.

This vector is used as input to a one-class linear SVM, 
which during training attempts to determine the optimum 
boundary between observed samples and the rest of the fea-
ture space.

Images from which we want to extract the eyes are resized 
to 128 × 128 pixels, and HOG features are computed in a 
sliding window of 48 × 32 pixels with a stride of 1. We 
assume that each input image is closely cropped to a sin-
gle face that this face contains two eyes which are open. 
The HOG descriptor computed at each position is used as 
input to our trained SVM which outputs the signed distance 
between a sample and the learned decision boundary, which 
we interpret as a confidence value that the given window is 
centred on an eye.

These values are used to create a heatmap H where each 
pixel value is the sum of confidence scores for all windows 
that contain it, as shown in Eq. (1): For every sliding win-
dow position Ri a confidence value Ci is computed, and the 
value of a heatmap pixel Hx,y is the sum of all those Ci for 
which the corresponding Ri includes the point (x,y).

We again apply a sliding window of the same dimensions 
to identify the highest scoring region in the heatmap. We 
sum the pixel values at each window location, and the two 
highest scoring non-overlapping locations are taken as the 
subject’s eyes, as illustrated in Fig. 2.

We use our approach to crop the eyes from the remainder 
of our dataset, manually checking the output cropped images 
for accuracy and determining a crop to be successful if an 
eye is fully contained within it. Successful crops were output 
for 97% of the unseen images in our dataset, leaving 3% that 
required manual cropping. Failure cases included images of 

(1)Hx,y =

n∑

i=0

{
Ci if (x, y) ∈ Ri

0 otherwise
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subjects with prominent eyebrows, which would appear to 
generate similar HOG features to eyes, and images where a 
subject’s eyes were closed, which we subsequently removed 
from the dataset.

Some example failure cases are shown in Fig. 3, dem-
onstrating a closed eye, (although in this case the detector 
found the correct region it still had to be removed from the 
dataset), a prominent eyebrow that appears to have confused 
the detector, and an image where the subject’s nose was mis-
taken for an eye.

4.2 � Recommendation

Our approach for recommending products is based on a 
Siamese network [2] that has learned to place images of 
eyes within an embedding such that visually similar eyes are 
closer to each other than visually dissimilar eyes. When an 
image of a new customer is placed within this embedding, 
visually similar prior customers can be retrieved and prod-
ucts they are known to have preferred can be recommended 
to the new customer.

It has been shown [23–25] that the mere act of recom-
mending a product to an undecided consumer can have a 
significant impact on the likelihood of a purchase taking 
place, and when there is a convincing ‘story’ behind a rec-
ommendation this effect is increased. As such, the aim of 
this work is not to necessarily recommend the single product 
that a customer will have the best experience with—espe-
cially when considering that mascara preferences can be 
influenced by many subjective factors that cannot be inferred 
from a single photograph—but to demonstrate an ability to 
match customer images to others that are visually similar 
as part of the convincing ‘story’ that can back up a product 
recommendation and influence a purchasing decision.

4.2.1 � Siamese network

First proposed in [2], a Siamese network comprises two 
identical neural networks which share weights and are 
optimised such that when a pair of input samples belong to 
the same category, the output is similar by some distance 
metric, and when an input pair do not belong to the same 
category the output vectors are dissimilar. In our case, the 
network is optimised such that output vectors are similar for 
two images of the same person’s eyes (either one image of 
each eye or two separate images of the same eye) and dis-
similar for images of different people’s eyes, with similarity 
being determined by Euclidean distance within an embed-
ding space.

Our reasoning for using this method is that multiple 
images of eyes belonging to the same person should have 
strong visual similarity, and so by learning to place such 
images close together in the embedding space, our model 
should implicitly learn an embedding that places visually 
similar eyes close together.

The network model we use is VGG16 [26], first proposed 
by Simonyan et al. in 2014 for the purpose of large-scale 
image recognition, which is shown in a Siamese configura-
tion in Fig. 4. The network comprises thirteen 3 × 3 con-
volutions interspersed with five 2 × 2 max-pooling layers, 
followed by three fully connected layers, the last of which 
outputs the final n-dimensional output vector. Batch nor-
malisation is used between convolutions, rectified linear 
units provide nonlinearity and dropout is used during train-
ing to reduce the likelihood of overfitting. We use RGB input 
images with dimensions of 384 × 256 pixels, and evaluate 
models of output dimensionality n between 8 and 64.

During a training iteration using input image X1, it is 
decided at random with p = 0.5 whether the second input 

Fig. 2   Our eye detector uses 
HOG features and an SVM 
classifier to detect and crop eye 
regions from an image of the 
whole face (a). A heatmap b is 
generated from the confidence 
values output by a trained SVM, 
and the regions with the highest 
response are cropped c to give 
two eye images

Fig. 3   Examples of failure cases 
of our HOG-based eye region 
detector
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image X2 will be selected at random from the set of differ-
ent images of the same subject or selected at random from 
the set of images that contain different subjects. To intro-
duce greater variety into the data, we also mirror each input 
image at random with p = 0.5. X1 and X2 are each used as 
input for one forward pass of the network, generating two 
n-dimensional vectors, Y1 and Y2. We compute the Euclidean 
distance, d, between Y1 and Y2 and use a contrastive loss 
function similar to that of [28] (Eq. 2) which gives us loss l 
with respect to target t, where if X1 and X2 are images of the 
same subject t = 0, otherwise t = 1. A margin m = 2 is used 
such that the loss is 0 in cases where t = 1 and d is greater 
than m, as in cases where both samples come from different 
subjects we are only interested in ensuring that the distance 
between Y1 and Y2 is greater than or equal to m.

We use backpropagation to optimise network parameters 
using the Adam optimiser [29] with weight decay to regu-
larise parameters and learning rate decay to improve net-
work convergence as training progresses. We initialise our 
network with random weights and train for 1000 epochs (an 
epoch being a period of training during which every training 
sample has been used as X1 input once, although this may 
not be the case for X2 due to it being selected at random), 
and save the model state at every 100 epochs so that we 
can evaluate network performance throughout the training 
process.

(2)l = (1 − t) ∗ d2 + t ∗ max {0,m − d}2

4.2.2 � Clustering

Once our model is trained, we perform one forward pass 
for each of our training images, along with mirrored ver-
sions, and record the output vector, from which we com-
pute the mean and standard deviation in each dimension for 
each subject. In this case, we are creating clusters for the 91 
subjects whose data were used to train the model; however, 
clusters could be added for new subjects if required without 
the model undergoing any additional training.

When matching a new image, X1, to these clusters, X1 and 
its mirror, X2, are each input to the network and the mean 
vector Y of the two output vectors, Y1 and Y2, is computed. 
We calculate a distance metric d from Y to each subject s as 
shown in Eq. (3), whereby we compute the Euclidean dis-
tance between Y and μs, the mean of cluster s, proportional to 
the standard deviation of the cluster, σs, in each dimension. 
This distance is then used to identify the k nearest clusters.

We visualise our dataset within the created n-dimensional 
feature space using the t-distributed Stochastic Neighbour 
Embedding (t-SNE) method of van der Maaten and Hinton 
[27], as shown in Fig. 5. This takes the high-dimensional 
vectors output by our model and creates a low-dimensional 
embedding of our dataset that allows us to assess how well 
visually similar samples are being clustered.

(3)d =
‖‖‖
‖

�s−Y

�s

‖‖‖
‖

Fig. 4   The configuration of 
our Siamese network during 
training
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4.3 � Generative adversarial network

As well as recommending products, we want to visualise 
how a chosen product will look when applied to a cus-
tomer. To facilitate this, we propose a GAN-based approach 
whereby different networks are trained to simulate the 
appearance of different products, in our case different mas-
cara formulations.

The architecture of our GAN is shown in Fig. 6. The 
generator component is based on the u-net architecture of 
Ronneberger et al. [30]. Originally designed for segmenta-
tion, u-net utilises skip connections between corresponding 
encoder and decoder layers in order to preserve fine details 
that would otherwise be lost during pooling operations. In 
our case, this preservation is important as details present in 
the input images must be preserved if the output is to appear 
realistic. The final layer in our u-net model is a 1 × 1 learned 
convolution that converts the final 64-channel feature map 
into a 3-channel RGB output image.

For the discriminator, we use a VGG16 network [26] with 
a single output between 0 and 1 that represents the model’s 
confidence that an image is genuine. More recent network 
designs, such as Inception [31] and ResNet [32], have dem-
onstrated greater accuracy in classification tasks; however, 
it has been shown that better discriminator performance can 
adversely impact generator learning [33] and so optimum 
discriminator accuracy is not a priority. Both models begin 
training with randomly initialised weights.

The data used to train our GANs consists of two sets, 
T0 and T1, each comprising 720 images. T0 contains four 
images of each eye of 90 women with no makeup applied, 
while T1 contains images of the same eyes with mascara 

applied—360 for each of the two formulations used, F1 (a 
soap-based formula) and F2 (a more viscous non-ionic-based 
formula), with each applied twice to each eye using a differ-
ent brush to add extra variability to the data.

We train two GANs, GAN1 and GAN2, using the F1 and 
F2 imagery, respectively. In each case, we alternate between 
epochs in which the discriminator and generator are trained. 
In training the discriminator, we alternate between batches 

Fig. 5   The embedding of our 
training dataset by Siamese 
network output vector visualised 
using t-SNE [27]

Fig. 6   The configuration of our GAN during training. The generator 
(top) is based on u-net [30], the discriminator (bottom) is based on 
VGG16 [26]
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containing real images from T1 and batches containing 
images output by the generator. Loss is computed as the 
mean squared difference between the output and target sca-
lars, which in the case of a real image is 1 and in the case of 
a generated image is 0, and is backpropagated using stochas-
tic gradient descent with momentum [34].

In generator training, we input batches of images from T0 
and use the sum of two loss functions—pixel loss, lpix, and 
adversarial loss, ladv—to optimise network weights, again 
using stochastic gradient descent with momentum. lpix is the 
mean difference in pixel values between network output and 
a target image, in this case an image of the same eye with 
the relevant mascara product applied, and acts to ensure net-
work output takes account of the features of individual input 
images rather than optimise to generate generic images that 
fool the discriminator. ladv is the mean squared difference 
between the output of the discriminator given the output 
image as input, and a target value of 1, i.e. we want the dis-
criminator to classify the generator output as real.

5 � Results

5.1 � Siamese clustering

The overall goal of our clustering approach is to create a 
model capable of matching images of new subjects to exist-
ing subjects based on visual similarity; however, this is dif-
ficult to assess quantitatively. In order to quantify the per-
formance of our model, we instead input an unseen image 
from each of the 91 subjects in our training dataset and 
note whether the correct subject cluster is identified by our 
matching algorithm within the output k nearest clusters for 
k = 1, k = 5 and k = 10.

The rationale behind this is that a model capable of 
accurately matching new subjects will also be capable of 
matching existing subjects correctly, as the visual similar-
ity should always be high between two images of the same 
subject. However, as this is not a pure classification task 
but a metric of similarity, we would not expect the same 
subject to always return the same single closest cluster, and 
so by taking account of the nearest 5 and nearest 10 we can 
better evaluate the model’s performance at the task it was 
designed for.

5.1.1 � Effect of vector dimensionality

We evaluate eight trained models with output vectors of 
dimensionality n of between 8 and 64 in order to observe 
the effect that output dimensionality has on matching per-
formance. In each case, we tested the model at every 100 
training epochs and selected the instance that demonstrated 
the best performance.

Results are shown in Table 1 and Fig. 7, showing that the 
best performance was demonstrated by the model with an 
output vector of n = 24. It would appear that an output vector 
of n < 24 is insufficient to encode the information needed to 
adequately perform this task; however, the additional com-
plexity was introduced when n > 24 seems to negatively 
impact performance. These results are consistent when using 
k = 1, k = 5 and k = 10 nearest clusters. The top performing 
configuration, with an output vector of n = 24 dimensions, 
identifies the correct subject within its 10 closest matches 
for 97% of samples, and as the single closest match for 59% 
of samples, which considering this is essentially a 91-class 
problem for which our model has only seen 7 training sam-
ples per class, would seem to be quite a good result.

5.1.2 � Effect of training duration

For each model, we save the weights after every 100 epochs 
of training so that the effect of training duration on perfor-
mance can be assessed. In Table 2 and Fig. 8, results are 
shown for the training process of our 24-dimension output 

Table 1   Best performance 
demonstrated by models 
of different output vector 
dimensionality

In each case the probability of the correct subject being identified in the top k nearest clusters for k = 1, 
k = 5 and k = 10 is shown
Bold indicates best performing configuration

Dims 8 16 24 32 40 48 56 64

k = 1 0.33 0.38 0.59 0.27 0.30 0.30 0.30 0.29
k = 5 0.76 0.75 0.90 0.70 0.74 0.68 0.70 0.70
k = 10 0.89 0.88 0.97 0.90 0.91 0.87 0.90 0.84

Fig. 7   Plot of results shown in Table  1 demonstrating the effect of 
output vector dimensionality on matching performance
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model, which demonstrated the best overall performance. 
We can see that the model was able to reliably identify 
the correct subject within the top 10 nearest clusters very 
quickly, reaching an accuracy of 0.9 after just 200 epochs. 
After 300 epochs, top 5 performance appears to be nearly 
optimised, while top 1 performance continued to slowly 
improve until 700 training epochs, after which performance 
degraded slightly.

The best performance is observed at 700 epochs, at which 
point there are only 3 test samples for which the correct sub-
ject is not included in the top 10 nearest clusters.

These 3 failure cases are displayed in Fig. 9 along with 
a subset of the training images of the correct subject and a 
subset of the training images of the incorrect closest matched 
subject. It would appear that a change in lighting between 
training and test images may have caused the mismatch, as 
the incorrectly matched images and the input test image both 
appear slightly darker than the images of the correct subject. 
In the third example, there seems to be a large amount of 
variability amongst training samples that may have caused 
the error; however, unlike the other two examples there is 
little visual similarity between the input test image and the 
incorrectly matched subject.

5.1.3 � Qualitative evaluation

We have demonstrated the ability of our model to correctly 
match unseen images to their subjects; however, the aim of 
this work is to match images of new subjects to the most visu-
ally similar of the set of subjects the model has already seen. 

Table 2   Performance of our 
24-dimension output model 
during the training process

In each case, the probability of the correct subject being identified in the top k nearest clusters for k = 1, 
k = 5 and k = 10 is shown
Bold indicates best performing configuration

Epoch 100 200 300 400 500 600 700 800 900 1000

K = 1 0.11 0.32 0.44 0.54 0.56 0.56 0.59 0.55 0.54 0.55
K = 5 0.49 0.73 0.89 0.87 0.90 0.89 0.90 0.88 0.89 0.86
K = 10 0.74 0.90 0.96 0.95 0.97 0.95 0.97 0.95 0.96 0.95

Fig. 8   Plot of the results shown in Table  2 demonstrating how our 
24-dimension output model performed after different amounts of 
training

Fig. 9   Three examples where 
our model failed to identify the 
correct subject. The left column 
shows the input test image, in 
the centre are some of the train-
ing images of the correct sub-
ject, the right column contains 
some of the training images of 
the subject that was incorrectly 
identified as the closest match
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To assess the ability of the model to do this, we input images 
of subjects not included in the initial training set, captured 
under the same conditions and cropped using the same HOG/
SVM method described in Sect. 4.1. For each input image, 
we output the top 3 closest matches from the clusters cre-
ated from our training data. Figure 10 shows some example 
images along with an image from each of the top 3 nearest 
clusters. In all cases, we use the model which performed best 
in our quantitative evaluation, which has an output vector of 
24 dimensions and was trained for 700 epochs.

Comparing the input images to those of the closest matched 
subjects, there appears to be quite a high level of visual simi-
larity in terms of skin tone, eye colour and eye shape, as well 
as the appearance of eyelashes, eyebrows and eyelid. The two 
bottom rows of Fig. 10 show the left and right eyes of the same 
subject, each of which returned the same matches, which is 
what we would expect if the model is functioning as intended.

5.2 � GAN

The training loss curves for both models, Fig. 11, look 
similar, showing that Lpix was very quickly optimised, 
possibly because the skip connections within the u-net 
architecture effectively allow the network to ‘cheat’ at rec-
reation tasks. Ladv also optimised quite quickly, however 
started to slowly increase as the discriminator improved. 
A high adversarial loss is not necessarily a bad thing how-
ever, as a better discriminator generally forces the genera-
tor to keep improving the quality of its output.

Testing of the models is performed using a second set 
of images featuring women not present in the training set, 

photographed under the same conditions without mascara. 
Quantifying the performance of a generative model can 
be difficult, and so in this section we qualitatively assess 
the output of our model against 3 criteria: similarity of 
eyelash appearance in generated images to that of genuine 
T1 images; similarity of non-eyelash regions of generated 
images to those of the original T0 source images; differ-
ence between images generated by the two models.

Figure 12 shows outputs from both networks next to 
their respective T0 source images and images from T1 
showing the same subject with the real mascara product 
applied. We can see a clear difference in eyelash length 
and volume in the generated images that looks plausible 
based on the genuine mascara images, while changes to 
non-lash regions of the images are minimal.

Figure 13 compares the output of both models for the 
same input image. We can see subtle but consistent dif-
ferences between the two models, such as GAN1 seem-
ing to add more volume to lashes while GAN2 appears 
to improve lash separation, mirroring the qualities of the 
real products.

6 � Conclusions

In this work, we have explored the dual problem of recom-
mending and visualising makeup products based on images 
of customers. The first part of our approach uses a Siamese 
network to match a new customer to prior customers whose 
eyes appear visually similar, so that products favoured by 
those prior customers may be recommended.

Fig. 10   Some example test 
images of unseen subjects 
shown next to images of the 3 
closest matches found by our 
model



	 C. J. Holder et al.

1 3

    5   Page 10 of 13

Fig. 11   During training of our two generative networks, GAN1 (left) and GAN2 (right), we plot the average discriminator and generator loss at 
each epoch

Fig. 12   Example images generated by our two GAN models (centre column). Input image is shown in the left column, while the right column 
shows images of the same eyes with the real product applied
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The second part of our approach uses a generative net-
work trained to visualise how a specific product will look 
when applied to a customer, helping them to compare and 
make purchasing decisions without having to apply the 
product.

We generated our own dataset comprising facial images 
of 91 women, from which we automatically crop eye 
regions using an effective HOG descriptor and SVM clas-
sifier approach. We then train a Siamese network such that 
it optimises to cluster together images of the same subject 
within a high-dimensional embedding, and evaluate its 
ability to do this using unseen images. We then assess 
the ability of this trained network to place images of new 
subjects within the same high-dimensional feature space 
such that they are near to the stored clusters pertaining to 
existing subjects that are visually similar.

We evaluate Siamese networks with different output 
feature vector lengths throughout the training cycle to 

identify the best-performing configuration, and demon-
strate capabilities both in matching new images of seen 
subjects to the correct clusters, and in matching images of 
new subjects to clusters that are visually similar.

We then use our dataset, along with images of the same 
subjects with two different mascara products applied, 
to train two generative adversarial networks to modify 
images of naked eyes to realistically portray how they 
would look with the respective products applied.

We evaluate these networks using images of unseen sub-
jects and qualitatively assess the plausibility of generated 
images as well as how well the two networks visualise the 
distinct characteristics of the two products.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 

Fig. 13   Example images generated by each of our GAN models from the same input image, demonstrating the subtle variation between products
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were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creat​iveco​mmons​.org/licen​ses/by/4.0/.
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