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Abstract

Developments of NMR methodology to characterise the structures of molecular organic structures are 
reviewed, concentrating on the previous decade of research in which density functional theory-based 
calculations of NMR parameters in periodic solids have become widespread. With a focus on 
demonstrating the new structural insights provided, it is shown how “NMR crystallography” has been 
used in a spectrum of applications from resolving ambiguities in diffraction-derived structures (such 
as hydrogen atom positioning) to deriving complete structures in the absence of diffraction data. As 
well as comprehensively reviewing applications, the different aspects of the experimental and 
computational techniques used in NMR crystallography are carefully surveyed. NMR crystallography 
is seen to be a rapidly maturing subject area that is increasingly appreciated by the wider 
crystallographic community.
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1 Introduction
NMR has been used to obtain crystallographic data from its earliest days, the pioneering example 
being Pake’s measurement of the distance between the hydrogen atoms of water in gypsum 
(CaSO4.2H2O) via the dipolar coupling between the 1H nuclei [1]. But despite the natural 
complementarity between the sensitivity of diffraction and NMR to long-range ordering and short-
range environment respectively, the interactions between NMR and diffraction crystallography have 
traditionally been limited. The identification of crystallography with diffraction studies must have 
seemed complete with International Union of Crystallography’s (IUCr’s) 1991 re-definition of a crystal 
as “a material [with an] essentially a sharp diffraction pattern”[2]. Recent years have, however, seen 
a significant strengthening of interactions between these different ways of characterising solid 
materials. This is reflected in journal special issues on “NMR crystallography”[3-5], a dedicated 
handbook[6], and in 2014, the creation of an IUCr subject grouping (commission) in NMR 
crystallography[7]. There are also a number of valuable reviews of the area; Bryce’s 2017 article gives 
a compact and wide-ranging overview[8], while Martineau et al.[9], and Ashbrook and McKay[10] have 
written comprehensive overviews of NMR crystallography applied to both organic and inorganic 
materials.

This review focusses on the applications of NMR crystallography to crystals of small molecular 
organics, often termed “chemical crystallography”. This is a significant narrowing of the field of 
applications given that a major strength of NMR is its applicability to all sample types, including 
materials, such as polymers and glasses, that are challenging for diffraction-based methods. It is, 
however, the area of NMR of small molecule crystals that has seen the most rapid developments, as 
a result of the development of efficient Density Functional Theory (DFT) codes that allow NMR 
parameters to be directly correlated to crystal structures. Progress has been particularly rapid for 
molecular organics, aided by the fact that a relatively limited subset of nuclei (notably 13C and 1H) are 
sufficient for most problems. While acknowledging notable applications of NMR methods to other 
material types, we will try to give a comprehensive review of the state-of-the-art for molecular organic 
solids (up to 2018), focussed in the past decade in which DFT calculations have played an important 
role. Reviews of other material types with an emphasis on NMR crystallography include articles on 
crystalline microporous materials[11], nucleic acid components[12], peptides[13], inorganic 
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materials[14], pharmaceutical materials[15, 16], and supramolecular assembly[17]. Ref. [18] and 
citations within provide excellent illustrations of NMR crystallographic methods applied to complex 
biomolecules. The focus of the current review is showing how NMR has been used to provide new 
crystallographic insight, allowing new researchers in the field to understand what crystallographic 
problems can be realistically tackled via NMR methods, at the expense of excluding papers where the 
NMR is tangential to the crystallography.

The concept of NMR as a crystallographic tool seems unnatural for most synthetic chemists. Successful 
crystallisation of a product, and confirmation of its chemical identity via single-crystal X-ray diffraction 
(SCXRD) typically forms a tidy end-point to a synthesis. In other cases, however, the three-dimensional 
structure of the material is of direct interest, and characterising the different solid forms available is 
essential, whether these forms are amenable to single-crystal diffraction or not. This is particularly 
true in pharmaceutical applications, where the appearance of a previously unknown polymorph can 
be disastrous; well-known cases include ritonavir[19] and, more recently, rotigotine[20]. In both of 
these cases, the product had to be withdrawn from the market and reformulated. The importance of 
complete characterisation of the pharmaceutical solids, beyond single-crystal diffraction studies, is 
illustrated by a number of edited volumes on the topic[21-23].

The most obvious limitation of restricting crystallography to SCXRD studies is that many solid forms 
are not suitable for single-crystal studies. The most obvious examples are amorphous materials lacking 
long-range order. Although fully disordered materials are always challenging to characterise, NMR has 
a particularly useful role to play for disordered materials, as discussed in Section 3.9. In other cases, 
materials may be locally ordered, but the crystallites may simply be too small for conventional single--
crystal XRD. Obvious examples are materials produced via mechano-chemistry, which typically 
produces fine powders that can only be characterised by powder diffraction. Significant strides have 
recently been made in using electron diffraction to obtain structures from very small crystals, but this 
is a challenging technique where the complementary information from NMR has a potentially valuable 
role. Powder X-ray diffraction (PXRD) is widely used to characterise finely divided crystalline solids. 
Much like 13C solid-state NMR, PXRD can readily be used as a finger-printing tool to distinguish 
crystalline forms of molecular organics, but solving structures from PXRD is a considerable challenge, 
due to the much lower information content of a 1D diffractogram. The application of NMR to assist 
structure solution from PXRD and electron diffraction data is discussed in Section 3.6.

NMR would seem to have little useful role to play in characterising materials where a structure 
solution is already available from single-crystal XRD. It is important, however, to be aware of the 
intrinsic limitations of XRD. Firstly, any disorder disrupts the “inversion” of the diffraction pattern to 
structure. For example, even small amplitude thermal motion will distort apparent bond lengths (see 
Section 2.5.1), while the effects of larger amplitude motions need to be modelled, introducing an 
element of judgement into the fitting of the electron density pattern. Secondly, the weak scattering 
of X-rays by the single electron of H atoms means that XRD struggles to accurately locate H atoms. The 
difficulty of locating H atoms confidently is unfortunate given the importance of hydrogen bonding in 
structural chemistry. This is discussed in detail in Section 3.2. Thirdly, XRD struggles to differentiate 
isoelectronic, such as OH vs. F vs. CH3, or near-isoelectronic species, e.g. Si vs. Al. These issues are 
infrequently encountered in molecular systems, but are a severe problem for materials such as 
aluminosilicates. The latter two limitations of X-ray diffraction can be avoided using neutron 
diffraction. However, much larger samples are required due to the weaker scattering of neutrons 
(often precluding single crystal studies), and the scale of facilities required to support neutron 
diffraction means it is not a panacea for the limitations of X-ray diffraction.  

The bulk of the review is divided into two sections, the first dealing with the methodology of NMR 
crystallography, while the second reviews the applications of the method. Readers who are primarily 
interested in what has been achieved with NMR crystallography can skip over the methodology, 
hopefully to return having been convinced of the opportunities provided by combining NMR and 
traditional crystallography! 
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2 The tools of NMR crystallography
The basic principles of solid-state NMR have been set out in a number of introductory texts[24, 25] 
and will not be described here. Instead this section reviews the different NMR interactions and the 
contribution that they can make to crystallographic studies.

2.1 Information from dipolar couplings
The dipolar coupling constant between a pair of nuclei I and S is directly related to their internuclear 
distance, rIS:

(2)0 I S
IS 2 3

IS44
hD

r
         

Hence, measuring a dipolar coupling between a pair of nuclei provides direct information on 
interatomic distances. It is also worth noting that “pseudo-contact shifts” in paramagnetic systems 
are essentially dipolar in nature, and so can also be used to obtain distances between nuclei and 
paramagnetic metal centres. Such shifts have been used in NMR crystallography of, inter alia, 
lanthanide complexes[26], metal-organic frameworks[27], phthalocyanine polymorphs[28] and 
paramagnetic metalloproteins[29, 30]. Paramagnetic systems are not discussed further in this review. 

There are, however, some important reasons why the measurement of dipolar couplings has not 
provided the rich source of crystallographic information that Pake may have envisaged in 1948. The 
primary obstacle is often isolating an individual coupling; gypsum is an atypical case where the only 
significant dipolar coupling involving the 1H spins is the one of interest. In most other cases, magic-
angle spinning (MAS) is necessary to obtain sufficient spectral resolution. Since MAS, by definition, 
averages the dipolar couplings, some form of “recoupling” using resonant radio-frequency (RF) 
irradiation is required to re-introduce the influence of the dipolar interactions.

For strong dipolar couplings between unlike (hetero) nuclei, this recoupling can be easily and robustly 
achieved by the classic cross-polarisation (CP) technique used to transfer magnetisation from an 
abundant spin, typically 1H, to a dilute isotope, such as 13C. For example, the distances between Sn 
and H in SnHPO3 and SnHPO4 have been measured to pm precision (1.42 vs. 2.05 Å respectively) using 
the 119Sn/1H dipolar couplings obtained from the build-up of 119Sn magnetisation under CP from 1H[31]. 
CP build-up curves have been similarly used to measure N–H distances in NH2 groups (sample enriched 
in 15N)[32]; the initial oscillations of the build-up curves were well fitted by simulations of an isolated 
NH2 spin system, resulting in much more accurate and consistent N–H distances, 1.055(7) Å, than 
observed in the diffraction study (0.87–1.01 Å). Measuring weaker heteronuclear couplings requires 
more sophisticated recoupling methods, such as those based on the REDOR sequence[33]. Note that 
some form of isotopic labelling is generally required, either to isolate particular spin pairs and/or for 
sufficient signal-to-noise ratio. For example, Zhao et al. used recoupling techniques to measure 15N,1H 
dipolar couplings in 15N-enriched histidine hydrochloride[34]. Experimental factors, particularly the 
inhomogeneity of the RF field, limited the accuracy with which the two N–H bond distances in the 
molecule could be measured (estimated at ±5 pm), but the difference in bond length could be 
measured both accurately and precisely, 4.0 ± 1.0 pm, comparing well with the result from neutron 
diffraction 4.4 ± 0.6 pm (standard error corrected). Concordant results have been obtained using 
“inverse detection” methods on the same model system using either REDOR-type sequences[35] or 
CP[36] for dipolar recoupling. Dipolar couplings are also used in a more qualitative fashion in classic 
heteronuclear correlation (HETCOR) experiments. These are widely used for assignment, see Section 
3.1, but HETCOR experiments with longer cross-polarisation times can also reveal intermolecular 
interactions, as discussed in Section 3.4.1.

Strong dipolar couplings are readily measured with high precision, but it is important to note that 
vibrational averaging means this does not necessarily translate into high accuracy. The conventional 
model (the Independent Atom Model) used to analyse diffraction data naturally produces a set of 
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atomic positions with self-consistent interatomic distances. The effects of vibration are transferred 
into “atomic displacement parameters”, which, perhaps unhelpfully, are treated as simple 
measurement uncertainties. In contrast, vibrational anharmonicity will lead to an inconsistent set of 
interatomic distances from dipolar couplings; since the mean dipolar coupling depends on 

internuclear distance as , effective distances obtained from couplings averaged over an 3
ISr

anharmonic motion will not be identical to the average distance . Vibrational correction to ISr

distances obtained from dipolar couplings was long appreciated as a necessary step in obtaining high-
accuracy structures of molecules dissolved in liquid crystal solvents[37]. In the case of N–H distances, 
which are important in describing “order parameters” in peptide chains, vibrational averaging leads 
to effective distances that are 0.5–3% longer than the “true” (self-consistent) 0 K distance[38], with 
zero-point motions found to have a significant impact (up to 3 pm). Corresponding observations have 
been made for distances determined from dipolar couplings in molecular solids[39], although 
measurements of angles between dipolar tensors were found to be robust with respect to molecular 
vibration.     

The use of dipolar couplings between like (homo) nuclei for accurate distance measurement has 
proved more challenging. The key problem is that the Hamiltonians for pairs, i and j, of dipolar coupled 
spins, , do not, in general, commute with each other,  when . This contrasts Dˆ

ijH D Dˆ ˆ[ , ] 0ij jkH H  i k

to the dipolar Hamiltonian for heteronuclear spins (under the normal high-field conditions), which 
only contains spin operators involving z, and so the Hamiltonians for different spins pairs necessarily 
commute. Hence the effects of multiple couplings on REDOR experiments, for example, can be 
considered in an additive fashion. The situation is very different for Hamiltonians that are dominated 
by homonuclear dipolar couplings (such as those generated by “broadband” recoupling sequences 
under MAS). In particular, the dynamics is affected by the phenomenon of “dipolar truncation”, where 
a strong coupling between a pair of spins, say i and j, will overpower the effect of a weaker coupling, 
say between i and k, making it difficult to measure the weaker coupling[40, 41]. So a cross-peak 
between spins i and k in a 2D correlation spectrum may be the result of a “relay” transfer involving 
two stronger couplings (Dij and Djk) rather than the direct coupling Dik. The 1H spins in typical organic 
compounds are promiscuously coupled, and so dipolar truncation is a significant problem, especially 
as the dominant strong couplings (such as those within a methylene, CH2, unit) are often structurally 
uninteresting. The dynamics of dipolar coupled spins are most simply described in terms of the root-
sum-square (RSS) coupling between a given spin j and its neighbours:

(3)2
rss,j jk

k j
d d


 

For instance, fitting a spinning sideband manifold associated with a site j to a single dipolar coupling 
will return this effective coupling as a good approximation[42]. The number of spins included in the 
sum typically grows as a cube of the radius considered for typical materials, and so this sum converges 
relatively slowly, cf. Fig. 5.2 of Ref. [43]. The RSS coupling is effectively a generalisation of the “1H 
second moment” previously widely used in wideline 1H NMR, but is more suited to situations where 
different 1H sites are resolved.   

With exception of some use of  13C,13C dipolar couplings to probe molecular conformations, discussed 
in Section 3.5, structural applications of homonuclear dipolar couplings have mostly involved 1H nuclei. 
The experimental techniques used to probe 1H dipolar couplings[43-45] and their applications[46] 
have been recently reviewed, and we will just highlight here cases where these techniques have been 
most successfully applied to molecular organics. Dipolar truncation has largely thwarted the 
application of recoupling-type sequences to measure smaller couplings and longer distances, and 
recoupling has been largely used to probe dominant couplings. Such experiments have generally 
involved double-quantum (DQ) / single-quantum (SQ) correlation spectra, which have the advantage 
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(relative to simply correlating conventional single-quantum 1H frequencies) that peaks are only 
present if double-quantum coherence can be created between the spins involved. Hence diagonal 
peaks are only present if they correspond to two sites with the same 1H frequency (e.g. equivalent 
protons within a CH2), often allowing the identification of sites that would otherwise be lost in a 1D 
spectrum, e.g. a key NH resonance down at 8 ppm[47]. Based on results collated up to 2007, Brown 
concluded that cross-peaks in a DQ/SQ correlation spectra can be observed for 1H sites up to 3.5–4 Å 
apart[48]. Other workers have taken used a more conservative cut-off of 3 Å for expected cross-peaks 
in DQ/SQ correlation spectra[49]. While 1H homonuclear decoupling has historically provided better 
resolution than simple MAS, the latter has advantages in terms of overall simplicity and robustness. 
For example, Sardo and co-workers[50] observed a key cross peak in a DQ/SQ correlation spectrum 
acquired under fast MAS (26 kHz spinning, 700 MHz NMR frequency) that was missing in the 
equivalent spectrum acquired with homonuclear decoupling. It is worth noting the increased 
availability of ultra-fast MAS probes (100+ kHz spinning rates), and the new approaches, such as 
inverse detection, that are opened up by the increased resolution[51]. 

More quantitative information can be obtained by monitoring the build-up of cross-peak intensities 
as a function of recoupling time. Most notably, Bradley et al.[52-54] have obtained reasonable 
matches of DQ build-up curves to numerical simulations of recoupling using local clusters of eight 1H 
spins[52]. Although simulating the dynamics of dipolar-coupled networks under the effect of RF pulse 
sequences is in general quite challenging[55], due to multiple interacting effects such as RF 
inhomogeneity and pulse transient effects, the deviations between experiment and simulation are 
less significant for the initial build-up. Some principles were deduced from this work, most notably, 
that the most intense cross-peak at a given SQ frequency corresponded to the strongest coupling (and 
hence shortest H–H distance), and that the relative intensities of other cross-peaks were generally in 
proportion to the squares of corresponding coupling (excluding cross-peaks involving CH2, which are 
strongly affected by dipolar truncation).  Proximity information is also invaluable in probing self-
assembly in supramolecular and macromolecular systems, such as polymers and host-guest systems. 
These are outside the scope of this article, but several examples can be found in recent reviews[44, 
46, 56-58]. 

An alternative approach to obtaining distance information from homonuclear coupled networks is to 
make use of “spin diffusion”, that is, the exchange of spin magnetisation via dipolar couplings. At 
modest MAS rates, where the effects of chemical shift differences can be ignored, the spin-diffusion 
build-up curves can be well fitted by simple phenomenological expressions to extract RSS couplings 
between sites. As discussed in Section 3.8, the set of couplings between resolved 1H sites have been 
successfully used to obtain de novo crystal structures of molecular organics. The fact that spin diffusion 
occurs in the absence of RF, with little effect of MAS, makes such experiments very robust. The longer 
timescales of spin-diffusion also mean that the evolution fits to simple exponential behaviour, rather 
than the more complex oscillatory behaviour characteristic of RF-driven recoupling. 

Finally it is important to note the role of dipolar couplings in probing dynamics; averaging of a known, 
strong dipolar coupling, e.g. between 13C and a bonded 1H, by molecular motion provides a very direct 
and straightforward probe of local “order parameters”, e.g. to determine whether phenyl rings are 
dynamic on NMR timescales[59-61]. Similarly the unexpected appearance of resonances in “dipolar 
dephasing” experiments is often associated with dynamics, e.g. mobile butoxy groups in 
oxybuprocaine hydrochloride[62] and dynamic furan rings, cf. Figure 28. The experimental techniques 
available to measure dipolar couplings in highly dynamic materials, such as liquid crystals, have been 
recently reviewed[63], as has the use of dipolar couplings, and other NMR observables, to probe 
dynamics in biomolecules[64]. 

2.2 Information from J and quadrupolar couplings
Apart from the occasional use of J-coupling-based transfer for correlation experiments, J couplings 
have played a relatively minor role in NMR crystallography of molecular organics. Most structurally 
significant J-couplings, e.g. 3JHH couplings, with their dependence on torsion angles, are too small to 
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be measured in the solid state. J couplings between dilute spins are more accessible. For example, 
2hJNN couplings as small as 3.8 Hz have been measured using spin-echo experiments on 15N-labelled 
deoxyguanosine derivatives[65]. These are couplings between a pair of 15N nuclei across a hydrogen 
bond. As well as allowing the hydrogen-bonding network to be deduced, the values of these couplings 
were linked to hydrogen bond strength using correlations derived from solution-state NMR. For 
example, the relative sizes of two couplings (6.2 ± 0.4 and 7.4 ± 0.4 Hz) were consistent with 
diffraction-derived N–N distances (2.83 and 2.91 Å respectively). Even smaller couplings have been 
measured (3hJNC = 0.46 ± 0.24 Hz) in samples where the 1H coupling network has been diluted by 2H 
labelling[66].

Since most of the available NMR information in organic systems is naturally obtained from 13C, 1H and, 
to a lesser extent, 15N NMR, NMR of quadrupolar nuclei has rarely been used. The most significant 
exception is 2H NMR, which is widely used to study dynamics[67], but both 14N and 17O have been used 
to characterise hydrogen positioning, as discussed in Section 3.2. In principle, electric field gradients 
are very sensitive probes of local environment, especially where local symmetry means that electric 
field gradients are small, e.g. for 14N in trimethylammonium[68]; the quadrupolar parameters are very 
sensitive to longer range effects, scaling as r–3 compared to isotropic chemical shifts, whose 
paramagnetic contributions scale as r–6. In most cases, however, NMR crystallographic studies of 
quadrupolar nuclei are at the early stage of establishing correlations between structure and NMR 
measurables, such as the environment of chloride ions in pharmaceutical materials[69], rather than 
establishing unknown structural information from NMR data. 

2.3 Information from chemical shifts
The sensitivity of NMR frequencies to local chemical environment, via the shielding effect of 
surrounding electrons, is central to the application of NMR to chemical systems. Hence solid-state 
NMR can distinguish between solid forms, whether these are different crystalline forms of the same 
chemical composition (polymorphs) or amorphous / disordered forms. While solid-state NMR can 
clearly be used to fingerprint different solid forms, the primary goal of NMR crystallography is to 
provide crystallographic insight. Most straightforwardly, the NMR spectrum provides direct 
information on Z' (the number of molecules in the crystallographic asymmetric unit, from the 
multiplicity of resonances of each site). Z' must be distinguished from Z, the number of molecules in 
the full unit cell; the ratio between the two reflects the number of symmetry elements in the space 
group. Cases where the apparent Z' differs between SCXRD and NMR studies may indicate a phase 
transition between the temperature used for SCXRD (typically 100–120 K) and the ambient 
temperatures typically used in NMR[70]. Note that Z' can be fractional, e.g. 0.5, if a molecule occupies 
a high symmetry site. Indeed, in inorganic framework materials, atoms are commonly located at high 
symmetry positions (so-called Wyckoff positions), and it may even be possible to deduce the relevant 
space group purely from NMR data by counting the multiplicity of resonances for sufficient distinct 
NMR-active nuclei[71]. More usually, NMR data can help significantly constrain the number of 
compatible space groups. This is particularly valuable in structures resulting from symmetry breaking, 
where the effects on the diffraction pattern are typically very subtle, but the loss of symmetry is 
directly observed in the NMR spectrum[72, 73]. In the case of molecular organic materials, however, 
the local symmetry is generally low, and it is rare to be able to provide direct crystallographic 
information, beyond Z'. This may, however, be an invaluable starting point in some contexts, such as 
solving crystal structures from PXRD data or setting up a crystal structure prediction; see Sections 3.7 
and 3.8 respectively for further discussion. 
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In general, the connection between structural environment and chemical shift is complex, and 
requires computational methods to elucidate (see below). In some cases, however, chemical shifts 
can resolve questions of chemical identity in the solid state very directly. For instance, the 13C shifts of 
the carbon clearly distinguish between keto vs. enol forms, as in the case of 2-thiobarituric acid[74], 
illustrated in Figure 1. Beyond establishing chemical identity, the most diagnostic and structurally 
relevant links between structure and chemical shifts are provided by hydrogen bonding[75], as 
discussed in detail in Section 3.2. 13C shifts are also very sensitive to conformational changes, and so 
differences between structures associated with “conformational polymorphism” can be expected to 
show up clearly in the 13C spectrum. For example, 13C shifts of guanosine and its derivatives[76, 77] 
were found to reliably distinguish syn vs anti conformations of the sugar. Other examples of using shift 
data to establish molecular conformation are discussed in Section 3.5. In contrast, the differences will 
be less marked for rigid molecules, whose structures differ primarily in their packing; here 1H chemical 
shift differences may be more pronounced, particularly where these are influenced by aromatic ring 
currents, as discussed in Section 3.4. In many cases there is insufficient high-quality experimental data 
to confidently establish empirical correlations between shifts and structure. Here the ability to 
compute chemical shifts on artificial structures is invaluable. For instance, the difference in shifts 
calculated on the full crystal structure vs. isolated molecules can be used to evaluate the strength of 
intermolecular interactions, see Section 3.4.

While 13C solid-state NMR spectra are generally effective in discriminating solid forms, there are cases 
where similar conformations and packings mean that complementary data is required. For example, 
the 13C NMR spectra of the α and γ polymorphs of glycine are very similar, but their 1H NMR spectra 
(acquired using homonuclear decoupling) are quite distinct[78]. Similarly, the differences in 13C shifts 
between A and B polymorphs of histidine hydrochloride are less than 1 ppm[79]. Subtle differences 
were visible in 1H spectrum, but the forms were most cleanly differentiated by 1H DQ/SQ spectra, with 
the differences rationalised in terms of intermolecular contacts. Particularly under fast MAS, the 
sensitivity of 1H shifts to hydrogen bonding may be sufficient to distinguish between polymorphs, e.g. 
the polymorphs of acetaminophen (paracetamol), which are not clearly distinguished by vibrational 
spectroscopy[80]. 

Figure 1  13C CP/MAS spectra of three forms of 2-thiobarbituric acid. The spectra easily distinguish between a 
keto form (resonance of CH2 at about 40 ppm) and an enol form (CH resonance at about 84 ppm) of the molecule. 
The spectrum of Form IV clearly shows that its asymmetric unit contains both enol and keto forms. Figure 
adapted from Ref. 74 © 2010 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim; see reference for full details and 
complete figure.
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2.4 DFT-based calculations of NMR parameters
A central theme of this review is assessing the impact of calculations of NMR parameters in solids, 
particularly since the development of the GIPAW (Gauge Including Projector Augmented Waves) 
method by Pickard and Mauri[81]. While calculation results had been used in solid state NMR with 
some success before this point, the rapid recent development of “NMR crystallography” is largely 
associated with this approach, especially through its implementation in the CASTEP code[82]. Recent 
work on alternative methods are discussed in Section 2.5.2. Note that there are particular challenges 
associated with quantum chemical calculations on paramagnetic systems, and so only diamagnetic 
systems will be considered here. Recent overviews of the calculations on paramagnetic systems can 
be found in Refs. [30, 83].

2.4.1 Overview of GIPAW calculations
Comprehensive reviews of electronic structure theory applied to molecular organics and the GIPAW 
method applied to both organic and inorganic systems have been written by Beran[84] and 
Bonhomme et al.[85] respectively. Useful overviews of quantum-chemical calculations applied to 
NMR spectroscopy and of DFT methods applied to solid-state can be found in Ref. [86] and Refs. [87-
89] respectively, while Facelli has carefully reviewed quantum chemical calculations of chemical shift 
tensors, including applications[90]. Here we will simply present a digest of the key ideas behind GIPAW 
calculations.   

The typical starting point of electronic structure theory is the non-relativistic Schrödinger equation in 
the Born-Oppenheimer approximation, where the electronic Hamiltonian is solved for a fixed 
geometry of the nuclear spins. Breakdown of Born-Oppenheimer approximation and its small, but 
measurable, effect on NMR parameters is considered in Section 2.5.1. Relativistic effects can mostly 
be ignored for molecular organics, although contributions to the shielding of light atoms from 
relativistic Heavy Atom effects on neighbouring Light Atoms (HALA effects) are commonly 
encountered[85]. For example, changes in 13C shift of about 5.5 ppm were seen for carbon bonded to 
sulfur[91, 92]. Other examples are discussed in Section 3.4.3.

Wave-function-based methods have the advantage of offering a systematic route to improving the 
accuracy of solutions of the electronic Hamiltonian. Highly accurate methods, such as Coupled Cluster 
Theory, however, have an unfortunately poor scaling, between n6 and n8 (depending on choice of 
model), with the number of orbitals considered, n[93]. This renders application to typical molecular 
solids impractical. Density Functional Theory (DFT) has provided an effective compromise between 
ultimate accuracy and computational feasibility. The key unknown quantity in DFT calculations is the 
functional describing exchange correlation. The most widely used functional in GIPAW calculations is 
that proposed by Perdew, Burke and Ernzerhof (PBE)[94], which is expressed in terms of the local 
electron density, ρ, and derivatives (gradients) of ρ. This puts it in the category of the generalised 
gradient approximation (GGA), as opposed to Local Density Approximation (LDA) fiunctionals, which 
only depend on ρ.

The most natural way to account for the periodicity of crystalline systems is to exploit periodic 
boundary conditions. While the electron density is simply periodic, , where r is a ( ) ( )   r R r
position vector, and R is any lattice vector describing a translational symmetry, the wavefunction is 
quasi-periodic

( ) exp(i ) ( )    k kr R k r r

where k is a wave vector. Physical properties are calculated from integrals over the wavefunction, and 
so need to be integrated over all the unique values of k. The first Brillouin zone in reciprocal space is 
generally used as this integration range. At least in insulating materials, this integration can be easily 
performed over a regular grid in k-space[95], and the density of this “Monkhorst-Pack” (MP) sampling 
grid is one of two criteria against which the numerical accuracy of the calculations can be converged. 
(Note that the numerical accuracy should not be confused with the much more complex question of 
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the overall accuracy of the calculations.) As the unit cell size increases, the size of the Brillouin zone 
decreases, and it is common to find that a single k-point is sufficient for converged results. Note that 
the so-called Γ point, k = (0, 0, 0), is particularly unrepresentative and so it is common practice to shift 
the origin of the grid to k = (¼, ¼, ¼) in fractional reciprocal space. This so-called “Baldereschi point” 
is the “most average” point in k-space for a cubic unit cell[96], and this offset ensures that the MP grid 
samples non-special k-points. (The deleterious consequences of including the Γ point in the k-space 
averaging can be seen in Fig. 1 of Ref. [97].) The convergence of calculated NMR parameters is rarely 
discussed explicitly; exceptions include the convergence of 13C shifts in C70 to within 0.2 ppm[98].   

Although Gaussian-type orbitals (GTOs) can be combined with periodic boundary conditions (e.g. Ref. 
[99] describes an NMR crystallographic study using the GTO-based CRYSTAL09 code), a natural choice 
of wavefunction basis set for periodic systems is a plane wave basis:

( ) ( )exp(i[ ] )c   k k
G

r G k G r

where the G are lattice vectors in reciprocal space, and the ck are the expansion coefficients to be 
determined. Large magnitude G vectors in reciprocal space correspond to shorter wavelengths / 
higher energies, and so the size of the basis set, G, can be expressed in terms of a cut-off energy, Ecut, 
specifying the maximum kinetic energy of the waves involved. While localised basis sets centred on 
atoms are not incompatible with periodic boundary conditions (and indeed, some first principles 
codes use these), the plane wave basis has a number of advantages, and has been used exclusively to 
implement the GIPAW method. Firstly, different NMR parameters have different dependencies on 
local vs. long-range environment; for example, the Fermi contact component of J couplings depends 
on the electronic wavefunction at the nucleus, while other effects, such as aromatic ring currents, 
involve much larger distance scales. There is the risk that different NMR parameters converge very 
differently with the size of localised basis sets. In contrast, the sampling of space is much more uniform 
with plane waves. Secondly, the cut-off energy provides a single simple convergence parameter, which 
is essentially independent of the convergence with respect to k-space sampling. As time taken by the 
calculation scales more-than-linearly with Ecut[100], this parameter needs to be chosen carefully. 
Convergence with respect to Ecut is determined by the most “difficult” atom, e.g. O and F[101, 102] in 
the 1st row elements, but otherwise is largely transferrable, i.e. it is sufficient to verify the convergence 
with respect to Ecut on one member of a set of systems with similar elemental composition. Note that 
the optimal Ecut (in terms of trading numerical convergence against time) depends on the calculation; 
higher Ecut values are typically used when calculating NMR parameters vs. geometry optimisation.

A drawback of the plane wave basis is that describing the strongly oscillating electronic wavefunctions 
close to the nucleus requires unfeasibly high cut-off energies. Instead, smoothly varying “pseudo-
potentials” are used to describe the electronic behaviour within a certain radius of the nucleus, with 
the parameters of the pseudo-potentials tuned to reproduce high-quality all-electron results. Current 
GIPAW implementations use the “ultra-soft” pseudo-potential scheme devised by Vanderbilt[103, 
104]. These smoother pseudo-potentials allow properties to be converged with lower cut-off values. 
The core region is, of course, critical for a correct description of the NMR parameters, and GIPAW 
refers to the means of determining properties within the pseudo-potential description in a gauge 
invariant way[81, 85].

Note that the default pseudo-potentials and their parameters are often updated between code 
versions, which will have an impact on calculation results. For example, a recent landmark study on 
the reproducibility of DFT results[105] compared calculated equations of state (calculated energy vs. 
cell volume) for a reference set of 71 elements between different DFT codes using the PBE functional. 
The agreement in results between all-electron codes (i.e. without pseudo-potentials) was generally 
excellent, with the variation being smaller than the uncertainties in experimental results. The variation 
of the pseudo-potential-based codes was slightly higher, but not significantly different from the more-
exact, but more time-consuming, all-electron results. This agreement, however, only applied to recent 
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pseudo-potentials sets; the agreement was noticeably worse, and occasionally substantially so, when 
using older code versions (for example, the difference between CASTEP and all-electron predictions 
dropped by a nearly an order of magnitude using the OTFG9 pseudopotentials introduced in 2015 
compared to the Vanderbilt-type ultra-soft potentials used in the 1998 release). Although these were 
all “best case” calculations, with the calculation settings carefully optimised rather than necessarily 
using out-the-box settings, this work does provide some confidence that the results from current 
codes are approaching the intrinsic limits of PBE-based DFT; see Section 4.1.2 for further discussion. 
It is worth noting in this context, a study in which 13C and 1H shifts were calculated using both CASTEP 
and Quantum ESPRESSO codes to aid a challenging spectral assignment[106]. Despite using different 
pseudo-potentials, entirely equivalent results were obtained.

2.4.2 DFT calculations of J couplings
The accurate calculation of J couplings is a considerable challenge, as the overall effects are small and 
involve multiple, often competing, contributions. Moreover, at least in linear-response codes, such as 
CASTEP, determining the couplings to a given nucleus involves breaking the local symmetry, and so it 
may be necessary to perform calculations on supercells of the crystal structure to obtain converged 
results[107]. Despite these challenges, impressive agreements have been demonstrated in a number 
of systems, with the most relevant for organic crystals being hydrogen-bond mediated J couplings, 
such as 2hJNN and 2hJNO couplings[108]; calculations quantitatively reproduced the expected inverse 
relationship between 2J coupling and heavy atom distance. The methodology behind the calculation 
of J couplings in the GIPAW framework and its applications has been reviewed by Yates[109].

2.4.3 Dispersion-corrected DFT (dc-DFT)
The local nature of conventional GGA-based functionals, such as PBE, means that they do not account 
for van der Waals / dispersion interactions, which are inherently non-local. It is possible to develop 
non-local functionals that could account for dispersion interactions, but these are computationally 
expensive, and most development has involved posthoc “corrections” of DFT calculations based on 
conventional local functionals, accepting the limitations (argued on the basis of benchmark studies 
against coupled cluster calculations[110]) of this approach. This area has been comprehensively 
covered in recent reviews[84, 89] and overview articles[111], and so just a digest is presented here.

Early dispersion correction methods were somewhat empirical, and some intriguing work has shown 
that significantly improved predictions of NMR parameters can be obtained by optimising one of the 
key parameters of the D2 semi-empirical dispersion correction (SEDC) scheme[112, 113]. It was argued 
that better positioning of the atoms with the refined dispersion forces was key to the improved 
performance, cf. discussion around Figure 10 below. Current SEDC methods have a minimal number 
of fitted parameters, e.g. the widely used Tkatchenko-Scheffler (TS) scheme[114]. The TS scheme 
considers pairwise contributions to the dispersion interactions, while more recent approaches, such 
as MBD (many body dispersion)[115], have sought to include many body terms. A study involving 30 
structures of  molecular organics obtained at less than 50 K showed that full geometry optimisation 
with PBE+TS reliably reproduced lattice cell parameters[116]. Better unit cell predictions and better 
predictions of NMR parameters have been obtained with the TS scheme compared to earlier 
methods[117]. 

Given the evolving state-of-the-art, it is useful to consider whether dispersion corrections should be 
routinely included in calculations. Clearly where crystal geometries are being relaxed (see the 
following section) without constraints on the lattice cell parameters, dispersion correction is essential, 
otherwise the absence of van der Waals interactions leads to gross over-estimates of the lattice cell 
dimensions, and dubious results for physical properties. Similarly, lattice energies will be significantly 
underestimated without dispersion correction, and comparisons of calculated energies between 
polymorphs would have limited validity. Note that accuracies of 2–5 kJ mol–1 (~5% of the total lattice 
energy for typical molecular crystals) are currently expected for high-quality dispersion-corrected DFT 
calculations[84]. The significance of dispersion correction is less obvious for geometry optimisation 
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with fixed lattice parameters, but the minimal computational cost of most correction schemes 
suggests that the advantage in terms of overall correctness of the electronic structure probably 
outweighs the additional complexity.

2.4.4 Geometry optimisation

It was quickly appreciated that the extreme sensitivity of NMR parameters to the local electronic 
structure means that calculations based on atomic positions taken directly from diffraction results are 
unreliable, and some form of geometry optimisation prior to calculation of NMR parameters is 
essential. As discussed above, H atoms are particularly poorly localised by X-ray diffraction. This is 
strikingly illustrated in Figure 2, which shows the effect of optimisation on the positions of 244 
hydrogen atom positions derived from X-ray diffraction [118]. Excellent agreement was obtained with 
neutron data as a result of optimisation, which was clearly superior to standard approaches to 
correcting hydrogen positions (scaling bond lengths or using “standard” bond lengths). Similar 
observations have been made in the context of OH bond lengths[119]; in the geometry optimisation 
of solid isocytosine[120], the range of initial C–H distances (0.94–1.09 Å) was significantly reduced (to 
1.08–1.09 Å) on optimisation, while N–H bonds lengthened by 0.06–0.15 Å. The effect of optimisation 
on 15N shifts in particular was considerable (up to 24 ppm). In other cases, significant movements of 
atoms during optimisation may indicate problems with the initial structural model, for example, 
missing hydrogen atoms[54]. Other examples, such as disordered solvent molecules, are highlighted 
in Section 3.9.

Geometry optimisation involves calculating the forces on the atoms in the current geometry, 
iteratively adjusting the atomic positions until convergence on a lower energy structure. Its iterative 
nature means that geometry optimisation is generally the most time-consuming part of a calculation. 
Simultaneously optimising the unit cell parameters introduces significant additional degrees of 
freedom and slows down convergence. In some cases, authors have used step-wise geometry 

Figure 2 Comparisons of experimental bond lengths against values obtained after optimisation of hydrogen 
positions using PBE-based DFT: (a) X-ray diffraction values vs. optimized lengths, (b) Neutron diffraction values 
vs. optimized lengths. The different bonds considered are: covalent C−H (left), N−H (middle), O−H, S−H, and B−H 
(right). Figure reproduced with permission from Ref. 118, copyright 2012 American Chemical Society.
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optimisation[121, 122], first optimising with a fixed unit cell, then relaxing again without constraints. 
The focus of these studies was identifying faulty starting structures, and so initial fixing of the unit cell 
might be a suitable precaution. More generally, however, initial restriction of the degrees of freedom 
might make it more difficult to find the overall global energetic minimum. In some cases, for example, 
when comparing predicted NMR spectra for alternative structures obtained by diffraction[123], fixing 
the non-hydrogen (“heavy”) atoms at their diffraction-predicted positions and only relaxing the 
hydrogen positions is appropriate, since structural relaxation is likely to eliminate the difference 
between the starting structures. Such “structure validation” is considered in detail in Section 3.6.

In an explicit study of geometry optimisation in the context of NMR crystallography, three model 
crystal structures derived from powder diffraction data (naphthalene, acetaminophen and adenosine) 
were optimised prior to calculation of NMR parameters. Judged on the basis of improved agreement 
with neutron structures, GGAs functionals (PBE and PW91) gave significantly better results than a 
simple LDA functional, and PBE was used for the remainder of the study[124]. The optimisation 
improved agreement with experimental 13C tensor data. Although optimisation of hydrogen atoms 
had the most effect, changes in heavy atom positions (from a full optimisation) further improved 
agreement with the tensor data. Perhaps counter-intuitively, the movement of hydrogen atoms on 
optimisation was often greater for structures obtained from SCXRD data compared to PXRD, 
presumably because the hydrogens in PXRD structures are often positioned at “standard lengths” 
derived from neutron studies. Optimisation of different starting structures did not always fully 
converge, for example, methyl groups sometimes optimised to different orientations. In a later study 
involving a total of 39 15N shift tensors measured on five compounds[125], GIPAW geometry 
optimisation reduced the RMSD between experiment and theory from 54 to 7 ppm; the large shift 
range covered (380 ppm) implied that the 15N tensor values were very sensitive to local geometry. The 
average movements of atoms on optimisation were approximately an order of magnitude larger than 
uncertainties on diffraction positions. Note that the tensor components were measured at natural 
abundance for two of the samples, requiring up to six days of spectrometer time.

In an early study of the effect of geometry optimisation on the accuracy of predicted 13C shift tensors, 
data from 14 organic single crystal studies were compared with DFT predictions calculated from 
neutron structures[126]. The good positioning of hydrogen atoms in neutron structures was reflected 
in the good agreement between calculated and experimental shifts found without refinement, but the 
RMSDs dropped slightly on optimisation. The largest atomic movements involved lengthening of 
methyl C–H and hydroxyl O–H, which is suggestive of dynamics. The RMSDs successively reduced when 
using all six tensor components, the three principal values, and the isotropic shift (e.g. 3.05 ppm vs 
1.85 ppm vs 0.89 ppm for aromatic carbons). This will partly reflect cancellation of errors (the isotropic 
shift being calculated from the average of the three principal components), but will also reflect the 
differing effects of dynamics on isotropic vs. anisotropic components (see Section 2.5.1). Note that 
the “icosahedral representation”[127] was used to express the symmetric component of the shielding 
tensor in terms of six independent components.

The iterative nature of geometry optimisation means that the degree of convergence potentially 
affects predicted NMR parameters. This has been investigated using a disordered co-crystal system 
formed between caffeine and citric acid[128], as shown in Figure 3. The convergence parameters for 
the geometry optimisation needed to be significantly tightened from their default values for the lattice 
energies of symmetry-related structures to match within about 1 kJ mol–1. Optimisation with a variable 
cell showed one configuration pair to be the most stable, but the disordered arrangement 
(corresponding to fixing the cell at measured geometry) will be preferred at ambient temperature on 
entropic grounds. On the other hand, this had a limited impact on the calculated 13C chemical shifts of 
symmetry-related sites (the mean difference dropping from just over 0.2 ppm to just over 0.1 ppm). 
There was no visible impact on the overall RMSD between experimental and calculated shifts, but 
reducing the uncertainty in calculated shifts due to geometry optimisation convergence may be 
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significant when investigating very small differences in shifts; as noted in Section 2.5.2, calculations 
can reproduce very subtle effects when comparing sites in similar electronic environments. 

2.4.5 Using DFT-calculated chemical shifts
DFT calculations in molecular systems have been most widely used to predict isotropic 13C and 1H 
chemical shifts. First principles calculations always provide shieldings (more specifically full shielding 
tensors), and so an initial question is the referencing needed to relate shielding values, σ, to 
experimental chemical shifts, δ, i.e.

ref iso
iso

ref1
  

 
 

where  is the shielding of a reference compound. Since we are not dealing with heavy elements, ref
the shielding values are in ppm, and it is safe to simplify this to . Different approaches iso ref iso    
to referencing in solid-state NMR[100] and solution-state NMR[129] have been discussed previously, 
and are summarised briefly here. Rather than use some form of absolute referencing with respect to 

Figure 3  (a) Asymmetric unit of a caffeine citric acid cocrystal in which the caffeine is disordered about a pseudo-
rotation axis (dashed line), with the two positions labelled 1 and 2. The disorder configuration in the full unit cell 
(Z = 4) is denoted 1112 etc. (b) Energies of the 16 configurations after different dc-DFT geometry optimisations. 
The energies of symmetry-related pairs (indicated by colour and hatching) only agree if tight optimisation 
parameters are used, [3-D] (fixed cell) and [3-DC] (variable cell) optimisations. Figure adapted from data 
published in Ref. 128, licensed under CC BY 3.0. 
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a calculated reference shielding of, say, the carbonyl signal of α-glycine (using the same calculation 
settings), it is generally preferable to establish the shielding scale directly against experimental results 
to maximise cancellation of errors. For example, if calculating a set of shielding values for aliphatic sp3 
carbons, referencing against an sp2 carbonyl shift is likely to introduce additional uncertainty 
associated with the systematic limitations of DFT (see Section 2.5.2). A common practice when making 
qualitative comparisons is to establish the reference from the average of calculated shieldings and 
experimental shifts, i.e. . Spectra do, of course, need to be at least partially ref iso iso    
assigned in order perform regression; a useful strategy when working with a set of related compounds 
is to establish the referencing using a subset of well-resolved spectra[130].

In practice, the slope of plots of calculated isotropic shieldings vs. experimental shifts often deviates 
from –1 (as discussed further in Section 2.5.2). Hence it may be necessary, particularly when trying to 
quantitate the agreement between calculation and experiment, to rescale the calculated shieldings 
via linear regression, i.e. fitting the points, i, to . Having fitted the reference expt, ref calc,i im    

shielding, , and slope, m, the shieldings can be converted to predicted shifts, . The limited ref calc,i
shift range for 1H means that m is generally not different from –1 outside its standard error, and so it 
is more reasonable to use . The overall agreement between calculated and ref iso iso    
experimental shifts is then typically expressed as a root-mean-square deviation (RMSD):

2
expt, calc,

1RMSD ( )
N

i i
iN

   

where N is the number of data points. It could be argued on statistical grounds that the denominator 
above should be N–2 or N–1 (depending on whether m is a fitted parameter or not), but the RMSD 
should probably be regarded as a pragmatic measure of the deviation between experiment and 
calculation, rather than a strict standard deviation of residuals between experiment and calculation. 
Note that the distribution of residuals between calculated and experimental shift values has been 
described as “somewhat Gaussian”[131] (based on the fractions of values within one and two 
standard deviations), but a greater number of outliers than expected from a normal distribution was 
also noted using the same data set[132].  Some literature uses the “standard deviation”, which is 
ambiguous (the usual sample standard deviation would use a denominator of N–1), while other 
literature uses the term RMSD, but with a denominator of N–2; these differences will be minor for a 
statistically significant number of data points (say >5). Some literature uses the mean absolute error, 

, which is a reasonable alternative. On the other hand, “correlation expt, calc,MAE /i ii N   
coefficients” are less useful since their values depend strongly on the range of chemical shifts as well 
as the discrepancies (a widely dispersed shift range will automatically give a better correlation 
coefficient).

The RMSD quantifies the agreement of a calculation result with experiment, but does not, of itself, 
provide a probability that the experimental and calculated results are in agreement. In one approach 
to attaching greater statistical significance to RMSD values, GIPAW calculations of a reference set of 
15 organic structures were used to determine typical ranges for isotropic shift RMSDs[133], 0.33 ± 
0.16 ppm for 1H, and 1.9 ± 0.4 ppm for 13C. These ranges are stated elsewhere to be expressed as ± 
one standard error[134], which means these should not be treated as absolute limits, particularly as 
a different set of reference compounds and different calculations (e.g. improved pseudo-potentials, 
as discussed in Section 2.5.2) will give different ranges. Similar ranges are quoted elsewhere e.g. 2.2 ± 
0.5 ppm for 13C[135]. Note that it is common practice to exclude data from atoms bound to heavy 
atoms since these are indirectly, but measurably, influenced by relativistic effects, see e.g. Ref. [136]. 
Reduced χ2 statistics have been used to give more quantitative measures of agreement between 
experiment and calculation, although the systematic nature of the deviations between experiment 
and DFT results means that such analyses need to be used carefully. 
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Goodness-of-fit statistics for comparisons involving more than one calculated parameter are more 
difficult, as there is the question of the “weighting” given to the different parameters. In one of the 
few literature examples, a χ2 statistic combined 17O isotropic shift and quadrupole coupling 
parameters, with the scaling provided by the experimental uncertainties[137]. This is not a general 
approach since the experimental uncertainties on, say, 13C isotropic shifts are much less than the 
accuracy of the calculations. On the other hand, minimising the distance between experimental and 
predicted cross-peaks on a 2D plot (which is equivalent to this measure, but with scaling factors 
effectively determined by the aspect ratio of the plot), is a widely used pragmatic, and visually 
intuitive, solution. Simply plotting predicted cross-peak positions over the experimental spectrum, as 
illustrated in Figure 4, is particularly relevant when spectral features are incompletely resolved. One 
metric that has been proposed is the covariance of the deviations between the pairs of calculated vs. 
experimental parameters[138]:

  1 N
X X Y Y

XY i i i i
i

d d d d
N

   

where  is the i’th deviation between calculated and experimental results for parameter J, and  J
id

is a mean deviation (which will be zero if the experimental and calculated values have been regressed 
against each other). Note this differs slightly from the parameter originally proposed[139]. These 
parameters should be zero for a large enough number of uncorrelated deviations. The convergence 
behaviour is, however, poor (e.g. pairs of values can make equal and opposite contributions) and it 
was necessary to also consider the individual RMSDs for parameters X and Y when using this metric to 
distinguish between different assignments[138].

Figure 4. Schematic visualization of the agreement between experimental 1H SQ/DQ correlation experiments 
and shifts calculated from two model structures obtained from a crystal structure prediction. The overall 
agreement is seen to be better for model A04. Figure reprinted with permission of the authors from Ref. 170.
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2.4.6 Tools for working with DFT-calculated NMR parameters
A powerful feature of quantum chemical calculations of NMR parameters is that they provide full 
interaction tensors. While it is possible to measure the principal components experimentally of most 
chemical shift and quadrupolar coupling tensors, it is not possible to determine the absolute 
orientation of tensors (i.e. with respect to crystal axes) from experiments involving powder samples. 
Being able to efficiently calculate and visualise full interaction tensors is therefore very helpful. A 
number of software tools are available for visualising NMR tensors, see citations in Refs. [140, 141]. 
Here we highlight some tools which are particularly relevant for NMR crystallography.

Typically, the results of quantum chemical calculations are written out in lengthy text files without 
strictly defined formats, meaning that tools to parse them are at the mercy of format changes. The 
magres file format[140] is an easily parsed and well-defined format for storing the results of magnetic 
resonance calculations, which is suited to archiving and as input to different computational tools. The 
format has been adopted by the two major codes that implement the GIPAW method, CASTEP[82] 
and Quantum ESPRESSO[142]. MagresView[140] provides a web browser-based interface1 for 
visualising the contents of a magres file and for exporting into different formats. TensorView[141] is a 
Mathematica-based tool that provides a more programmatic approach to visualising and manipulating 
NMR tensors. Notably tensors can be displayed in an “ovaloid” form[143], which is a more correct 
means of representing tensors with a non-zero trace, such as chemical shift / shielding tensors, than 
the traditional “ellipsoid” form. 

Programmatic tools for manipulating calculation results are desirable when dealing with large 
quantities of data and/or automating workflows. In particular, many scientific tools currently provide 
interfaces for the Python programming language, such as PyCIFRW[144] for reading / writing 
Crystallographic Information Files (CIFs), MagresPython[140] for working with magres files, and the 
application programming interface (API) for working with the Cambridge Structural Database[145]. 
Current versions of CASTEP allow atomic sites to be associated with user-defined labels, which 
simplifies the task of keeping calculation results associated with specific crystallographic sites; since 
each crystallographic site in a CIF file is guaranteed to have a distinct label, automated workflows can 
be developed that produce predicted spectra with resonances associated with corresponding 
crystallographic sites. It is also worth noting more comprehensive Python-based frameworks for 
setting up, running, and analysing calculations, such as the Atomic Simulation Environment[146].   

2.5 The reliability of computed NMR parameters
The robustness of DFT-calculated results clearly needs to be understood before relying on them. The 
two largest sources of discrepancy between computed NMR parameters and experimental results are 
expected to be the effects of temperature / thermal motion, and the systematic limitations of the 
calculations themselves.

2.5.1 The effects of temperature on comparisons between calculation and experiment
In many ways it is surprising that NMR crystallography based on calculated chemical shifts has been 
successful, since it typically involves comparing NMR parameters derived from experiments at 
ambient temperature, with DFT calculations performed without considering temperature (i.e. 0 K 
calculations) based on atomic co-ordinates obtained from diffraction, typically at 100–120 K. Various 
studies, however, have demonstrated that temperature has a relatively limited effect, at least on 

1 URL: https://www.ccpnc.ac.uk/magresview/magresview/magres_view.html

Figure 5. 13C CP/MAS spectra of the dioxane solvate of phenobarbital at (top) ambient temperature and (bottom) 
–80 °C. The labelled resonances indicate a change in Z' from 1 to 2 at lower temperature. Figure adapted with 
permission from Ref. 70, copyright 2014 American Chemical Society.
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isotropic chemical shifts, with obvious exceptions, such as illustrated in Figure 5, where there is a 
phase change between NMR and XRD measurement temperatures. 

This topic is subtle since there are a number of interacting effects as well as different levels of 
approximation in the methods used to assess the effects of temperature; a useful overview of 
incorporating finite temperature effects in calculations can be found in Ref. [147]. The conceptually 
simplest approach is to use molecular dynamics (MD) simulations to model the behaviour of the atoms 
at finite temperature, calculating NMR parameters at regular “snapshots” of the simulation and 
averaging the tensors[148, 149]. Although, in DFT-based MD, the forces are being calculated from first 
principles, and anharmonic effects are automatically included, the vibrational motion is being treated 
classically, which is only appropriate for relatively low frequency vibrations (energies much less than 
kBT,  207 cm–1 at 298 K), such as lattice modes. Localised vibrational modes, such as C–H stretching, 
will be in the ground state at 298 K, although zero-point “motion” will still be present. Another 
drawback of MD methods based on snapshots is relatively poor convergence; the expense of using ab 
initio forces means that simulated times run to a few fs, limiting the quality of sampling of the 
dynamics, particularly for slower processes. Perhaps as a consequence, some researchers have found 
no systematic improvement when using such techniques[150]. Robinson and Haynes[151] developed 
complementary approaches for improving dynamical averaging; using Langevin dynamics to sample 
the configurational space while avoiding correlations caused by sampling too rapidly, plus creating a 
custom force-field for classical atomistic MD based on fitting the behaviour under DFT MD. Using a 
standard atomistic force field (GAFF) to generate configurations gave poor results for the predicted 
vibrational corrections to the chemical shifts of L-alanine, while the DFT-derived custom force field 
gave equivalent results to DFT-MD. Although the vibrational corrections reduced the deviations 
between calculated and experimental chemical shifts, the limited number of data points makes it 
difficult to judge the generality of these computationally expensive approaches. In a study using five 
solid forms used for chemical shift calibration, including adamantane[152], vibrational corrections to 
chemical shifts allowed the set of 14 13C chemical shifts to be fitted to experimental values with an 
excellent RMSD (2.0 ppm) while using a single reference shift. MD simulations were run on a supercell 
to reproduce the dynamics of adamantane. This would be too large for ab initio DFT, and so snapshots 
for NMR calculations were derived from a separate simulation on a single unit cell, but which used the 
average lattice parameters observed in the supercell simulation. In follow-up work, “tailor-made” 
force fields derived using an automated method from dc-DFT calculations[153] were used to 
determine vibrational corrections for structures of cocaine generated by crystal structure prediction 
(see Section 3.8), and to assess whether this provided better discrimination between correct and 
incorrect structures[154]. While the DFT-derived force fields resulted in objectively more realistic 
behaviour in MD simulations than the default force field (COMPASS), the vibrational corrections did 
not significantly improve discrimination.  

An alternative to MD-based methods is to calculate vibrational frequencies and vibrational modes (i.e. 
evaluate the phonon spectrum) and determine the probability distributions for the amplitude of the 
different modes at a given temperature (treating each mode independently and within the simple 
harmonic approximation). Average properties can then be calculated by Monte Carlo (MC) sampling 
using these distributions[149]. The probability distributions can be calculated for the quantised simple 
harmonic oscillator, and hence including the effects of zero-point motion, but again the precision of 
results is determined by the degree of MC sampling. Further references on vibrational corrections of 
calculated parameters can be found in Refs. [155] and [156]. 

These two methods have been compared for calculating motionally averaged shielding tensors in 
small peptides[149]. They gave similar results in terms of the effect on the isotropic shielding; indeed, 
there was no significant difference between the thermal correction within the harmonic 
approximation when evaluated at T = 0 (i.e. zero-point motion only) and T = 293 K. This presumably 
reflects the small size of the effects and the relatively large “error bars” associated with Monte Carlo 
sampling using just 64 points. Significantly, the effects of thermal motion on isotropic shifts were 
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largely systematic, and largely led to changes in the fitted referencing value, , rather than ref
changing the relative values of shieldings. In contrast, a clear effect of temperature was observed on 
13C shielding anisotropies, with vibrational averaging reducing anisotropies by about 15%, significantly 
improving agreement with experimental values for L-alanine. This study also examined the effect of 
thermal expansion on the calculated shieldings. The initial 60 K neutron structure of L-alanine was 
relaxed with unit cell parameters fixed at experimental lattice parameters measured at 120, 220 and 
300 K, and the shielding tensors calculated. The changes in isotropic shielding (of the order of 
±0.2 ppm for 13C) were significantly smaller than those directly due to thermal motion. In contrast, 
anisotropic thermal expansion has a major effect on diffraction results, making it difficult to compare 
PXRD patterns obtained at very different temperatures[157].

In a study of the effects of thermal motion on 13C shift tensors of the phenyl resonances of solid 
ibuprofen[158], experimental measurements of the principal components at ambient temperature 
were compared to values calculated from DFT calculation and a motional model involving ring libration 
and bending of the C–H bonds. After fitting the vibrational effects, the RMSD between corrected and 
DFT-predicted values was reduced to about 3 ppm (compared to nearly 20 ppm for the δ11 component 
initially). In follow-up work, the temperature dependence of the aromatic chemical shift tensor 
principal components was measured down to 129 K[159], and the values fitted to a simpler model of 
ring libration and in-place C–H bending with a linear dependence of motional amplitude on 
temperature. The fitted root-mean-square amplitudes of the motions at 295 K (16° for ring libration 
and 14° for C–H bending) are in line with other studies discussed here. In other work, GIPAW 
calculations on snapshots of DFT-MD simulations of a tripeptide reduced the RMSD between 
calculated and experimental 13C shifts from 4.2 to 3.3 ppm[160]. It was necessary, however, to use 
classical MD simulations to determine the common sidechain conformations, and perform vibrational 
averaging on each of the ten resulting conformations. The difficulty of sampling the conformations of 
alkyl chains, possibly compounded by referencing issues, may explain the modest size of the 
improvement, and the atypically large final RMSD values.   

Table 1. 17O quadrupolar couplings (in MHz) calculated on static structures and with the inclusion of dynamics, 
average re-orientation angle  of the EFG tensor, and experimental couplings.

Compound O site CSD CSD+MD   ° Expb

Glycine HCl O1 8.53 8.38 6 8.40 ±0.05
O2 –7.69 –7.51 6 7.60 ± 0.05

Valine HCl O1 8.59 8.41 7 8.40 ± 0.05
O2 –7.60 –7.45 6 7.35 ± 0.05

Phenylalanine HCl O1 8.62 8.65 7 8.54 ± 0.05
O2 –7.79 –7.56 7 7.46 ± 0.05

Tyrosine HCl O1 8.40 8.38 10 8.22 ± 0.05
O2 –7.37 –7.31 10 7.35 ± 0.05
O3 8.82 –8.72 7 8.56 ± 0.05

Glutamic acid HCla O1 –7.41 –7.33 7 7.45 ± 0.05
O2 8.40 8.40 7 8.16 ± 0.05
O3 8.62 8.44 7 8.31 ± 0.05
O4 –7.86 –7.64 7 7.49 ± 0.05

Alanine O1 8.32 8.19 6 7.86 ± 0.1
O2 6.81 6.83 8 6.53 ± 0.1

Cytosine O1 7.72 7.68 6 7.20 ± 0.05
Thymine O2 6.96 6.88 15 6.65 ± 0.05

O4 9.08 8.39 6 8.40 ± 0.05
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a Calculated for LGLUTA structure from the Cambridge Structural Database (CSD) with optimised 
position of O4-H hydrogen atom. 
b See Ref. [148] for sources of experimental data. 



21

These results are consistent with a DFT-MD study of the effects of thermal motion at 300  K on NMR 
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tensors using a set of nine reference compounds[148]. Fluctuations of the chemical shift and electric 
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field gradient tensor orientations (measured as the average deviation of the principal axis) were of the 
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order of 5–15°. This reorientation automatically leads to a net reduction in the tensor anisotropies, 
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and significant improvements in agreement of calculated 17O quadrupolar parameters with 
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experiment, as shown in Table 1; note how initially poor agreement in the case of glutamic acid 
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highlighted a poorly placed hydrogen. As observed for other interactions, the degree of averaging of 
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the tensors was not consistent between sites, i.e. a single scaling factor to correct anisotropies for 
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thermal motion would be a crude approximation. Another significant aspect of this study concerned 
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the effect of thermal motion on the structure observed by diffraction. As discussed in Section 2.1, the 



31

result of conventional diffraction is a set of atomic positions, r, plus associated anisotropic 



32

displacement parameters (ADPs), giving the impression that the only effect of increasing temperature 
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is to enlarge the ADP ellipsoid. This would only be true, however, if each atomic site were vibrating 
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harmonically about its 0 K position, which is not generally true for molecular materials; anharmonic 
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motion means that interatomic distances measured on the average structure reported by diffraction, 
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, are not the same as the average rAB bond length,  (where  represents the A Br r A Br r r

length of vector r and  the time average over thermal motion). Although thermal ellipsoids (ADPs) 

are typically envisaged as independent “uncertainties” in atomic positions, the thermal motions at 
adjacent sites are highly correlated due to bonding. Unless some form of vibrational correction has 

been applied, interatomic distances in diffraction-derived structures tend to decrease monotonically 
with increasing temperature, and so apparent bond lengths measured from room temperature 
structures have significant systematic errors[161]. In the above DFT-MD study, thermal motion was 
shown to have measurable effects on chemical shifts calculated from a neutron structure obtained at 
301 K. DFT optimisation of the 301 K structure allowed bond distances to relax to values close to those 
in an XRD structure obtained at 23 K. Analogous observations have been made when geometry 
optimising H positions for 24 neutron structures[162]; in particular DFT optimisation significantly 
lengthened apparent C–H distances in methyl groups (where significant libration-type motions are 
expected) towards more typical C–H bond lengths. These results suggest that geometry optimisation 
of all the atomic positions (not just H) is advisable when structures have been obtained at higher 
temperatures.

Figure 6. Effects of nuclear delocalisation on NMR parameters obtained from path integral MD calculations. (a) 
Dependence of the PIMD corrections of the isotropic 13C chemical shift on the number of attached hydrogen 
atoms. Dashed lines indicate individual PIMD-induced shifts for methyl groups. “Error bars” indicate one 
standard deviation. (b) Probability distribution of CH3 torsions relative to equilibrium geometry for the methyl-
containing systems. Figure reproduced with permission from Ref. 166 © 2014 Wiley-VCH Verlag GmbH & Co. 
KGaA, Weinheim.
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The convergence properties of sampling-based methods discussed above significantly limit their 
precision. Arguably the most precise predictions of thermal effects on isotropic shifts have come from 
a “functional” analysis of trajectories from Path Integral Molecular Dynamics (PIMD) simulations[155]. 
Path integral (PI) methods allow full quantum mechanical behaviour to be incorporated into MD 
simulations. Although still using the Born-Oppenheimer approach of separating nuclear and electronic 
coordinates, the PI method combines multiple copies (replicas) of an MD simulation into a model that 
increasingly approximates to a fully quantum treatment as the number of replicas increases. By 
allowing the nuclear positions to behave quantum mechanically, effects such as nuclear delocalisation 
and tunnelling can be described. These effects are particularly significant for light nuclei, such as H, 
and in turn have measurable effects on chemical shifts. PI methods are computationally very 
expensive; a PIMD simulation using 16 replicas, for example, is the equivalent of running 16 DFT-MD 
simulations in parallel. Although there is great interest in developing more efficient ways to 
incorporate nuclear quantum effects, e.g. Refs. [163-165], PIMD has the merit of being implemented 
in the CASTEP code, allowing the effects on NMR parameters to be directly studied. In this study, 
rather than sample the PIMD simulation directly, the dependence of the nuclear shielding on a set of 
geometrical parameters of glycine was calculated and the dependencies fitted to quadratic functions. 
Distribution functions for the various distances and bond angles were determined from the PIMD 
simulation and “convoluted” with the parameterised shielding dependencies. The predicted changes 
in chemical shift with temperature were in good agreement with experiment, particularly given the 
size of the changes (~0.2 ppm for 13C, ~0.5 ppm for 15N). Striking agreement was also found for the 2H 
CQ of the strongly hydrogen-bonded H in 2-nitromalonamide, which, unusually, is observed to increase 
with temperature. The PIMD calculations successfully predicted the sign and magnitude of the thermal 
effect.  

More than one study[149, 166] has noted a tendency for the 13C chemical shifts of alkyl carbons (CH2 
of glycine) to increase due to thermal motion relative to those of sites with high chemical shift, such 
as the C=O of glycine. This will lead to slight, but observable, changes to the gradient of a referencing 
plot of calculated shielding vs. experimental shift. This is consistent with changes in shift values 
associated with motion calculated from PIMD simulation[166], as illustrated in Figure 6. These 
calculated effects vary with the number of attached hydrogen atoms, and were particularly large, and 
variable, for methyl carbons (up to 23 ppm!). The correction factors were very small for 1H, except for 
methyl groups where large quantum effects were again observed (maximum change 2.8 ppm). Methyl 
groups aside, including the PIMD corrections did not improve the overall agreement with 13C 
experimental shifts due to the error bars associated with sampling.

A similar observation was made in a study of more efficient approaches to incorporating vibrational 
averaging [167]; a fairly modest improvement in the RMSD (from 3.5 to 2.5 ppm) between experiment 
and calculation was observed for 13C shifts of a crystalline dipeptide at 293 K. The improvement was 
much more marked for 1H, with the RMSD dropping from 0.49 to 0.21 ppm when vibrational effects 
are included. Note that anharmonic effects had a negligible effect, whereas shift corrections due to 
zero-point motion (i.e. nuclear delocalisation) were relatively large (up to ~–1.0 ppm for 1H), 
contributing a major fraction of the vibrational correction at temperatures between 0 K and ambient. 
Interestingly similar estimates (of 30–60%) have been made for the fractional contribution of zero-
point motion on expansion coefficients[147]. Although the corrections due to motion were relatively 
modest for 13C shift anisotropies (up to –6 ppm at 200 K), the effects on 15N and 17O were surprisingly 
large and variable (between ~0 and –80 ppm), implying that quantitative comparison between 
experimental and calculated CSAs would be difficult without accounting for finite temperature effects.

Depending on the potential energy curve for the hydrogen bond, 1H shifts for hydrogen-bonded 
hydrogens are often significantly temperature dependent. For example, in a study of β-maltose, the 
OH shifts varied monotonically with temperature[168], and  linear extrapolation of these shift values 
down to 0 K provided improved agreement with the GIPAW calculations. Hence OH and NH protons 
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are sometimes excluded from shift vs. shielding regression plots in order to obtain satisfactory 
RMSDs[169, 170]. Ref. [118] also discusses the effects of temperature on OH and NH bond lengths.

Although there is continued interest in developing efficient ways to account for vibrational effects on 
NMR and other physical properties[156], the overall conclusion is that NMR parameters, and isotropic 
chemical shifts in particular, are remarkably robust with respect to thermal motions. Moreover, linear 
regression of experimental shifts and calculated shieldings will remove most of the effects, both 
through the referencing value, and the fitted gradient. Although deviations of the fitted gradient from 
–1 are generally assumed to reflect systematic errors in DFT, the contribution of finite temperature 
and nuclear delocalisation effects is probably significant. How to address this issue will depend 
whether the goal is accurate referencing or “fitting out” the limitations of 0 K DFT calculations. 
Analogous recommendations on using scaling to correct for both rovibrational and DFT errors have 
been made for calculations of solution-state NMR parameters[129]. 

2.5.2 Limitations of current DFT functionals
As discussed in Section 2.4, Density Functional Theory has proved a highly successful compromise 
between accuracy and computational practicality. Inevitably, however, there are circumstances in 
which this compromise is a limiting factor. 

One important problem area for DFT is the description of hydrogen bonding. The conclusion of a 
recent survey of the ability of DFT to reproduce reference interaction energies (from coupled cluster 
calculations) for sets of molecular pairs interacting via hydrogen bonds was that DFT had some way to 
go[171]. Notably PBE was amongst the poorer performers, as has been previously observed[172]. 
Including dispersion correction (D2 and D3 methods) further worsened agreement, highlighting that 
improved ability to predict long-range interactions may come at the expense of describing short-range 
interactions. In a study of 30 molecular organic structures, GGA-based functionals consistently 
predicted N–H and O–H distances in hydrogen bonds to be at least 2 pm longer than observed 
experimentally[116]. The description of short, strong hydrogen bonds is expected to be particularly 
challenging, since such bonds often exhibit temperature-dependent proton migration, implying that 
the balance between the hydrogen lying on the donor vs acceptor side is very subtle. The 
consequences of poor description of hydrogen bonding are illustrated in Figure 7, where a PBE-based 
optimisation leads to incorrect predictions[173]. Other examples of this behaviour include Ref. [130]. 
Hence significant movements of hydrogens in H-bonds should be viewed with suspicion. Other 
researchers have encountered significant discrepancies for 15N and 1H chemicals shifts (deviations of 
~10 ppm for N) for sites involved in hydrogen bonding[174], or poor correlations between calculated 
and experimental shifts for OH and NH hydrogens[169]. It is important to note, however, that valuable 
information can be obtained about hydrogen bonding from DFT calculations, despite these caveats. 
In other cases, for example, DFT geometry optimisation correctly re-positions hydrogen-bonded 
hydrogens that have been misplaced, as in the structure of flurbiprofen (CSD refcode FLUBIP)[175]. 
These limitations are not restricted to hydrogen bonding. For example, the carbon shift in a C≡N was 
found to be overestimated as a result of geometry optimisation, due to PBE-DFT over-estimating the 
C≡N bond length by ~0.03 Å[176]. 

Figure 7 15N CP/MAS spectrum of a furosemide.isonicotinamide cocrystal obtained at 50.64 MHz. Overlaid are 
the calculated 15N shifts for (red, bottom) the DFT geometry-optimised structure and (top, green) where the 
hydrogen-bonded H has been restrained during optimisation. Without the constraint, the H moves across the 
O–H…N hydrogen bond, leading to a clearly incorrect predicted shift for the associated nitrogen (1’). Figure 
adapted from Ref. 173, licensed under CC BY 3.0.
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The systematic limitations of DFT have been recently explored using bench-marking studies, 
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comparing different functionals and alternative fragment-based approaches to calculating solid-state 



41

shifts[131]. These methods are carefully explained by Beran[84], and will not be discussed in detail 
here, beyond remarking that they are significantly more sophisticated than previous “cluster-based” 
approaches to calculating shifts in the solid state. Because the fragment-based methods typically use 
localised Gaussian-type orbitals, it is practical to use “hybrid” functionals; hybrid functionals in 
combination with plane-wave bases are prohibitively computationally expensive. Benchmark data sets 
of 1H, 13C, 15N and 17O isotropic chemical shifts were established from unambiguously assigned 
literature data (plus some additional 15N experimental results) and the quality of agreement assessed 
using RMS deviations from linear regression of experimental shift vs. calculated shielding. Puzzlingly, 
fragment-based methods consistently give lower RMS errors for 1H (~0.34 ppm), even when 
comparing fragment+PBE calculations to GIPAW+PBE (0.43 ppm); very similar results were obtained 
were obtained using PBE with either fragment or GIPAW methods for other nuclei. For nuclei other 
than 1H, significantly improved agreements were found using the hybrid functionals B3LYP[177] and 
PBE0[178], e.g. RMS errors of ~1.5 ppm for 13C compared to 2.2 ppm for GIPAW+PBE. This was 
consistent with a previous bench-marking study of 13C shifts[179]. These benchmarking results show 
that the dominant source of uncertainty is the DFT functional (note that the same GIPAW+PBE-
optimised structures were used as input for all calculations, ruling out geometry optimisation as a 
factor). In contrast, the performance of the fragment-based methods was consistently poorer for 17O 
shifts compared to GIPAW (e.g. RMSD of 9.8 ppm for fragment+PBE0 compared to 7.2 ppm for 
GIPAW+PBE). This was ascribed to a greater importance of many-body effects for oxygen shieldings. 
It was argued that these data sets provided robust experiment vs. calculation regression data for 
referencing purposes. It is worth noting, however, some features of experimental studies on a set of 
histidine-based salts in the same paper using this referencing. In particular, the RMS errors for 15N 
were much larger than observed in the test set (6.9 vs 4.2 ppm), and the relative order of the 15N shifts 
for one of the molecules was consistently mispredicted. This was traced to the particular N 
environment (hydrogen-bonded sp2 N) having larger discrepancies from the regression fit. This 
highlights the difficulty of establishing shift calibrations based on a set of compounds; the systematic 
rather than random nature of the discrepancies means that the appropriateness of the calibration set 
will vary depending on the balance of different chemical functionalities present. In some cases, 
different regressions have been used for different chemical functionalities, e.g. for sp2 vs. sp3 

hybridised carbons[180], and aromatic vs. carbohydrate (sp3) carbons[126]. Benchmarking work on 
NMR shifts relevant to inorganic systems has similarly highlighted the limitations of GGA-based 
functionals[181]. 

Figure 8  Difference between PBE- and PBE0-calculated 13C principal shielding values for sp3-hybridized (red 
points, lower curve) and sp2- and sp-hybridized (blue points, upper curve) sites in a set of 72 crystal structures. 
The trend lines are guides for the eye. Figure reprinted with permission from Ref. 182, copyright 2015 American 
Chemical Society.
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Dybowski and co-workers have developed sophisticated cluster-based methods (distinct from the 
“fragment” methods above). The clusters are sufficiently large that the environment around the 
central molecule has the same symmetry as the crystal, excluding translation (typically involving 11 
molecules). Initial work showed that these provided robust predictions of 13C tensor principal 
values[162]. Follow-up work used these methods to assess performance of different functionals[182]. 
Hybrid and so-called “meta GGA” functionals (which go beyond GGAs in incorporating higher 
derivatives of electron density) performed better for 13C than did PBE, although the RMSDs were 
generally quite large (5.0 ppm for PBE), suggesting that there is a significant contribution from 
experimental uncertainties and motional effects on the principal values. Statistical analysis showed 
that sp2 vs sp3 predictions fell into distinct sub-populations, as illustrated in Figure 8, which shows 
distinct trends in the differences between PBE and PBE0 values for the different carbon types. In 
contrast, no sub-populations were observed in the results from PBE0, a hybrid functional.  For 15N, the 
best performance was for meta GGAs, while hybrid functionals performed the worst. In particular, the 
meta GGA improved results from highly correlated systems, e.g. in N=N double bonds. The agreement 
between calculated and experimental 15N tensor principal values has recently been re-
considered[183]. While the literature values of RMSDs (typically exceeding 10 ppm) appear high, this 
should be weighed against the large shift range (~1000 ppm) for nitrogen. Significantly lower RMSDs 
(about 5 ppm) were found when considering up a subset of environments, specifically nitrogen in 
amide sites, with modest improvements found over GIPAW when using PBE0 and cluster/fragment-
based methods.

In the previous benchmarking study[182], hybrid functionals give a shift/shielding fitting gradient for 
19F that was significantly closer to the expected –1. A follow-up study[184] showed that increasing the 
fraction of Hartree-Fock exchange to 50% (compared to 25% in PBE0) further improved the regression 
slope, although the RMSDs (not calculated) did not seem to significantly improve. This is consistent 
with the idea the systematic limitations of DFT are often due to “self-interaction / delocalisation” 
errors[84] associated with the exchange energy correlation functional, which are reduced by 
decreasing the contribution of the PBE functional. The impact of these systematic errors varies from 
element to element, with O and F appearing to be particularly “exposed”, in contrast to C and H where 
PBE generally performs very well.

On a positive note, as well as demonstrating the potential for improved functionals, the systematic 
nature of discrepancies between calculation and experiments means that quite subtle variations in 
calculated parameters can be considered, provided these involve chemically similar sites. An early 
example is the use of GIPAW calculations to assign the 13C spectrum of α-testosterone[185], a system 

Figure 9  Calculated (blue, unfilled bars) vs. experimentally observed (red, filled bars) differences in 13C chemical 
shift between dehydrated and hydrated sildenafil citrate (shifts of overlapped peaks have been averaged). Sites 
affected by dynamics are marked by paler colours and italic labels. Dotted lines indicated expected one-standard 
deviation residuals expected if individual “errors” were uncorrelated. Figure adapted from Ref. 189, licensed 
under CC BY 3.0.
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with Z' = 2. 13C INADEQUATE spectra allowed the resonances to be assigned to one of the two 
molecules, but GIPAW calculations were essential to determine which set of resonances corresponded 
to which molecule in the asymmetric unit. The overall RMSD for calculated vs. experimental 13C shifts 
was 2.3 ppm (full linear regression). If this represented a standard deviation on individual shift values, 
then we would expect a difference in two uncorrelated shifts to be predicted with a standard deviation 
of 3.2 ppm, whereas the RMS difference between computed and experimental shift differences 
(considering only the assigned pairs) is only 0.9 ppm. Other researchers have observed similarly good 
correlation between calculated and experimental 13C and/or 15N Z' > 1 splittings [186, 187], although 
the assignment of individual lines in these cases was assumed to agree with the calculations, which 
limits the quantitative significance of the agreement. Another striking example is of RMSDs of only 
about 1 ppm for 13C tensor principal components in two forms of α-glucose[188], which presumably 
reflects the very limited range of chemical environments. An example of a practical application of this 
principle involves the change of 13C shifts upon hydration of the sildenafil citrate[189]. Shift differences 
were calculated starting from a geometry-optimised structure in which the water sites were fully 
occupied and the same structure in which the water molecules had been removed. As illustrated in 
Figure 9, the calculated differences in 13C shift were small, but correlated extremely well with 
experimentally observed changes, to the point where they could be used to resolve uncertainties in 
assignment.   

An interesting reversal of the usual approach to comparing calculated and experimental data is 
provided by a study involving 34 distinct crystal structure determinations contained in the Cambridge 
Structural Database for α-glycine[190]. Different geometry optimisations using PBE with TS dispersion 
correction were used to evaluate the convergence of calculated NMR results with the degree of 
optimisation. As shown in Figure 10, the standard deviation of the set of calculated NMR parameters 
decreases as the geometries converge, but this does not improve the accuracy of the overall 
agreement with experiment. Indeed, the best results are arguably obtained with optimisation of the 
hydrogen atoms alone. The systematic deviations between calculation and experiment cannot be 
simply ascribed to the effects of temperature since the experimental results involve a wide variety of 
temperatures (10–427 K), and the same trends are observed on three approximately independent 
parameters. This wide temperature range means that the standard error on the experimental mean 

Figure 10: Accuracy of calculated 13C NMR parameters as a function of DFT geometry optimisation for 34 
alternative crystal structures of α-glycine: difference in isotropic shielding between C1 and C2, shift anisotropy 
for C1, and CSA asymmetry for C1 (experimental values shown). The “error bars” indicate the standard deviation 
of the 34 values (insignificant for full cell optimisations). Note that the results without optimisation are not 
shown since the errors are too large for the scale used. Figure plotted from data presented in Ref. 190. Dashed 
lines are guides for the eye only.
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cell volume, 305.6 ± 1.7 Å3 (quoted to one standard error), is high, but this value is nevertheless in 
clear disagreement with the mean cell volume of the fully optimised structures, 311.81 ± 0.04 Å3.

3 Applications of NMR crystallography
This larger part of the review considers different topics in NMR crystallography, giving a critical 
assessment of the state-of-art of the art in the different areas. The first topic considered is that of 
assignment of the NMR spectrum. Although assignment does not itself provide new crystallographic 
information, some degree of assignment is an essential first step, and the advent of reliable DFT 
calculations for periodic systems has had a considerable impact in this area. Moving to more direct 
crystallographic insights, Section 3.2 discusses how NMR has been used to clarify hydrogen positioning 
and protonation states. Section 3.3 discusses other cases where problems with crystal structures have 
been identified via NMR crystallographic studies, often as a result of DFT geometry optimisation. 
Section 3.4 shows how both dipolar and chemical shift information have been used to establish 
intermolecular interactions, e.g. hydrogen bonding between crystal components. Section 3.5 
discusses how NMR can be used to establish molecular conformation without requiring solution of the 
full crystal structure. Section 3.6 discusses how NMR can be used to confirm the validity of structures 
derived from powder and electron diffraction techniques, while Section 3.7 presents the various ways 
in which NMR crystallography has been used directly to assist structure solution from powder 
diffraction data. Section 3.8 discusses different approaches to solving structures directly from NMR 
data without relying on diffraction data. Finally Section 3.9 considers how these methods have been 
applied to systems containing disorder. 

3.1 Spectral assignment
Only limited information can be drawn from NMR spectra without first assigning the signals to specific 
molecular sites. In contrast to solution-state NMR, where resolved 1H spectra and J-couplings make 
assignment a relatively straightforward process for small organic molecules, the tools available in 
solid-state NMR are much more limited. Historically assignment has often been made with reference 
to assigned solution-state NMR shifts, but the very dependency of chemical shifts on conformation 
and packing that make NMR a powerful tool for characterising solid forms means that solution-state 
shifts are an unreliable guide to assignment for solid-state spectra. In this context, calculated solid-
state shifts with a typical RMSD of ~2 ppm for 13C make assignment much more straightforward. The 
use of calculated shifts for assignment is now routine, and here we will simply highlight informative 
cases. It is important to note, however, that spectral overlap, together with the significant 
uncertainties in calculated results, means that assignment is still far from being an automated process, 
and classic tools, such as “dipolar dephasing” (or “interrupted decoupling”) to identify non-protonated 
carbon sites, are still vital. Assignments made purely based on calculated results should be viewed 
with caution. 

The robustness of assignments can be significantly improved if multiple parameters are considered. 
In an early example of using GIPAW calculations, the 17O spectrum of the zeolite material ferrierite 
was assigned with the aid of both 17O isotropic chemical shift and CQ values[137]; neither parameter 
on its own would have been sufficient for unambiguous assignment. Despite the limited range of 1H 
shifts, two-dimensional 13C/1H correlation spectra have been widely used to aid assignment for organic 
systems. Typically, HETCOR experiments with short cross-polarisation periods provide the 1H shifts of 
hydrogens attached to protonated carbons. Taken together with calculated 1H shifts, this is often 
sufficient to distinguish sites with similar 13C shifts. Additional cross-peaks appearing at longer cross-
polarisation periods often allow further assignments to be made. Lee-Goldburg (also termed off-
resonance) cross-polarisation is generally employed when using long contact times to reduce the 
effects of spin-diffusion during the contact time, but the PRESTO recoupling sequence has also been 
used for the same purpose[191]. Long-contact time HETCOR spectra can also sometimes be usefully 
simplified by exchanging of labile hydrogens for 2H[180, 189]. While dipolar-based HETCOR 
experiments have been the most widely used, other researchers have used refocused 1H,13C INEPT 
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(i.e. J-coupling-based) experiments, e.g. Refs. [76, 192-194], or a combination of both dipolar and J-
based experiments[49]. A potential drawback of INEPT-based methods is that signals from CH2 groups 
can be strongly attenuated by dipolar dephasing during the relatively long recoupling times; this may 
result in missing peaks in correlation spectra[195, 196]. Inverse-detected HETCOR experiments used 
for assignment[59, 60, 197, 198] have the advantage of providing accurate 1H shifts without the 
complications of the scaling of the 1H shift axis associated with homonuclear decoupling in 
conventional HETCOR. 1H-14N HMQC experiments have also been used for assignment, using different 
recoupling times to identify one-bond and longer-range N,H correlations[76, 77], while 3D 
experiments have been used to filter 1H DQ/SQ spectra by proximity with 14N[199]. Correlation 
experiments with other nuclei, e.g. 19F[200] and 11B[201], have often been necessary for assignment 
in individual cases. 

Resonance assignment is particularly challenging in Z' > 1 systems. As illustrated in Figure 11, HETCOR 
experiments may provide sufficient resolution to assign the carbons of interest[123, 202-204], but 
lengthy INADEQUATE spectra were required in other cases to fully assign resonances to individual 
crystallographic sites[185, 205]. A striking example is the assignment of a system with Z' = 6, where all 
1H and 13C shifts were assigned using 2D 1H,13C INEPT spectra and GIPAW calculations[195], aided by 
favourable 1H resolution. Assignment is more difficult if DFT-calculated shifts are not available (for 
example, where structures are being predicted from NMR data). In such cases, 13C refocused 
INADEQUATE spectra may be required[192, 206], although these are unfeasible if the T1 relaxation 
times are too long[192]. The presence of heteroatoms may prevent full tracing out of the carbon 
skeleton, but full assignment may still be possible with the aid of complementary experiments[61]. 

Signal assignment is generally challenging for saccharides, due to limited shift ranges. 2D spectra have 
been acquired on β-maltose monohydrate doped with MnCl2 to shorten T1 relaxation times[168]. 1H 
DQ, 13C SQ refocused INEPT experiments were particularly useful for regions where the 1H DQ/SQ 
spectrum was too crowded. These 2D spectra show linked pairs of peaks corresponding to 
neighbouring CH groups, and single peaks for correlations involving CH adjacent to OH; the latter 
enable 1H shifts of hydroxyl groups to be established. In a related study, the 1H DQ, 13C SQ experiment 
was again found to have excellent resolving power[196], although sensitivity was an issue (80 h of 
spectrometer time was needed compared to 1 h for corresponding homonuclear 1H DQ/SQ 
experiment). Further discussion of multi-dimensional experiments to aid assignment can be found in 
both Refs. [45] and [207], with the former discussing N-rich materials. Note that in some cases, the 
dispersion of the 1H spectrum under fast MAS[208, 209] may be sufficient for 1H assignments to be 

Figure 11  Schematic illustration of correlations observed in 13C,1H HETCOR experiments that provided signal 
assignments in paclitaxel (Z' = 2). Correlations shown in red allowed signals to be assigned to individual 
crystallographic sites, while assignment only to molecular sites was possible using correlations indicated by black 
arrows. The resolution was insufficient to make assignments for the phenyl carbons. Figure reproduced with 
permission from Ref. 203 © the Owner Societies 2007.
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made purely from 1H DQ/SQ spectra. In less favourable cases, however, long T1’s (commonly 
encountered in co-crystal systems) may preclude the use of 2D techniques for assignment[210].

Assignments have been made in a semi-automated fashion on model systems solely using 13C and 1H 
shifts obtained from 13C CP/MAS and 13C,1H HETCOR experiments[138]. Using this approach, 
conflicting literature assignments of the shifts of solid naproxen were investigated, confirming an 
assignment based on calculated shifts and HETCOR spectra[49], and challenging an assignment made 
without the aid of calculated shifts[211]. GIPAW calculations on 6-aminopenicillanic acid showed that 
an assignment made using cross-polarisation build-up rates contained errors[212], and confirmed an 
earlier assignment aided by solution-state NMR shifts[213]. Other examples of using DFT-calculated 
shifts to correct previous assignments include Refs. [99, 189, 214-217]. These examples highlight the 
frequency of problems with literature spectral assignments. 

Tensor information has often proved valuable In cases where isotropic shifts have been insufficient to 
make assignments. For example, CSA amplification methods have been used to measure chemical shift 
anisotropies (CSAs) in three disaccharides[218], where, as noted previously, assignment is difficult due 
to the narrow chemical shift range. As illustrated in Figure 12, comparing DFT-calculated and 
experimental anisotropies dramatically improved the confidence of assignment, although the 
calculated anisotropies needed to be significantly scaled to match experiment. Similarly, 13C tensor 
components measured on the highly polymorphic system ROY have been used to aid assignment in a 
case where sites had very similar isotropic shifts[219]. 

Improving the quality of DFT predictions, e.g. using hybrid functionals in combination with fragment-
based methods discussed in Section 2.5.2 should lead to better discrimination between structures. A 
reduced χ2 statistic has been used to quantify the ability to discriminate between correct and incorrect 
assignments of dilute-spin shifts of a set of polymorphs[132]. In all cases considered, the 
discrimination between correct and next-best “assignment” was increased using fragment-based 
PBE0 relative to GIPAW+PBE, although this difference was small in some cases, e.g. if swapping the 
assignment of molecules in a Z' = 2 structure. Including 15N isotropic shifts did not significantly improve 
discriminating power in most cases, often because range of 15N shifts was small, and the RMS errors 
of 15N isotropic shifts are significantly larger, e.g. 5.5 ppm for GIPAW+PBE.

3.2 Confirmation of H positioning and protonation state
A common application of NMR crystallography is establishing / confirming the positions of hydrogen 
atoms. While hydrogen atoms can readily be observed in difference maps derived from high-quality 

Figure 12  Plot of the shift anisotropy, ζ, against the isotropic shift (circles) measured using 13C CSA amplification 
and (asterisks) calculated for α,α-D-trehalose, labelled by carbon site. Note that the calculated anisotropies were 
scaled by 0.76 to match experiment. Figure reprinted with permission from Ref. 218, copyright 2007 American 
Chemical Society.
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XRD data[220], this locates the centroid of the electron density, which is not the same as the nuclear 
position, leading to systematic errors in apparent bond lengths. Calculating NMR parameters from un-
optimised X-ray diffraction results consistently yields poor results as a consequence. Analyses that go 
beyond the independent atom model can reduce these systematic errors. For example, Hirshfeld 
Atom Refinement uses DFT-calculated electron densities to model the diffraction data, allowing 
hydrogen atoms to be placed much more accurately and reducing the discrepancy between reference 
neutron data by about an order of magnitude[221]. It is unlikely, however, that such “quantum 
crystallography” will be applied in routine crystallographic studies. In other cases, e.g. where the 
diffraction data is of limited quality, or in powder diffraction studies, it is often not possible to locate 
hydrogen atoms with any confidence. For example, it is often difficult to distinguish between different 
tautomeric states of the same molecule, particularly from PXRD data, whereas different tautomers 
are readily differentiated by NMR, e.g. Ref. [135] and references within. See Section 3.7 for other 
examples where NMR data is necessary to distinguish between alternative positionings of hydrogen 
atoms.

In the context of pharmaceutical materials, it is important to know whether a solid form contains the 
active pharmaceutical ingredient (API) as a neutral molecule (as in a co-crystal form) or in an ionised 
state (salt form); this difference typically reduces to knowing the position of a single H atom within 
hydrogen bond. The difference in pKa between acid and base components (defined as  

) is only a useful predictor of proton transfer where the a a ap p [protonated base] p [acid]K K K  
difference is large (> 3), since pKa’s for molecules in solution have limited relevance for predicting the 
relative lattice energy of salt vs. co-crystal solid forms; see Ref. [222] and references within for further 
discussion. Examples, such as pyridine and formic acid[223], where the same components can form 
both co-crystals and salts, illustrate this clearly. Note that there are important systems where the 
hydrogen positions are intrinsically ambiguous, for instance, temperature-dependent hydrogen 
migration in carboxylic acid dimers. These are interesting and well-studied systems in their own right; 
we focus here on cases where hydrogen does have a well-defined position, but where this is not 
precisely known from diffraction studies.

For convenience, the following examples of using NMR to probe hydrogen position are divided by the 
key NMR nucleus used.

3.2.1 Via 13C NMR
Most cases of using 13C NMR to determine H positions have involved the different chemical shift of 
carboxylic vs. carboxylate carbon. Even so, the increase in 13C isotropic chemical shift on 
deprotonation of CO2H is relatively small, up to 7 ppm stated[224], and has often been used to confirm 
a protonation state established by other means, e.g. using 15N shifts[225]. In a set of salts / co-crystals 
of venlafaxine, the carboxylate resonance in one of the five salt forms was found be at lower, rather 
than higher, chemical shift than the neutral form[224]. Quantitative correlations between 13C shifts 
and hydrogen bonding have often been elusive. For example, in a multi-nuclear study of hydrogen 
bonding in benzoic acid and group I hydrogen dibenzoates[226], there was a good correlation between 
the 1H isotropic shift and O…O donor/acceptor atom distance, but the correlation with the δ22 shift of 
the carbon of the carboxylic acid was less than clear than expected from previous literature in which 
the σ22 shielding principal value of the carboxylic/carboxylate carbon of amino acids was quite 
sensitive to protonation state[227]. In contrast, 13C shifts have been successfully used in a more 
qualitative manner to distinguish between two structures for terbutaline sulfate form B in the CSD, 
which differ only in the orientation of a single hydroxyl group[123]. There were significant differences 
in calculated 13C shieldings for the carbons adjacent to the OH. These show that the hydrogen was 
correctly positioned in ZIVKAQ (hydrogen placed at standard positions and distances), and incorrectly 
in ZIVKAQ01 (hydrogen positions refined). See Figure 20 in Section 3.6 for a similar example.

As previously noted in Section 2.3, the principal values of shielding tensors are often more informative 
than isotropic shieldings. For example, the crystal structure of lauric (n-dodecanoic) acid, like other 
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alkyl carboxylic acids, contains carboxylic acid dimers. The agreement of experimental 13C shift 
principal values with calculations was good after geometry optimisation for all carbons except for the 
carboxylic acid (C1), with disagreements consistently exceeding 10 ppm[228]. Moving the hydrogens 
across a model butyric acid dimer showed that much better agreement with NMR data could be 
obtained at two different O–H distances (1.16 and 1.46 Å), in significant disagreement with the 
neutron-derived data. It was concluded that the H pair was likely be tunnelling between the two 
almost-energetically-equivalent dimer arrangements, and so the NMR measurement is reporting an 
averaged tensor. In follow-up work on polymorphs of palmitic acid, only one of which has known 
structure, two model structures were created based on known arrangements, one based on carboxylic 
acid dimers and the other catemeric[229]. An f-test was used to assess agreement between calculated 
shifts from clusters and experimental 13C principal components, which showed poor agreement with 
the catemer model, and consistently better agreement with trans rather than cis arrangements of 
alkyl torsion angles adjacent to the dimer. As noted previously, the 13C principal values readily 
distinguished between localised vs. disordered hydrogen positions. “ADPs” were modelled by Monte 
Carlo methods; the hydrogen positions were adjusted randomly, and compared to experiment, 
retaining only structures in which the calculated shifts were within one standard deviation (8 ppm for 
the carboxyl C) of the experimental values. The volumes of the resulting ellipsoids were ~4 times 
smaller than those from XRD and ~1.8 times smaller than those from neutron studies. Analogous work 
on estimating “ADPs” from 1H shifts[230] is discussed in Section 3.2.3. 13C and 15N shift tensors 
calculated on isolated molecules have also been shown to be quite sensitive, via the σ22 principal 
value, to the position of hydrogen within an intramolecular O...H…N bond in a pair of Schiff bases[231]. 
The NMR data was determined to be compatible with an N–H distance of 1.1–1.26 Å.   
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3.2.2 Via 15N (and 14N) NMR

Despite its poor sensitivity, 15N NMR has been used very successfully to establish and confirm 
hydrogen positions in the solid-state. Applications to tautomerism in both solution and solid states 
have been recently reviewed[232].

A very direct approach to positioning hydrogen atoms relative to nitrogen is to measure N,H dipolar 
couplings, as previously discussed in Section 2.1. For example, the hydrogen atom in a N+…H…N+ 
bonding arrangement was shown to be symmetrically positioned[233] using N,H dipolar couplings 
measured simply using the spinning sideband pattern of the 15N MAS spectrum (the coupling being 
sufficiently large for recoupling not to be needed). In contrast, different DFT calculations gave 
inconsistent predictions of the H position (associated with the limitations of DFT in strongly H-bonded 
systems), and the uncertainties in the H position from diffraction data were too large to distinguish 
between these predictions. CP build-up curves have also been used to determine N,H distances, and 
hence protonation state[234]. This was more reliable than using “dipolar dephasing” to test the N 
protonation site. In a similar vein, N,H dipolar couplings have been measured by inverse-CP methods 
in four two-component solids[222] to determine the degree of H transfer in a PyN…H–O– bonding 
arrangement. Such inverse measurements are advantageous if an N site may be coupling with multiple 
hydrogens; a simple sideband pattern at low spin rates would give an effective (root-mean-square) 
coupling, while the inverse method under fast MAS will pick out the dominant coupling of interest. 
The resulting measurements were in good agreement with neutron data. In most systems, XRD also 
cleanly distinguished between salt and co-crystal, but the XRD data was ambiguous in one 
intermediate case, confirming the value of NMR in cases where ΔpKa is between 1 and 3. Again classic 
“dipolar dephasing” experiments do not reliably distinguish between protonated and non-protonated 

Figure 13  (a) Possible tautomeric forms of the tetrazole ring. Figures show the shift of the protonated nitrogens 
in forms A and B of irbesartan, which contain the 1,2,3,4 and 1,2,3,5 tautomers respectively. (b) 15N CP/MAS 
spectrum of a semi-crystalline form of valsartan acquired at 50.65 MHz. (c) The 15N inversion-recovery CP/MAS 
spectrum of the same material clearly identifies the protonated nitrogen, whose shift indicates that valsartan 
contains the 1,2,3,4 tautomer. Arrows indicate “conformational defects” in this partially ordered material. Figure 
adapted from data published in Ref. 236, copyright 2016 American Chemical Society.
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nitrogen, and “inversion recovery CP”[235] was used to identify protonated the nitrogen in imidazole 
rings[236], as illustrated in Figure 13. 

Dipolar-coupling-based experiments may be misleading in cases where dynamics are present. In these 
cases, J-based experiments, such as solid-state version of the Attached Proton Test (APT)[237], can 
reliably distinguish protonated and non-protonated N sites[238]. 14H/1H HMQC experiments were also 
used in this case to establish N protonation state, with the advantage that experiments with longer 
mixing times (600 μs) often (although not always) also showed correlation peaks corresponding to 
H…N in a N–H…N bonding arrangement, hence providing valuable insight into intermolecular 
hydrogen bonding. Different protonation states of imidazole rings have also been clearly observed in 
1H,14N HMQC spectra[79], which were acquired in less than an hour using 90 kHz MAS at 14.1 T. N,H 
proximity has also been investigated by 1H NMR, e.g. 1H spectra acquired at 90 kHz MAS with and 
without 14N decoupling clearly H atoms bonded to nitrogen[80]. 

The 15N chemical shift is generally extremely sensitive to the number of attached hydrogens and has 
been widely used to confirm or infer protonation state, e.g. to distinguish salt from co-crystal 
forms[239], to distinguish between protonation of N vs. O sites[174], and showing the DFT 
optimisation was incorrectly moving the hydrogen across an O–H...N bond, cf. Figure 7. 15N shifts 
clearly distinguished between alternative hydrogen bonding arrangements in a co-crystal between 
theophylline and pyridoxine hydrochloride, where one H could be forming an intramolecular H-bond 
with an O acceptor or intermolecular bond with an N acceptor[240]. A change of 15N chemical shift of 
>13 ppm showed that relevant N is an acceptor in pure theophylline, but not in the co-crystal, while 
14N/1H experiments confirmed the protonated N sites.  In a study of co-crystals/salts of a poorly soluble 
pharmaceutical with three dicarboxylic acids[241], the 15N shift showed clear correlation with H 
position, with shifts to lower frequency >80 ppm on proton transfer to heterocyclic N, compared to 
20–40 ppm on formation of a stronger H bond. In a study of four salts / co-crystals of ketoconazole, 
XRD was able to locate the hydrogen in three cases[225]. In one case, however, the positioning was 
ambiguous, and the 13C shifts were also insufficiently distinctive, but the 15N shifts and C–O bond 
lengths were consistent with a co-crystal (i.e. presence of carboxylic acid rather than carboxylate). A 
change in 15N shift from ~16 ppm to 25–29 ppm was used to show protonation of a tertiary amine, i.e. 
salt formation, in four solid solids of lidocaine with dicarboxylic acids[242]. Similarly, the absence of a 
significant change in the 15N shift was used to show that protonation state of an NH2

+ was unchanged 
on the formation of a cocrystal of ezetimibe[243].

In other studies of solid forms of theophylline, a distinctive 15N shift on protonation of the imidazole 
ring nitrogen was used to distinguish salts and co-crystals[244, 245], which was confirmed in a follow-
up study on wider range of compounds[246]. There was a good correlation between N–H bond length 
and calculated change in shift on protonation. The magnitude of changes, however, varied significantly 
between N type: around –50 ppm for protonation of imidazole of theophylline vs. –69 ppm for 
protonation of pyridine of isonicotinamide, whereas shifts >–100 ppm were observed for the pyridine 
of an API. These differences partly reflect differences in H-bonding strength, e.g. changes of up to –33 
ppm were observed on formation of a co-crystal, i.e. without H transfer. In contrast, changes to amine 
shifts were much smaller e.g. –14 ppm, hence DFT calculations were very helpful in confirming the 
significance of the change. X-ray photoelectron spectroscopy (XPS) was also used in this study to 
examine protonation. Although the resolution of XPS spectra is relatively poor, the chemical shifts in 
N 1s binding energy are much less sensitive to changes in intermolecular interaction, and so do cleanly 
distinguish between protonation states. Changes to lower 15N chemical shift of >10 ppm have similarly 
been observed protonating NH2 [247], while consistent changes >10 ppm to higher frequency were 
observed on protonating tertiary amines[224] (consistent with the lidocaine example above). In the 
latter case, the protonation was confirmed using 14N/1H HMQC. In another example of using 14N shifts, 
14N NMR (at 14.1 T and 70 kHz MAS) was used to separate NH and NH3

+ resonances of alanine 
polypeptides, based on their very different isotropic quadrupolar shifts[248].
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The utility of calculations to predict the magnitude of shift changes is illustrated in a study of co-
crystals formed between an imidazole and morpholinium iodide[249]. Based on the good agreement 
with GIPAW-calculated shifts and the 13C and 15N spectra of the starting materials, it was assumed that 
proton transfer had not occurred between species. Surprisingly, however, the calculated 15N shift of 
solid morpholine was in the same range as the morpholinium ion, and so additional NMR evidence 
was sought to confirm the protonation state. The 15N CSA asymmetry parameters, however, were 
sufficiently distinct for static CSA patterns to confirm the presence of morpholinium.  

3.2.3 Via 1H and 2H NMR
At a simple qualitative level, strong hydrogen bonding is expected to decrease magnetic shielding and 
hence increase the 1H chemical shift of the associated hydrogen. Clear empirical correlations have 
been be derived from 1H chemical shifts for, for instance, O–H…O hydrogen bonds involving carboxylic 
acid donors or carboxylate acceptors[250], amide protons in peptides[251], in N...H–O vs. N+–H…O– 
interactions[252], O…H…O and N...H...O interactions[253], N–H…O=C hydrogen bonds in 
polyalanines[254], or more generally[255, 256]. 

In one of the earliest applications of DFT-calculated solid-state shifts, the H shielding was calculated, 
using a dimer model, as a function of position in the N–H…O hydrogen-bond in methylnitroacetanilide 
(MNA)[257]. The experimental 1H shift was then used to determine the N–H distance as 1.03 ± 0.02 Å. 
Applying the same methodology on L-histidine hydrochloride gave N–H distances in excellent 
agreement with neutron diffraction results. This approach of relating shifts directly to distances has 
not, however, been widely adopted. This may reflect uncertainty in the referencing used to relate 
experimental shifts and calculated shieldings; as in the case of measuring N–H distances via dipolar 
couplings discussed in Section 2.1, relative changes in bond length can be determined with 
significantly greater confidence than absolute bond lengths. For example, the structure of a naproxen–
picolinamide cocrystal contained two independent carboxylic acid dimers in the asymmetric unit, with 
almost identical donor-acceptor distances, but with donor–H distances differing by 12 pm[258]. The 
uncertainty on H positioning, however, means that the confidence intervals on the donor–H distances 
almost overlap within one standard error. In contrast, a straightforward 1H MAS spectrum showed a 
difference in 1H shifts of  less than 1 ppm, meaning that the actual donor-H distances must differ by 
only a few pm (based on the empirical corrections above). Plots of the lattice energy as a function of 
the position within the carboxylic acid showed well-defined minima and confirmed the positioning of 
the hydrogen. In a similar way, using 1H shifts to confirm the similarity of hydrogen bonding 
environments is helpful in cases where one structure is unknown[54]. 

An alternative approach to estimating the accuracy with which hydrogen atoms can be located via 1H 
shifts used molecular dynamics (MD) simulations to generate perturbed structures from which shifts 
were calculated[230]. The results were used to determine how much positional variation corresponds 
to a given RMSD between experimental and calculated shifts. The results varied with the system, with, 
for instance, a 0.49 ppm RSMSD corresponding to a mean positional variation of 0.17 Å for cocaine. 
Although smaller than typical ADPs of hydrogen in XRD studies, these uncertainties are an order a 
magnitude larger than the 2 pm uncertainty estimated for MNA above. This reflects the fact that the 
0.49 ppm RMSD is dominated by the global systematic limitations of DFT, and so over-estimates the 
uncertainty of positioning an atom within a given type of local environment. 

A good example of the use of 1H shifts to establish the correct positioning of hydrogen atoms is 
provided by a study of three different XRD structures of α-D-galactose present in the CSD[259]. 
Geometry optimisation of the H atom positions resulted in two of these structures converging, but 
the remaining pair of structures still differed in hydrogen atom positioning and in hydrogen bonding 
arrangements. The mean average error on 13C NMR parameters calculated from optimised structures 
and compared to experiment, was only slightly lower (0.9 vs 1.4 ppm) for the structure with the lower 
calculated lattice energy (difference of 2 eV per unit cell, corresponding to ~200 kJ mol–1). (To put this 
figure in context, computational studies[260] have shown that most polymorphs differ in lattice 
energy by less than 2 kJ mol–1.) In contrast, the predicted 1H NMR spectra for the alternative structures 
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were significantly different (despite the modest magnetic fields and MAS rates used), as shown in 
Figure 14, confirming the structure with the lower lattice energy. 

1H chemical shift anisotropies have also been shown to be very sensitive to hydrogen positioning. 2D 
experiments correlating 1H CSA and isotropic shifts have been compared to calculated values obtained 
from X-ray and neutron structures of L-ascorbic acid with and without optimisation of the hydrogen 
positions[261]. Excellent agreement was obtained in both cases after optimisation, with the neutron 
structure giving reasonable (but not perfect) agreement without optimisation. Similarly 1H CSA 
parameters clearly distinguish the polymorphs of acetaminophen[80].
2H quadrupolar couplings are also sensitive to the hydrogen bonding, with the 2H CQ decreasing 
strongly with increasing hydrogen bonding strength, cf. Ref. [262] and references therein. For 
example, the positioning of the hydrogen-bonded H in trimethylammonium chloride was examined 
using a variety of NMR parameters, including hydrogen shifts and 2H CQ[263]. The measurements were 
consistent with a moderately strong H bond, although the overall accuracy of positioning was 
comparable to previous dipolar-based measurements. 

3.2.4 Via 17O NMR
17O NMR has not been widely used in NMR crystallography due to its poor sensitivity at natural 
abundance and the expense and/or difficulty of isotopic labelling. More information about 17O NMR 
in the solid state can be found in recent review articles and book chapters[264-266]. Here we focus 
on the limited number of cases where 17O NMR has been used to understand hydrogen positions.

As for nitrogen, very strong changes in chemical shift are observed on changing oxygen protonation 
state, e.g. the isotropic shift of phenol oxygens was observed to increase by ~60 ppm on ionisation, 
while the quadrupolar parameters were only slightly affected[267]. This was larger than the effect 
(although similar in proportion to the shift range) on the associated 13C shift (about –10 ppm). Variable 
success has been reported in correlating calculated and experimental 17O parameters. For example, 
the 17O parameters of enriched salicylic acid and aspirin were measured and used to follow double-H 
exchange in the carboxylic dimers present in their structures as a function of temperature[268]. A 
good match with GIPAW calculated parameters was reported (at least compared to simple cluster-
based calculations), with an RMSD between experimental and calculated shifts of 20 ppm. In contrast, 

Figure 14  Comparison of an experimental (solid black line) 1H NMR spectra for α-D-galactose with simulated 
spectra for the H-position optimised XRD structures determined by Kouwijzer et al. (short blue dashes) and 
Sheldrick (long red dashes) structures (CSD refcodes ADGALA03 and ADGALA10 respectively). Experimental 
spectra were acquired at 300.07 MHz and 12 kHz MAS. Figure taken from Ref. 259, copyright Elsevier (2010).
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a study of hydrogen bonding in benzoic acid and group I hydrogen dibenzoates reported relatively 
poor correlation between GIPAW calculations of 17O parameters and experimental values, limiting 
conclusions that could be drawn[226].

In possibly the most detailed application of 17O NMR to pharmaceutical systems, diflusinal was 17O-
labelled at the carboxylic acid positions and studied in its Form I, co-crystal and two amorphous 
dispersions[269]. The 17O shielding was observed to be very sensitive to changes in H-bonding 
environment, with the donor OH shielding increasing by 150 ppm Å–1 with H…O (acceptor) distance, 
compared to shift changes on hydrogen bonding of ~2 ppm for 13C in a C=O acceptor. The spectra were 
relatively easy to acquire due to short relaxation times, and chemically distinct O sites were resolved 
without need for 2D techniques. Favourable 1H relaxation times allowed 1H/17O HETCOR to be 
performed, which resolved an intermolecular correlation associated with an O–H…O hydrogen bond 
(otherwise difficult to characterise via 13C NMR). 2D spectra were even acquired from solid 
dispersions, allowing changes in H-bonding to be observed that would be too subtle for 13C/1H HETCOR 
experiments, and impossible for classic diffraction methods. It was therefore argued that isotropic 
enrichment might be justified for late-stage compounds.

3.2.5 Via 31P NMR
The protonation state of phosphate groups, which are widely encountered in biological systems, is 
readily established via NMR, in particular, using the 31P chemical shift anisotropy[270]. Dipolar-based 
experiments have also been used to establish the presence of P–OH groups. For example 31P and 13C 
inverse HETCOR experiments distinguish between C–OH and P–OH acid protons[271]. Combined with 
1H DQ/SQ spectra, these experiments showed the hydrogen bonding to be distinct from the known 
structure of a related form of the molecule.

3.3 Correcting other problems with diffraction-derived structures
The use of NMR to address limitations of diffraction studies is discussed implicitly in a number of 
sections, e.g. positioning of hydrogen atoms in the previous section or characterising disorder in 
Section 3.9. Here we briefly consider other cases where NMR crystallography has identified otherwise 
unsuspected problems in structures derived from single-crystal data. 
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Such problems have most commonly been identified in poor correlations between experimental and 
calculated 13C shifts. For example, calculated and experimental shifts of two forms of thiamine 
hydrochloride showed significant deviations (up to 10 ppm) for one form[272], associated with an 
unusually short C–O bond (1.18 Å compared to 1.40 Å in the other form), which was presumed to be 
associated with dynamics. Full structural optimisation reduced the RMSD between experiment and 
calculation from 5.3 to 3.3 ppm (results for PBE functional). Similarly, very poor agreement was 
observed between experimental 13C shifts and those calculated from CSD crystal structures for 
tiotropium bromide, both as anhydrous (GUYGOX03) and hydrate (GUYGUD01) forms[273]. Again, full 
geometry optimisation provided more reasonable bond lengths and improved agreement with 
experimental shifts. In a study of two pentapeptides[59], three structures were found in the CSD, all 
involving complex structures with multiple molecules, including water, in the asymmetric unit and 
poor R-factors (between 9 and 14%). DFT geometry optimisation was essential to obtaining agreement 
with experimental shifts, and substantially altered some structures, which in one case featured very 
unreasonable bond lengths, as seen in Figure 15. Similar observations involving adjustment of water 
molecule positions on optimisation have been observed in other hydrate materials[198].

3.4 Confirming and rationalising intermolecular interactions
This section discusses the various ways in which solid-state NMR has been used to probe 
intermolecular interactions[274]. NMR parameters are a very powerful tool for probing intermolecular 
interactions, since they are directly connected to changes in electronic structure, e.g. due to hydrogen 
bonding. In contrast, intermolecular interactions can only be inferred indirectly from diffraction 
studies, based on statistical evidence. In most cases, however, NMR has been used to rationalise or 
quantify the strength of interactions, rather than as route to solving / verifying crystal structures, 
which is the focus of the current article. Hence this is not an exhaustive summary of the literature.  

3.4.1 Intermolecular interactions established from dipolar/J-based experiments
As discussed above, dipolar couplings have frequently been used to directly probe H positioning within 
hydrogen bonds. In other cases, dipolar coupling has been used more qualitatively to examine 
intermolecular association via hydrogen bonds. For example, cross-peaks observed at longer mixing 
times in 14N/1H experiments have shown the presence of O–H…N hydrogen bonding in a co-crystal of 

Figure 15  Sections of the crystal structure of a penta-peptide enkephalin: (left) as originally published (CSD 
refcode LENKPH11) and (right) after DFT geometry optimisation. Figure adapted from Ref. 59, copyright 2014 
American Chemical Society.
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nicotinamide and palmitic acid[275]. The limited resolution of 14N and 1H spectra made it difficult to 
resolve individual correlations, but changes in hydrogen-bonding arrangement could be observed.  
Interestingly, because the 14N shift is sensitive to both the chemical shift and the isotropic component 
of the second order quadrupolar interaction, some large changes in shift (of ~60 ppm) between were 
seen in HMQC spectra of a pure API (acetaminophen) and its amorphous dispersions in 
polyvinylpyrrolidone, while negligible changes in isotropic shift were observed in corresponding 15N 
experiments.

The ability of solid-state NMR data to test co-crystal formation via observing intermolecular contacts 
has been assessed on a set of ten systems[276]. Provided distinctive 1H chemical shifts due to 
moderate-to-strong hydrogen bonding could be seen, 13C/1H HETCOR was always able to prove 
association, and both chemical shifts and APT experiments were used to confirm protonation state, 
e.g. distinguishing between neutral vs. zwitterionic states of β-piroxicam. In the case of 
carbamazepine.nicotinamide, however, the hydrogen bonds are relatively weak and the 1H shift was 
insufficiently distinctive to allow association to be proved. 13C,1H HETCOR was used in later work for 
showing co-crystal formation, with 1H DQ/SQ spectra and 1H shifts providing some insight into 
hydrogen bonding patterns and strengths[277]. 13C,1H HETCOR experiments at longer contact times 
are commonly used to show interactions between the carbons and the hydrogens of a carboxylic acid 
dimers e.g. Ref. [258]. Similarly, long contact-time FSLG HETCOR experiments revealed a number of 
intermolecular contacts[278] in a multicomponent solid form of tolfenamic acid obtained from 
mechano-chemistry (i.e. no SCXRD structure could be obtained), see Figure 16. Intermolecular 
interactions involving O–H…O hydrogen bonding has also been observed via 13C/1H HETCOR 
spectra[279], corresponding to C,H distances around 1.9–2.2 Å. HETCOR experiments have established 
presence of hydrogen bonds between carbonyl and OH and NH groups in four salts of lidocaine with 
dicarboxylic acids[242], with 1H DQ/SQ spectra establishing intermolecular proximity.

As previously noted in Section 2.1, 1H DQ/SQ correlation experiments have frequently been used to 
observe intermolecular contacts. For example, 100 kHz MAS has been used to obtain well-resolved 1H 
DQ/SQ spectra from host-guest complexes which could not be characterised by SCXRD[193]. The 
observed correlations were consistent with a specific orientation of the methyl and para-phenyl 
hydrogens of the toluene guest relative to the host, in agreement with DFT calculations on isolated 
host-guest complexes. In another example, there are four possible supramolecular “synthons” that 
would link indomethacin and nicotinamide in a co-crystal[280]. 1H DQ/SQ experiments clearly ruled 
out the presence of a carboxylic acid dimer, but showed strong correlation of the carboxylic H with 
either aromatic CH or amine. In principle, the 13C,1H refocused INEPT experiment was sufficient to 
show this correlation involved aromatic CH, and hence identify the synthon present, but a 14N,1H 
HMQC experiment provided additional unambiguous evidence for the presence of an O–H…N 
hydrogen bond. 1H DQ/SQ correlation experiments have been used to distinguish between parallel vs 

Figure 16  H,C proximity information deduced between components of a mixed salt co-crystal form of tolfenamic 
acid from 1H,13C HETCOR experiments. Figure reproduced from Ref. 278, with permission from The Royal Society 
of Chemistry.
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anti-parallel β-sheets in alanine polypeptides, including larger polypeptides where single crystal 
structures were unavailable[248]. 14N NMR (at 14.1 T and 70 kHz MAS) was used to separate NH and 
NH3

+ resonances based on their very different isotropic quadrupolar shifts. 1H DQ/SQ spectra have 
similarly been used to discriminate between polymorphs of alanine tripeptides[254], with the 
presence/absence of diagonal peak linked to a key intermolecular contact. The build-up of 1H DQ 
coherences was used to study intermolecular interactions in γ-indomethacin[53]; the build-up of 
coherences between the carboxylic acid OH and either the neighbouring OH in the acid dimer or the 
aromatic protons were found to be in line with predictions and with numerical simulation. In addition, 
1H DQ / 13C refocused INEPT experiments were used to obtain DQ build-up curves from sites that could 
not be resolved by their 1H shifts. This permitted the resolution of a strong build-up associated with a 
close (2.2 Å) proximity between a specific pair of aromatic hydrogens. In contrast to the spin-diffusion 
evolution curves discussed below, however, it seems difficult to discriminate between similar 
structural models using DQ build-up data. Apart from the DQ auto-correlation peak observed for the 
acid OH, which clearly indicates the presence of a carboxylic acid dimer[47, 52, 200, 281], the 
interpretation of build-up data is strongly dependent on the existence of a structural model. A similar 
pattern emerges from work on polymorphs of sibenadet hydrochloride[54], where the presence of 
cross-peaks in DQ/SQ 1H correlation spectra highlighted proximities between pairs of NH’s (H–H 
distance of 2.62 Å) and between OH and NH (H–H distance of 2.87 Å). This was consistent with the 
hydrogen bonding arrangement of the known form (Form I), and identical behaviour of DQ build-up 
curves implied that the hydrogen bonding arrangement in the unknown form (Form II) was very 
similar. Note it was important to consider the “effective” RSS dipolar coupling (see Eq. 2) for sites at 
similar distances to multiple hydrogens. In other cases DQ/SQ correlation spectra have provided clear 
finger-prints for different hydrogen bonding motifs, for example, allowing different assemblies of 
deoxyguanosine derivatives be identified[196], as illustrated in Figure 17. As discussed in Section 3.6, 
such information about bonding networks is invaluable when trying to solve structures when only 
powder diffraction data is available.
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Although not strictly fitting into the category of small molecular organics, Ref. [282] is an interesting 
example of combining shift, dipolar and J information from 2D NMR experiments to establish the 
packaging arrangement of DNA base analogues that self-assemble into a complex “rosette” 
nanostructure, as illustrated in Figure 18. Differences in 13C linewidths clearly distinguished the 
ordered core from disordered pendant groups. This local packing information was nicely 
complementary with PXRD, which could be used to establish the overall packaging of the assemblies, 
despite the width of the diffraction peaks due to the disorder.

3.4.2 Rationalising the effects of intermolecular interactions on chemical shifts
In contrast to approaches using couplings, probing intermolecular interactions via chemical shifts 
requires comparison to the shifts in isolated molecules. The difference in chemical shift of a given site 
in the crystalline lattice compared to the isolated molecule is a combination of short-range effects 
(changes in the local bonding environment) and long-range effects, mostly due to nearby ring currents. 
The effects of surrounding molecules on the overall chemical shift are obtained by calculating the 
chemical shift tensor at general points in space, rather than just at nucleus positions (hence “nucleus 
independent”). The resulting maps of Nucleus Independent Chemical Shifts (NICS) show the change in 
chemical shift at a particular position due to surrounding lattice[283, 284]. Since NICS calculations 
Figure 19  Map of the isotropic component of the nucleus-independent chemical shift for nicotonamide in a 
cocrystal with indomethacin, showing the effect of ring currents on the NMR chemical shifts of nuclei as a 
function of spatial position. Figure reproduced from Ref. 117 with permission from The Royal Society of 
Chemistry.

Figure 17  Sections of 1H (600 MHz) DQ/SQ NMR spectra, acquired at 12.5 kHz MAS and using homonuclear 1H 
decoupling in both dimensions, for deoxyguanosine derivatives adopting (a) ribbon-like, and (b) “quartet” 
structures. Blue and red horizontal bars highlight DQ coherences arising from intra- and inter-molecular contacts 
respectively. The H,H proximities are labelled in the structures with their 1H DQ chemical shift (blue roman and 
red italic typeface for intra- and inter- molecular contacts respectively). Figure adapted from results published 
in Ref. 196, copyright 2011 American Chemical Society.

Figure 18 (a) Molecular model of “rosette stack” formed by self-assembly of a synthetic DNA base analogue. (b) 
Powder XRD pattern of the solid powder formed, indexed according to the illustrated hexagonal packing model. 
Adapted with permission from Ref. 282, copyright 2016 American Chemical Society.
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involve removing individual molecules in order to map out the effect of the surrounding lattice, it is 
often necessary to consider larger super-cells to avoid “self interaction” between a missing molecule 
and its image in an adjacent unit cell. NICS maps, such as Figure 19, are very useful for visualising the 
effects of CH…π interactions since these are strongly anisotropic. Quantitative insight into the strength 
of short-range intermolecular interactions require such long-range effects to be corrected for. A 
recent study on visualising the different contributions to shielding due to intermolecular effects[285] 
concluded that the dominant contributions to the changes in chemical shift were local for row 2 
elements, such as C, while long-range effects were more significant for light atoms, notably H. This is 
consistent with the general observation that 1H shifts are sensitive to the overall packing arrangement, 
for example, a shift to low frequency of 1.2 ppm of aromatic protons has been used to infer the 
stacking of aromatic rings[286]. 

As illustrated in Figure 19, NICS maps have been used to analyse intermolecular interactions in an 
indomethacin.nicotinamide cocrystal[117]. Computing the difference in shifts for sites in the crystal 
lattice and the isolated molecules, and subtracting off the NICS component, the changes in shift due 
to intermolecular interactions were estimated to be between –0.2 to 1.7 ppm. Simple differences 
between lattice and isolated molecule shifts have been used to examine intermolecular effects in a 
co-crystal system[287]. Many differences larger than 1 ppm corresponded to CH…π interactions 
(associated with ring currents), but a large (3.6 ppm on 1H) difference between lattice and isolated 
molecule shifts was linked to N–H…O hydrogen bonding, and there was also evidence for a weak C–
H…O hydrogen bond (from a difference of 2.0 ppm). The effects of CH… π interactions were similarly 
observed via an outlying 1H aromatic shift in γ-indomethacin[53]. The largest changes (lattice minus 
isolated molecule) in 1H shift were, unsurprisingly, observed for hydrogen in carboxylic acid dimers, 
but differences of –1 and –1.9 ppm were seen for H pointing towards aromatic rings. Similar 
observations have been observed in other systems[195, 284], with an aromatic shift as low as 3.8 ppm 
in naproxen providing a very striking example of the potential size of such shift changes[49]. A 
noteworthy feature of another study using NICS maps to rationalise intermolecular interactions[176] 
was the use of “converse” approaches to calculating chemical shifts. In contrast to “linear-response” 
methods used by codes such as CASTEP, which determine the response of the system to a bulk 
magnetic field, converse methods consider the magnetisation induced by point dipoles placed at 
atomic centres. Although it is necessary to calculate the response at each nuclear site of interest and 
in three orthogonal directions to obtain the full shift tensor, the relative simplicity of the calculations 
means these approaches can be competitive in terms of calculation time. The NICS were relatively 
large (3.8–7.3 ppm), and so removal of these effects was essential to determining the short-range 
intermolecular effects (which ranged from –0.5 to 1.8 ppm). For example, the overall calculated 
intermolecular contribution to the 1H shift in a particular NH was +1.6 ppm, a significant change in 
shift due to the formation of a hydrogen bond, but the experimental shift was only 5.4 ppm, which, 
without the insight from NICS calculations, would have suggested minimal H-bonding.

Changes in shift due to intermolecular interactions have been used to examine desolvation processes. 
For example, simple differences in shifts calculated on the crystal lattice and isolated molecules were 
used to examine intermolecular effects in orotic acid and its salts with lithium and magnesium[288]. 
As previously remarked for 13C shifts, the changes in 15N shifts were numerically larger than those on 
1H, but relative to uncertainties on the calculated shifts (i.e. RMSD value), the changes in 1H shift were 
ultimately more distinctive. The magnesium salt showed complex dehydration behaviour with some 
of the eight waters per formula unit proving easier to remove. Significant changes in some aromatic 
13C shifts were predicted after removing six water molecules and relaxing the geometry, which were 
consistent with experimental observations, although it was not possible to be more definitive. Note 
that simulated PXRD patterns of the dehydrated structures did not match experiment, but matching 
PXRD patterns is often difficult due to the extreme sensitivity of the patterns to the lattice 
parameters[289]. In a study of dehydration of solid forms of ciprofloxacin[204], water molecules were 
removed from the structure and NICS calculations performed to study effect of hydration and 
intermolecular interaction on 13C and 1H shifts. Changes of up to 5 ppm were seen on hydration on 
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13C, although the changes of up to 1 ppm change in 1H shifts are again proportionately larger. The 
largest intermolecular effects on 1H shifts on hydration were found to be from NH+ … O– (+4.6 ppm) 
and CH…π interactions (up to –4.0 ppm). In a study of dehydration of the dihydrate form of the tetra-
peptide Tyr-D-Ala-Phe-Gly, subtle changes in NMR spectra were observed on dehydration[198], e.g. 
1H DQ/SQ experiments distinguished the forms, but showed that the overall intermolecular 
interactions were substantially unchanged. 1H spectra calculated for material with water removed 
gave excellent agreement with the observed spectrum, suggesting that the desolvate was essentially 
isomorphic with the initial hydrate.

Lattice vs. isolated molecule calculations are particularly helpful when probing the effects of hydrogen 
bonding. For example, weak C–H…O hydrogen bonding in α and β maltose was investigated using 
changes in calculated 1H isotropic shifts[290]. Differences of up to 1.9 ppm were observed and 
correlated with local geometry, both H…O distance and C–H…O angle (i.e. the directionality of the 
hydrogen-bonding interaction). In contrast, the effects of intermolecular interactions on 13C isotropic 
shifts were smaller (as a function of the shift range) and complicated by additional interactions. Similar 
approaches were used to study weak C–H…O weak hydrogen bonding in uracil and 4-cyano-4’-
ethynylbiphenyl[291]. Long-range effects (from NICS calculations) were confirmed to make small 
(~10%), but significant, contributions to shift changes. The short-range effects of chemical shift were 
not found to depend significantly on C hybridisation, with consistent changes of about 2 ppm in these 
systems where weak hydrogen bonding is expected to play a significant role (H…O distances < 2.5 Å 
and bond angles close to linearity). The 1H shift in NH has been used to distinguish between different 
motifs of hydrogen bonding in self-assembled guanosine derivatives which do not form diffraction-
quality crystals[196]. The NMR linewidths were generally sharp, despite the peaks in the PXRD 
patterns rapidly deceasing in intensity with scattering angle, which suggests some dynamic disorder 
of the alkyl chains. 

Again, stepping into host-guest chemistry rather than classic small molecule crystallography, the 1H 
chemical shifts of pyridine and toluene have been compared between solution and when included as 
part of solid-state host-guest inclusion complex with calixarene. The “complexation-induced shift” was 
modelled computationally comparing the shifts in the free molecule vs. positioned in cavity according 
to the SCXRD structure of the complex[292]. Using the equivalent of a NICS map obtained by placing 
a probe He atom in different positions within the calixarene host, the “depth” of binding in cavity 
could accurately predicted from the complexation-induced shift. A similar approach has been used to 
reveal the location of guest molecules in host-guest system using ring current shifts[293].

3.4.3 Halogen bonding
The halogen bond, which is a non-covalent interaction involving a central halogen atom, has an 
important role in supramolecular chemistry and crystal engineering. Specialist techniques are often 
required to obtain NMR data from halogen nuclei, and the experimental and computational challenges 
of obtaining / calculating NMR parameters where heavy elements are involved means that NMR 
crystallography of halogen bonding is mostly at the stage of establishing potentially useful correlations 
between NMR data and local structure. This section highlights a few examples that illustrate the 
potential of NMR in this area.  Further information can be found in recent reviews and overview 
articles[8, 294-296].

Dipolar couplings, specifically between 15N and 127I, have been used to estimate N,I bond distances in 
a molecular system expected to self-assemble by N…I halogen bonds[297]. The estimated distance of 
2.7–2.9 Å was significantly shorter than sum of van der Waals radii, consistent with formation of a 
halogen bond.

Most studies of chemical shifts and halogen bonding have involved the shift of 13C attached to the 
halogen. For example, consistent changes in 13C (and 19F) isotropic shifts were observed on forming 
co-crystals containing strong N…I halogen bonds, up to –11 ppm for 13C[298]. Trends in 13C shift with 
halogen bonding strength have been qualitatively reproduced[68, 299], and correlated to changes in 
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C–I bond length via DFT with the Zero Order Regular Approximation (ZORA) method of including 
relativistic effects, although quantitative agreement for 13C bonded to I was still relatively poor. 
Relativistic effects have been discussed as part of a recent extensive review of shift calculations for 
13C[300].

3.5 Establishing molecular conformation
As discussed further in Section 3.7, understanding the conformation adopted by molecules in the solid 
state is a significant help in solving crystal structures from powder diffraction data. Again, both dipolar 
and chemical shift-based approaches have been used to address this question.

The strengths and weaknesses of using dipolar couplings to obtain quantitative information on 
molecular geometry are illustrated by work on the polymorphic drug molecule cimetidine. This is a 
challenging system for structure solution since the molecule has seven degrees of torsional freedom, 
allowing a wide variety of conformations to be adopted. In an early study, two 13C labels were 
introduced at approximately opposite ends of the molecule, and four forms (anhydrates A, B and C 
plus a monohydrate form, M1) crystallised[301]. The primary geometrical information was obtained 
using rotational resonance, which is a simple means to selectively recouple dipolar interactions 
between pairs of sites. The effects of 13C,13C dipolar coupling were unambiguously observed in forms 
A and M1, and robust distance measurements of <4 Å were clearly consistent with the known “bent 
horseshoe” configuration. In contrast, the molecule adopts an extended configuration in form D, with 
a distance of 9.1 Å between the labels, resulting in a coupling that is too small to be measured (the 
upper limit being stated to be 6 Å for closely related double-quantum methods). The rotational 
resonance curves of forms B and C were both fitted to a C,C distance of 5.5 ± 0.3 A, and the molecule 
was predicted to adopt a “corkscrew” conformation. In a recently determined structure of cimetidine 
form C[302], however, the molecule was found to adopt an extended conformation in which the 
13C,13C coupling would be unmeasurably small; the decay of the signal in the rotational resonance 
experiments must have been due to relaxation rather than coupling. In follow-up studies, a 15N label 
was introduced at a single site, and four distinct C,N distances measured (with uncertainties between 
0.1 and 0.2 Å) in form A using a constant-time version of REDOR[303]. CH/CH2-selective cross-
polarisation was used to simplify the 13C spectrum and increase the number of measurable dipolar 
couplings. These distances were used to obtain the conformation of the molecule in the solid state via 
a molecular dynamics simulation in which the four C,N distances were constrained to the values 
obtained via the dipolar couplings. Structure solution from PXRD data was greatly facilitated by the 
reduction of the number of conformational degrees of freedom from 7 to effectively zero; Section 3.6 
below discusses in more detail the role of NMR data in solving structures from powder diffraction 
data. In the most recent study[304], 13C and 15N labels were inserted at two sites at opposite ends of 
the molecule in which the label was attached to a single H atom, and a set of dipolar-based restraints 
were used to constrain the conformational space. The remaining compatible conformations fell into 
two groups, with the lowest energy group corresponding to the known conformation in form A. Upper 
limits of 4.3 Å, 5 Å and 6 Å were stated for C–N, N–H and C–H distances to be measured from dipolar 
couplings respectively.  

In other applications of 13C,15N REDOR-type experiments, the conformation adopted by N-octyl-D-
gluconamide in three distinct solid forms was investigated using a sample with a single 15N label, but 
natural abundance in 13C[305]. As above, this allowed multiple (up to six) C,N distances to be 
measured. Here the dependence of chemical shifts on the local conformation of alkyl chains (the “γ-
gauche” effect) was used to reduce the range of conformations compatible with the dipolar coupling 
data. As well as showing that the dipolar data was consistent with the molecular conformation in the 
form with known crystal structure, a distinct molecular conformation was predicted for the two forms 
with unknown crystal structure. Note that the dipolar coupling was also helpful in establishing the 
assignment of carbon signals close to the N site. In a different system, the bonding in 
methoxycarbonylurea restricted each torsion angle to either 0 or 180°. Even so, the limited distance 
range probed via 13C,15N dipolar couplings meant that more than one isotopically labelled sample was 
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required to establish the molecular conformation[306]. 13C,15N REDOR experiments on mixtures of 
labelled and unlabelled compounds were used to measure an intermolecular distance of < 4 Å, which 
was found to be compatible with a limited number of packing arrangements via molecular modelling 
studies. Recently C,N distances up to 3.3 Å have been measured via dipolar couplings between 13C and 
14N at natural abundance[307], giving access to a small number of angles between internuclear vectors 
in a pair of complex molecules. Such experiments have the advantage of not requiring labelling, with 
the drawback that dilution in unlabelled samples cannot be used to distinguish between inter- vs  
intra-molecular couplings[308].
13C chemical shift tensor data has also been used to reduce the possible conformational space. For 
example, the torsion angles in the molecule paclitaxel were varied and conformations only retained if 
calculated 13C principal component values were compatible (at an 80% confidence level) with 
experimental NMR data[203]. This, however, still left 13 out of the original 600 structures. Note that 
these calculations, by necessity, involved isolated molecules, rather than the (unknown) full crystal 
structure. 13C tensor information in combination with isolated molecule calculations has also been 
used to determine the backbone conformation of a tripeptide amide[309]. Similarly, the agreement 
between experimental  isotropic 13C shifts for a set of eight compounds and those calculated for 
isolated molecules in different conformations observed in related materials were used to identify the 
most likely molecular conformation in the solid state[310].

3.6 Validation of crystal structures derived from diffraction
The solution of crystal structures from powder X-ray diffraction data is a well-established 
technique[311]. However, in contrast to single-crystal XRD, where (in the absence of significant 
complications, e.g. due to disorder) the structure solutions are essentially unambiguous, the 
compression of the diffraction peaks into a single data axis of intensity vs. scattering angle means that 
structure solution from powder data necessarily requires modelling. Even the initial peak indexing 
required to obtain the unit cell dimensions can be far from straightforward and subject to ambiguity. 
The most common route to structure solution then involves placing molecules within the determined 
unit cell and calculating a trial diffractogram and associated R factor (which quantifies agreement 
between experimental and trial data). Rietveld refinement, involving iterative adjustment of the 
atomic positions and diffraction parameters to minimise R, is then used to optimise structures with 
reasonable initial R factors. The difficulty of finding initial structure “hits” for subsequent refinement 
scales quickly with the number of structural degrees of freedom, e.g. the number of independent 
molecules in the unit cell (Z'), torsion angles etc. Model structures will generally be built with as few 
parameters as possible, e.g. omitting hydrogen, fixing aromatic rings at standard planar geometries 
etc. These parameters can be re-introduced at later stages of the refinement process. However, it is 
important to remember that, in contrast to NMR where the peak positions are sensitive to structure, 
the peak positions in the diffractogram are fixed by the space group and unit cell parameters; the 
atomic positions within the unit cell only change the peak intensities, and the effects of hydrogen 
atoms in particular on the peak intensities is often too small to determine their positions. 

NMR has a strongly complementary role in this context. Section 3.7 discusses cases where NMR 
information has been used to guide the process of solving structures from powder diffraction data. 
The current section considers cases where NMR data has just been used to validate the structures 
obtained from potentially ambiguous diffraction. Examples will be seen where the NMR and/or DFT 
has helped to correct initial solutions. 
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3.6.1 Validation of structures from single-crystal XRD data

Although NMR has been most widely used to validate structures derived from powder diffraction data, 
examples have already been presented, e.g., in Figure 14, Section 3.3 and the terbutaline sulfate 
example of Section 3.2.1, of problems with structures derived from single-crystal diffraction being 
identified via NMR. In most cases, the issues are associated with poorly positioned hydrogen atoms. 
This illustrated in Figure 20 for two alternative structures of form 1 of furosemide present in the CSD. 
While FURSEM01 has a conventional carboxylic acid dimer, one hydrogen in FURSEM17 is rotated out 
of the dimer. RMSDs for 13C and 1H isotropic shifts predicted from FURSEM17 gave values outside 
typical ranges (2.78 ppm and 0.77 ppm for 13C and 1H respectively) and significantly higher than 
FURSEM01[134]. In particular, the calculated shift of the mispositioned H was clearly incompatible 
with experimentally observed shift obtained from 13C,1H HETCOR. The significant difference in 
calculated lattice energies (25 kJ mol–1 molecule–1) was also too large for FURSEM17 to plausibly be a 
different polymorphic form. DFT refinements and validation via NMR shifts have also been used to 
validate structures from single-crystal data where the crystal diffracted weakly[312].

A very recent study has also focussed on the ability of NMR crystallography to distinguish between 
alternative structures; such “distinction” between alternative models is a relatively straightforward 
problem since we only need to rank structures by agreement with NMR data, as opposed to “verifying” 
an individual structure, which would require calculation of probabilities that a given structure agrees 
with the NMR data. This survey of  repeat structure determinations in the CSD found that over 20% of 
3132 pairs of alternative structures for the same system exhibited structural differences (mostly of 
hydrogen atoms) greater than 0.25 Å (i.e. significantly larger than would be expected from 
experimental uncertainties)[313]. DFT geometry optimisation resolved these differences in most 
cases, but in other cases the alternative structures solutions minimised to distinct structures. Ignoring 
differences in methyl group orientations, the largest fraction of unresolved structural differences were 
associated with hydroxyl groups (as in the majority of the individual examples discussed above). In 
most cases a combination of either 13C or 1H isotropic chemical shifts would be expected to distinguish 
these alternative structure solutions, but in a small number of cases the structures differed only in 
long-range ordering, which would be difficult to characterise via NMR methods. This systematic study 
helps to position NMR crystallography in a sequence of methods of increasing complexity / expense 
(single-crystal diffraction, DFT optimisation, solid-state NMR, neutron diffraction) for distinguishing 
between alternative solutions arising from X-ray diffraction studies. 

Figure 20  Overlay of the asymmetric units of two CSD structures, FURSEM01 (C atoms in grey) and FURSEM17 
(C atoms in green), of furosemide form 1. H atoms are generally omitted except for the critical carboxylic acid 
groups, which form a classic dimer in FURSEM01, but not FURSEM17; the arrow head points toward the H 
position in FURSEM17. Figure reproduced from Ref. 134, licensed under CC BY 3.0.
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3.6.2 Validation of structures from powder XRD data
Verification of crystal structures is relatively straightforward where the proposed structure from PXRD 
is essentially isostructural with a known structure; NMR can show that the structures have the same 
hydrogen bonding arrangements and intermolecular interactions, e.g. using 1H fast MAS, 1H DQ/SQ 
and 13C,1H HETCOR experiments, without the need for detailed assignment. For example, the similarity 
of the NMR data for succinate and fumarate salts of lidocaine supported the solution of the succinate 
salt structure from powder data, starting from the structure solution of the fumarate salt[242]. 
Similarly, NMR is often used selectively to confirm hydrogen bonding arrangements. For example, 1H 
DQ/SQ spectra of di- and tri- p-benzamides confirmed that carboxylic acid groups were present as 
dimers[47] (via the characteristic high-frequency diagonal peak, as noted in Section 3.4.1). These 
materials are relatively insoluble, forming crystals that are unsuitable for single-crystal XRD, hence the 
structures were solved from PXRD data aided by lattice parameters obtained from electron diffraction. 
In the case of a new polymorph of metergoline solved from PXRD data, 13C NMR identified that Z' was 
2, while 13C,1H HETCOR cross-peaks between resonances associated with different molecules 
confirmed intermolecular interactions predicted from the proposed structure[314]. Other examples 
of using dipolar information to confirm predicted intermolecular contacts in structures solved by PXRD 
include Ref. [224]. In other cases, dipolar information has been more ambiguous. For example, in a 
study of a second polymorph of a drug system, 13C and 1H NMR indicated that the overall structure 
was very similar to that of the known form, but with some slight differences, such as a different 
conformation for a propionic side chain inferred from an absent cross-peak in a 1H DQ/SQ 
spectrum[281]. The form 2 structure was solved from PXRD data, with DFT used to optimise 
geometries between stages of Reitveld refinement. Adjustment of dimer conformation to match NMR 
data, however, did not lead to an overall improvement of the R factor or predicted 13C shift principal 
components. On the other hand, the proposed structure had the qualitative characteristics (stronger 
hydrogen-bonding, increased ring stacking) that had been predicted from chemical shift-based 
arguments.

Full validation of proposed crystal structures requires the assignment of 13C and 1H shifts, and 
quantitative assessment of the agreement between experimental shifts and those calculated from the 
proposed structure. For example, in a cocrystal of theophylline produced by grinding, where the 
structure needed to be determined from powder data, 13C and 1H isotropic chemical shifts (together 
with proximity information from 1H DQ/SQ experiments) were used to confirm the proposed 
structure[315], while the structure of a theophylline-nicotinamide cocrystal derived from PXRD was 
validated against 13C and 15N shifts[316]. In the case of a new polymorph of the drug praziquantel 
obtained by grinding, the structure could be solved from synchrotron PXRD data, although this was 
challenging due to peak broadening[317], which was presumably associated with small crystal size, 
rather than lack of crystallinity per se, as the 13C spectra resonances were sharp. The RMSD of 13C 
isotropic shifts was 2.4 ppm (compared to a stated expected range of 2.2 ± 0.5 ppm for a correct 
solution), helping to validate the proposed structure. The structure of O-phospho-DL-tyrosine was 
solved from PXRD, but the accuracy was limited by the lack of high-angle peaks[271]. The structure 
was refined by DFT optimisation to give reasonable agreement with the assigned 1H and 13C shifts, and 
was compatible with predictions of intermolecular interactions from dipolar correlation experiments. 
The structure of an anhydrous form of cimetidine hydrochloride, obtained by dehydration of a 
monohydrate phase,  needed to be solved from PXRD data[318]; desolvation processes often produce 
finely powdered materials due to strain associated with the change in lattice parameters. Here only 
minor movements (up to 0.18 Å for H) were observed on geometry optimisation, and qualitatively 
good agreement was found between calculated chemical shifts and experiment, which clearly differed 
from shifts calculated from the starting hydrate form. The very different 13C shifts for the two phases 
were assumed to reflect the distinct conformation of the cimetidinium cation in the two forms. 
Combined with 1H DQ/SQ spectra, these experiments showed the hydrogen bonding to be distinct 
from that in the known structure of a related form of the molecule. 
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NMR was used to validate the structure solution of polymorphs of ixazomib citrate from synchrotron 
powder data[169]. This is a challenging system as Z' = 2, and there is uncertainty about 
stereochemistry, and how the boron is co-ordinated in solid state. The co-ordination geometry was 
investigated with a 2D 11B experiment, which clearly discriminated the two forms, and the shift ranges 
agreed with predicted local B environment (shared between two 5-membered rings). The build-up of 
11B DQ coherences was used to estimate the shortest B…B distance to be 6.3–6.5 Å, in agreement with 
proposed structure.

An important aspect of structure validation is confirming hydrogen bonding arrangements. An early 
example, before the widespread use of periodic DFT, involved the crystal structure of anhydrous 
theophylline determined from powder XRD data[319]. Two viable solutions were found with different 
H-bonding arrangements (N–H…N vs. N–H…O), but significantly better agreement was found for 
experimental 15N chemical shifts calculated for molecular trimers having an N–H…N structure; this was 
consistent with other indicators, such as lower lattice energy and better R factor for the N–H…N 
arrangement. It is often difficult to obtain diffraction quality structures from sugars, while their 
acetate derivatives often crystallise more readily. The crystal structures of acetates of three methyl 
glycosides were determined and the conformation of the molecules used as the basis for structure 
solutions[320]; the acetate was replaced by H in a random orientation and a unit cell constructed in 
the relevant space group before geometry optimisation using dispersion-corrected DFT. In two cases, 
the resulting structures were in good agreement with the known crystal structures, and showed good 
matches with predicted 13C shifts. In the remaining case, a large discrepancy in 13C shift identified an 
OH which was incorrectly oriented; optimisation with a re-positioned H provided a satisfactory 
solution. 

Note that in some cases the DFT optimisation required for good estimates of NMR parameters has 
itself improved the structure solution (see Section 3.3 for further examples). For example, in the 
solution of the structure of a cocrystal from PXRD data, all-atom DFT refinement of the initial Rietveld-
refined structure decreased the R factor from 11% to 5%[50], presumably by pushing the structure 
out of a local minimum. GIPAW-calculated 13C, 1H and 15N shifts were then used to validate the 
resulting structure. In another example of using geometry optimisation to aid structure solution, the 
structure of the drug ethoxzolamide was solved from PXRD[321]. This produced 20 structures with 
similar R factors (13–14%), which fell into groups with two different molecular packings and two 
orientations of the sulphonamide. DFT was used to relax representative examples of four solutions 
from the four groups, which lowered the R factors on subsequent Rietveld refinement (9% for the best 
solution). DFT refinement changed many H positions (by up to 0.65 Å), again possibly allowing new 
minima to be explored. The resulting structures were validated using experimental isotropic shifts; 13C 
isotropic shifts were not found to be very distinctive, but 15N shifts clearly favoured one packing 
(although failing to distinguish between alternative orientations of the sulphonamide group). 
Geometry optimisation had a similarly important role in a study of two structures available for β-
piroxicam[322]. As illustrated in Figure 21, geometry optimisation of the two structures brought them 
into agreement with only minor adjustment of atomic positions. The resulting calculated 13C shifts 
were in good agreement with experiment (<2 ppm RMSD), and 1H DQ/SQ and 14N/1H HMQC spectra 
were used to confirm spatial correlations in the structure. Here NMR crystallography helped to 
validate an essentially correct structure that might otherwise be viewed suspiciously due to its poor R 
factor.
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3.6.3 Validation of structures from electron diffraction data
The extremely strong scattering of electrons by the electron density of molecular systems makes it 
possible to obtain diffraction data from extremely small crystals. The strong interaction between 
electrons and matter means, however, that the conventional “kinematical” model of the diffraction 
experiment begins to break down. Hence even quantifying the agreement between experimental and 
trial data with a conventional R factor can be problematic. Developments in experimental techniques 
and data analysis are, however, allowing structures to be solved directly from electron diffraction (ED) 
data, e.g. Ref. [323]. DFT calculations have a potentially significant role, both to help predict diffraction 
patterns, but also in refining the approximate co-ordinates obtained from ED studies[324], in much 
the same way as geometry optimisation is used in NMR crystallography. For example, the pigment 
fluorescein has two polymorphs which contain different tautomers: a red form, with a quinoid 
tautomer, and a yellow form with unknown structure thought to contain a zwitterionic tautomer[130]. 
The PXRD pattern of the yellow form produced by rapid crystallisation shows broad peaks, precluding 
structure solution directly from the PXRD data. Instead, crystal structure prediction (see Section 3.8) 
was used to generate possible structures, and the calculated diffraction pattern from the structure 
with the third highest lattice energy showed the best fit to experiment. This was used to obtain a 
structure by Reitveld refinement, which also gave the best fit to ED data. Figure 22 shows the result 
of validating the proposed structure using 13C isotropic shifts; reasonable RMSDs are obtained if the 
experimental shifts are compared with the correct structure, and unreasonable values (of about 
4 ppm) are obtained if structures are swapped around. 

Figure 21  Ball and stick representations before (blue) and after (red) geometry optimization of crystal structures 
of β-piroxicam derived from (a) PXRD and (b) SCXRD. The R factor of the PXRD structure (CSD refcode BIYSEH03) 
is much higher (19%) than that of the SCXRD structure (refcode BIYSEH13), but geometry optimisation leads to 
only a minor adjustment of the pyridine ring orientation, highlighted in (c) which shows an overlay of the PXRD 
structure before geometry optimization (blue), and with geometry optimization of proton positions only (green), 
and all atoms (red). Figure reprinted with permission from Ref. 322, copyright 2018 American Chemical Society.
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3.7 Assisting the structure solution process from powder X-ray diffraction data
NMR data has been used in a variety of ways to directly assist structure solution from PXRD data. The 
first key stage of structure solution is determining a unit cell that indexes the positions of the 
diffraction peaks. The number of molecules in the unit cell, Z, can then be inferred using typical 
densities of molecular organics. Information from NMR about Z' can be very helpful at this stage in 
reducing the number of space groups that need to be considered. For instance, in the structure 
solution of unusual mixed organic inorganic materials obtained by grinding barbituric acid with alkali 
metal salts, standard analysis tools gave a space group of P21/c and a unit cell with Z = 8 and Z' = 
2[325]. 13C and 79Br NMR, however, showed only one unique molecule of barbituric acid and one Br– 
per asymmetric unit, while 23Na NMR showed two distinct Na sites. This information was used to 
establish that the structure was best described in the higher-symmetry C2/c space group. Where 
component molecules have high symmetry, NMR can reveal fractional values of Z', e.g. the value of Z' 
= 0.5 inferred from 13C NMR similarly significantly constrained the number of space groups to be 
considered[326]. The value of Z' is not always evident from 13C spectra; DFT calculations are helpful in 
these cases to confirm that symmetry independent sites have locally very similar environments[157, 
327]. 

NMR can also be invaluable in determining the molecular basis for building the crystal structure. In a 
particularly striking example, 13C NMR clearly showed that the material commercially sold as 
“hexaketocyclohexane octahydrate” is actually dodecahydroxycyclohexane[328], which was obviously 
essential to solving the structure from PXRD data. As discussed in Section 3.2, NMR can generally easily 
identify protonation sites. For example, 13C shifts were used to determine which one of the two 
aromatic nitrogens in an aminopyrimidinium moiety was protonated, providing key input in a 
structure solution from PXRD data[329]. Similarly, questions of tautomeric state need to be 
established prior to solving structures. For example, cyameluric acid has potentially 17 tautomers. The 
1H NMR spectrum combined with a cross-polarisation polarisation inversion experiment showed that 
the tautomeric protons must all be N–H, while calculated 15N shifts for the isolated molecule then 
narrowed the options to two tautomers[330]. These were difficult to distinguish even when using 13C 
tensor principal components, as the most sensitive parameter (the asymmetry of the CSA) is 
influenced by intermolecular effects, such as hydrogen bonding. Nevertheless, a preferred tautomer 
was identified, and its DFT-optimised structure used to solve the structure. Note, however, that the 
hydrogen positions could not be located, and so the refinement produced two structural models with 
different hydrogen bonding networks. These could be distinguished from their very different lattice 
energies, with 13C and 15N isotropic shifts being supportive of this choice rather than definitive. In an 
unusual case of the re-investigation of a structure derived with the aid of NMR, Li et al. 
reinvestigated[331] a structure obtained from PXRD where NMR had been used to confirm Z' = 1[332].  
Specifically, it was questioned whether the correct amine vs. imine tautomer had been identified. 
Refitting the original PXRD data with different model structures gave indistinguishable fits, but the 
RMSD agreement of 13C shifts improves markedly (from 4.0 ppm to 1.9 ppm), and individual 
discrepancies reduce from over 10 ppm to less than 4 ppm when the correct tautomer was used. Note 

Figure 22 (a) Two possible tautomeric forms of fluorescein. (b) RMSD between experimental 13C chemical shifts 
for the red and yellow solid forms of fluorescein compared to shifts calculated from the proposed structures of 
the two forms. Figure adapted from Ref. 130 (Creative Commons Attribution licence).
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that DFT relaxation of the published structure gave a RMS displacement of the non-H atoms of over 
0.3 Å, which indicates a problematic structure[121].

As discussed in Section 3.5, NMR has been used to assist structure solution by reducing the size of the 
conformational space that needs to be considered. A common application has been restraining the 
orientations of OH groups, which can rarely be determined with any confidence from PXRD data. In 
solving the structure of (+)-catechin 4.5 hydrate from PXRD data, cross-polarisation build-up rates 
were used to determine the orientations of five OH groups[180]. Comparison of experimental and 
calculated 13C tensor principal components for ten model structures of isolated molecules narrowed 
this to two models which refined equally well against PXRD data. Note that structures were geometry 
optimised with frozen OH torsion angles to maintain the conformation. In the structure solution of 
ambuic acid from PXRD data, DFT optimisation of the molecular geometry improved the agreement 
with 13C shift principal values without affecting the R factor, i.e. the NMR is more sensitive than is 
PXRD to small changes in local geometry[333]. Regions of the structure where agreement was poor 
helped to identify torsion angles requiring optimisation, leading to improved R factors. The 13C 
principal values were observed to be very sensitive to OH orientation, allowing the orientations of the 
hydroxyls to be identified based on agreement between experimental and calculated data.

The conformation of the three hydroxyls of quercitin is similarly difficult to determine from PXRD 
data[215]. In an initial study, molecular mechanics was used to explore conformational landscape, and 
the three lowest minima used as input for PXRD structure solution of anhydrous quercetin. The 
structure with the lowest energy after DFT optimisation was validated by the RMSD of 13C isotropic 
shifts. Follow-on work obtained the same solution by a more comprehensive search of conformational 
space using 8 orientations of the three OH’s (torsion angles of either 0° or 180°)[334]. In contrast to 
systems noted elsewhere, no clear correlations were found between hydroxyl orientation of an OH 
and the isotropic 13C shift of adjacent atoms. The same method was applied to a dioxane solvate of 
quercetin[335], with 13C and 1H shifts used to validate the structure determined from PXRD using 
multiple Rietveld refinement stages alternating with DFT optimisation. The solution of the structure 
of lisonopril dihydrate was complicated by the ambiguous orientation of two carboxylic acid 
units[336]. Exploration of conformational space resulted in three models which fitted with similar R 
factors. DFT optimisation significantly reduced the energies of two of the structures, one of which had 
a better overall fit with 13C and 1H data and so was used as input to Rietveld refinement. After 
optimisation of the water positions, this refinement produced a structure with both good R factor and 
good agreement with NMR data. Subsequently both SCXRD and PXRD structures of the material were 
published. The solution from PXRD + NMR was almost identical to the SCXRD structure, and was in 
significant disagreement (matching only the overall conformation) with the PXRD-only solution.

As discussed in Section 3.4, NMR has been widely used to establish intermolecular connections, which 
can potentially assist structure solution. For example, 3',5'-bis-O-decanoyl-2'-deoxyguanosine has 
interesting supramolecular behaviour, but is not available as single crystals. Previous NMR work had 
established the presence of N–H…N hydrogen bonds, which helped constrain starting models for 
solving the structure [337]. DFT was used to optimise the initially obtained structure, resulting in some 
significant conformational changes in the decanoyl chains and an improved R factor on subsequent 
Rietveld refinement.  

In other cases, agreement with NMR parameters has simply been used to discriminate between 
alternative solutions compatible with the PXRD data. The determination of crystal structures produced 
by photodimerization is complicated by the disintegration of the crystals as a result of the change in 
cell volume. PXRD showed that the product is crystalline, but eight possible structures were found 
with the same overall packing, differing only in orientation of t-butyl ester groups[338]. The 
agreement with NMR data was quantified using a reduced chi-squared statistic, which consistently 
ruled out two structures, leaving six with very similar packing motifs. Out of the different NMR data 
sets evaluated, the 1H shifts, the 13C shifts, and 13C principal values all had similar discriminating power 
in this case. 
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A number of studies have combined multiple aspects of NMR crystallography to determine structures 
from PXRD data. For example, C.I. Pigment Yellow is a commercial pigment with unknown crystal 
structure and three possible tautomeric forms, labelled CH, NH, OH[135]. IR spectra were inconclusive, 
solution-state NMR ruled out the CH tautomer, and DFT calculations on isolated molecules indicated 
that NH tautomer had the lowest energy by about 60 kJ mol–1. Strong scattering from eight Cl atoms 
per molecule made it impossible to determine the tautomeric state from PXRD. Structure solutions 
for OH and NH tautomers were geometry optimised. The H changed tautomeric state on optimisation 
(using PBE), but the given the known limitations of DFT in such cases, noted in Section 2.5.2, energies 
and NMR parameters were also calculated for H explicitly positioned in 3 alternative sites across the 
hydrogen bond. 13C spectra failed to distinguish between NH and OH tautomers, while 15N spectra 
suggested NH. The tautomeric state was proved more definitively using 1H-14N HMQC and 13C,1H 
HETCOR spectra. 

When solving the structure of 1,3,5-tris(dimethylpropionylamino)benzene, NMR evidence for Z' = 1 
was used to restrict possible space groups[286]. Reasonable R factors were obtained in four space 
groups, with the solutions having similar overall packing, but different local arrangements. The 
compound was 13C labelled at the carbonyl and the build-up of 13C DQ coherence used to exclude two 
arrangements which involved a significant spread of intermolecular C,C distances. Subsequently one 
solution was selected that was favoured by multiple metrics. In a similar vein, the crystal structure of 
a benzene-1,3,5-trisamide with fluorine-substituted t-butyl groups was solved from PXRD data[339]. 
Indexing of the diffractogram showed Z = 4, while the NMR data indicated Z' >= 2, helping to identify 
compatible space groups. The structure was subsequently solved, but the isoelectronic nature of F 
and Me means that the conformation of the Me2F groups is not well-determined; Rietveld refinement 
led to four models with equivalent R factors. As shown in Figure 23, build-up curves of 19F DQ/SQ 
spectra were fitted to models of local arrangement of nine 19F’s, allowing one preferred set of 
orientations to be identified. 

Figure 23  Experimental 19F double-quantum coherence build-up curves plus corresponding simulated curves for 
four structural models compatible with PXRD data. Model a (black line) provided the best overall fit to the NMR 
data. Figure reproduced from Ref. 339 with permission from The Royal Society of Chemistry.
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It is difficult to use shift information in a direct way to refine crude structures due to the expense of 
first principles calculation. In a different approach, a pseudo force field (COSMOS) based on isotropic 
13C chemical shifts was included in a molecular dynamics simulation to refine proposed structures for 
Iα form of cellulose[340]; since cellulose is only semi-crystalline, the quality of the diffraction data is 
limited. This suggested one of two models of the hydrogen-bonding network as being correct, which 
was verified using 13C tensor information. Section 4 discusses recent machine-learning based 
approaches to the problem of efficiently estimating chemical shifts. 

3.8 De novo structures
A more radical approach in NMR crystallography is to try to determine structures directly from NMR 
data. This is a distinctly non-trivial problem, since NMR data cannot be realistically “inverted” directly 
to possible crystal structures, and so it is necessary to hypothesise possible structures and evaluate 
their agreement with NMR data. The difficulty of this task depends on whether information on the 
unit cell is available. For example, unit cell parameters, plus limited information about likely space 
groups from systematic absences in the diffraction pattern, can often be obtained from electron or 
powder diffraction data. In this case, model structures can be generated using the same tools that are 
applied in solving structures from powder data[341]. On the other hand, if the diffraction data is good 
enough to obtain lattice cell information, then it will often be possible to solve the structure from the 
powder data directly, with varying degrees of assistance from NMR, as discussed in previous sections.

If the unit cell is unknown, Crystal Structure Prediction (CSP) techniques must be used to generate 
possible structures. CSP is a research area in its own right and the interested reader is referred to 
recent articles by Price[342, 343]. The number of structures found by CSP depends on the 
computational resources deployed; it is common, for example, to restrict the number of space groups 
considered to subsets which account for the largest number of organic structures. While semi-
empirical force fields are often used at early stages to estimate lattice energies, it is increasingly 
common to use DFT to refine likely structures and provide more accurate lattice energies. The current 
status of different methods can be found in the summary of the most recent (6th) blind test of structure 
prediction[344]. Interestingly participants in the 2nd blind test[345] were provided with simulated, but 
unindexed, PXRD patterns. This did not, however, significantly improve the chances of identifying 
correct structure, presumably reflecting the strong sensitivity of powder patterns to lattice 
parameters.

3.8.1 Structure determination using dipolar couplings
One approach to determining structures based on NMR information has used measurements of 1H 
spin-diffusion build-up curves. In work on a crystalline dipeptide[346], spin-diffusion build-up curves 
were measured for the resolved 1H resonances (only two sites were overlapped). The build-up curves 
were modelled using a kinetic matrix approach, where the rate of exchange between sites i and j is 
given by
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where, as in Eq. (3) for the RSS dipolar coupling, the sum runs over the distinct nuclei of type j that are 
coupled to given spin i. (Note that there is a subtle difference in usage of the term “spin diffusion” 
between solid and solution-state NMR; here, it includes any transfer of magnetisation between spins 
i and j, whereas when interpreting, say, NOESY data, the term spin diffusion is restricted to 
magnetisation transfer via intermediate spins.) The exponent, n, was a fitted parameter in initial 
work[347], but this value is expected to be close to 6, based on observations with 1H linewidths[42, 
348]. The A parameter acts as an overall scaling on the rate of spin diffusion, and decreases with 
increasing spinning rate. The quality of fit between simulated and experimental data was found to 
converge with the number of 1H spins included up to a radius of 6 Å. This implies that the build-up 
curves are sensitive to local packing arrangements, without being swamped by the contributions from 
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very remote and structurally irrelevant spins. In follow-up work on the same system[349], molecular 
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modelling (MM) techniques were used to generate trial structures, which were refined using a total 
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pseudo-energy of the energy from the MM force field plus a cost function for the deviation from 
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experimental spin-diffusion data. The resulting ensemble of similar structures was in good agreement 
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with the known crystal structure. These structures were subsequently geometry optimised using 
periodic DFT[350], and essentially converged to the experimental crystal structure, as shown in Figure 
24. DFT optimisation of the structures significantly improved the agreement with experimental 

chemical shifts (the RMSDs for 1H shifts dropping 2.64 to 0.63 ppm), without significantly affecting 
agreement with the spin-diffusion data, i.e. refinement against calculated shifts is substantially more 
precise than using spin-diffusion data. In work on thymol[351], a number of alternative structures 
were left after DFT refinement. Notably the orientation of a hydroxyl group was not constrained by 
the spin-diffusion data, but the correct orientation was clearly identified from the RMSD of the 1H 
chemical shifts, leaving a set of structures with negligible differences (largely in methyl group 
orientation) and in excellent agreement (0.07 Å RMSD) with the reference diffraction structure. 

Figure 25  𝜒2 parameters for matching 13C double-quantum build-ups between experiment and those calculated 
for 33 structural models of theophylline obtained by CSP. The structures (32 and 33) showing the best agreement 
are highlighted in grey, and the dotted line is a guide for the eye identifying the 𝜒2 minimum. The 𝜒2 for the CSD 
structure is also shown for comparison. Figure taken from Ref. 354 © 2019 John Wiley & Sons, Ltd. 

)

Figure 24  Comparison of the structure of the single molecule in the asymmetric unit of β-L-aspartyl-L-alanine 
determined by X-ray diffraction (orange structure) and (a) the 16 structures (coloured by element; green C, blue 
N, red O, white H) obtained from molecular modelling plus 1H spin diffusion data, and (b) the structures obtained 
after geometry optimisation of these 16 structures. Figure reprinted with permission from Ref. 350, copyright 
2007 American Chemical Society.
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13C, 13C dipolar couplings have also been used to distinguish potential structures. Off-magic-angle 
spinning was used to measure 13C dipolar couplings in enriched L-alanine and L-histidine[352]. These 
were generally a good match for RSS couplings determined from the crystal structure. (Note that 
molecules within a radius of 13 Å needed to be included in the sum to achieve 99% convergence of 
the RSS coupling.) Rather than use full CSP, artificial unit cells were constructed in different space 
groups starting with the atomic co-ordinates of the unique molecule in the known unit cell. Although 
some structures could be clearly ruled out, it was not possible to uniquely identify the correct space 
group. In related work, 13C,13C dipolar couplings were probed using 13C DQ/SQ correlation 
spectra[353]. Rather than using off-magic-spinning to avoid dipolar truncation, natural abundance 
samples were used with Dynamic Nuclear Polarisation (DNP) enhancement (see Section 4 for 
discussion of DNP) to allow the spectra to be obtained in reasonable timescales. The build-up curves 
could then be fitted to dipolar couplings, and evidence was presented that these could discriminate 
between different polymorphs. The test system was theophylline, which had proved problematic for 
structure determination via 1H chemical shifts[192] (see following section). Recent follow-up work has 
used 13C DQ build-up data to discriminate between a set of 33 candidate structures produced by 
CSP[354]. Although many build-up curves are dominated by intramolecular distances, there were 
enough differences across the complete set of build-ups to reduce the choice to two structures with 
very similar overall packing and unit cells, as shown in Figure 25. These differed in H-bonding 
arrangements, and so could potentially be distinguished using chemical shifts. As with all dipolar-
based methods, calculating the goodness-of-fit to dipolar coupling data takes negligible time 
compared to calculating shifts, although this advantage largely disappears if DFT is being used to refine 
initial structures generated by CSP.
31P,13C REDOR experiments have been used to test candidate structures of four solid forms of O-
phospho derivatives of serine and threonine[341]. The large gyromagnetic ratio of 31P means that 
these experiments can probe significantly longer distances (up to 8–10 Å stated) than say between 13C 
and 1H. In addition, no isotopic labelling is required, although it was necessary to consider the nearest 
six P atoms to a given carbon site for the simulated REDOR curves to converge. But this very sensitivity 
to multiple distances provided good discriminating power. Note that achieving good quantitative 
agreement between experimental and simulated data required accounting for the significant chemical 
shift anisotropy (CSA) of 31P, and inhomogeneity of the radio-frequency field. With these precautions, 
it was clearly possible to discriminate between correct and incorrect candidate structures generated 
by software, FOX, more typically used to generate structures for fitting PXRD data.   
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3.8.2 Structure determination using chemical shifts

Most current de novo structure predictions have involved chemical shift data. For example, the 
structure prediction of thymol was revisited with the aid of 1H and 13C shifts calculated from the 23 
lowest energy (within 10 kJ mol–1) trial structures[133]. Experimental shifts were not assigned, i.e. the 
GIPAW-predicted order was assumed to match the experimental order. As shown in Figure 26, the 
correct structure was found to have a much lower 1H RMSD than the other candidates, while the 13C 
isotropic shifts failed to clearly distinguish between the candidates. The previously obtained proton 
spin-diffusion data provided a similar level of discrimination, with the drawback of being technically 
more demanding and time-consuming to acquire. In later work, a reference set of 15 organic 
structures was used to establish typical ranges of RMSDs between calculated and experimental shifts, 
0.33 ± 0.16 ppm for 1H, 1.9 ± 0.4 ppm for 13C[192]. These values were then used to determine which 
NMR data discriminated between trial structures produced by CSP for four drug molecules. In the case 
of cocaine, the 1H shifts provided a clear discrimination. For flutamide, the 1H shifts were also key, 
although here assignment of the shifts to crystallographic sites was essential for discrimination, since 
individual aromatic hydrogen sites changed shift depending on intermolecular interactions. Assigned 
1H shifts were also important for flufenamic acid, although in this case four distinct structures fell in 
the range of potentially valid solutions (note that OH and NH hydrogens were excluded from 
comparisons due to their temperature dependence). Discrimination between structures was not 
possible for theophylline, which only has three distinct peaks, although the correct hydrogen bonding 
pattern could be identified. In general, 13C shifts were insufficient to identify the correct structure. The 
same methodology was used to predict the structure of a polymorph of a large drug molecule (422 g 
mol–1) with unknown structure[206]. Good agreement with 1H shifts was only possible using structures 
based on a cis conformation; CSP predicted the structures with a trans conformation to have 
significantly lower energy, but may have over-estimated the energy difference. A PXRD study 
independently found the same structure involving the cis conformation. Note that assignment is more 
challenging for de novo structure determination since DFT calculations cannot be used to aid 
assignment prior to the structure being deduced. In this case, even with demanding 13C INADEQUATE 
experiments, only partial assignment was possible, and all four possible remaining assignments of 
experimental shifts needed to be considered.

Figure 26  Comparison between DFT-calculated and experimental chemical shifts for the 23 lowest-energy 
structures obtained from CSP of thymol. Figure reprinted with permission from Ref. 133, copyright 2010 
American Chemical Society.
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The unknown molecular conformation in the solid state was also an issue in the solution of the 
structure of decitabine[170]. CSP was used to generate potential structures for three energy-
minimised conformers, and shifts calculated for all structures within 10 kJ mol–1 of the minimum. One 
conformer was clearly ruled out by poor agreement with the 13C shifts; as noted previously, 13C shifts 
are often useful in distinguishing molecular conformations. Selecting structures with a 13C RMSD < 2.0 
ppm and 1H RMSD < 0.5 ppm gave two structures which were resolved on the basis of agreement with 
2D NMR data (see Figure 4). The result agreed with a structure solution from PXRD. Follow-up work 
used CSP + NMR to predict the form adopted by decitabine plus sebacic acid crystallising in a polymer 
matrix[355]. Using the same methodology, the structure of a previously unknown form was predicted, 
which explained a difference in 15N CP build-up curves between the forms (the previously known form 
has N...H–N bonds, while the new form does not). The same method was used to predict the form of 
sebacic acid present, which matched a known structure. Attempts to solve the structure of form I of 
metergoline form[61] were less successful. CSP failed to find the experimental structure determined 
from XRD, but the NMR metrics at least clearly indicated that the best-matched CSP structure had 
markedly poorer statistics (RMSDs of isotropic shifts of 2.98 ppm and 0.85 ppm for 13C and 1H 
respectively) compared to the XRD structure (RMSDs of 1.38 pm and 0.39 ppm for 13C and 1H 
respectively). 
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In a careful study of the role of NMR and PXRD in validating structure solutions, CSP was used to 
generate potential structures for procyanidin A-2[356]. This is a challenging target, as the crystal 
structure contains 2 molecules of water per molecule of procyanidin, which itself is large and flexible, 
with two major torsion angles plus nine rotatable bonds associated with OH groups. Using energies as 
a function of the major torsion angles from molecular mechanics, seven conformers were used as 
starting points for CSP, which was restricted to the four space groups in which related molecules were 
known to crystallise, and to Z' = 1 (on the basis that Z' > 1 structures are less common when there is 
more than one molecule in the formula unit). 67 predicted structures were selected for optimisation 
using DFT, using a threshold of 30 kJ mol–1 for each set of structures with a given conformation and 
space group. The energy rankings provided by dispersion-corrected DFT and the more empirical force 
field used in the CSP were quite different (e.g. the lowest energy structure by DFT was ranked 52nd by 
its CSP-predicted energy). Assigned 1H isotropic shifts and 13C shift tensor principal values were used 
to judge the validity of the solutions. The 1H shifts clearly identified one conformer, while the 13C 
chemical shift (including individual tensor components) were much more ambiguous in the metrics 
used (correlation coefficients). Further insight was provided by PXRD; having narrowed the solutions 

to four structures with the same conformation, the agreement of calculated patterns was clearly much 
better for one of the space groups, allowing the likely space group to be identified without needing to 
index the powder pattern. Note that it was not possible to distinguish between the different 
conformations using PXRD alone, i.e. the 1H NMR and PXRD data is strongly complementary. Indeed, 
insight from both techniques was ultimately necessary to identify the most plausible structure. The 
final solution was in good overall agreement with the SCXRD structure, but differed in the positioning 
of some OH groups, which were not considered in the conformational search due to the computational 
expense of considering all 11 rotatable bonds. 

In early work using chemical shift tensor information to improve the quality of CSP predictions[357], 
considering the agreement between 13C tensor information measured experimentally and calculated 

Figure 27  Agreement between experimental and calculated 13C NMR shift tensor principal values for 10 CSP 
structures of methyl β-D-xylopyranoside. (Top) calculation of shifts within the full crystal structure without 
optimisation did not allow the correct structure to be identified. (Bottom) the minor bond length and 
conformational changes on geometry optimisation, however, allowed the correct structure to be selected 
unambiguously, all other structures being rejected with greater than 98% confidence, as indicated. Note how 
the NMR agreement for the neutron diffraction structure also improved significantly on optimisation. Figure 
reprinted with permission from Ref. 358, copyright 2013 American Chemical Society.
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on isolated molecules made it significantly easier to identify the correct structures of four methyl 
glucosides, although the correct structure was not consistently identified. A follow-up study used 
GIPAW calculations to optimise and calculate principal values of 13C shift tensors for the 55 structures 
that had given reasonable fits to tensor values calculated for isolated molecules[358]. As shown in 
Figure 27, the correct structure was consistently identified once lattice effects were incorporated. 
Considering just isotropic shifts considerably worsened the discriminating power (three incorrect 
structures were retained using a 2 standard deviation cut-off criterion), although the correct structure 
consistently had the lowest RMSD agreement. The optimisation of the geometry under periodic 
boundary conditions was found to have the largest effect, with the direct effect of neighbouring 
molecules on chemical shifts estimated to be only ~1 ppm in these systems (where aromatic ring 
currents are not present). The limited range of chemical environments probably explains the very 
small 13C shift RMSDs observed in this case. 

An example of using CSP + NMR to determine complex structures is a study of a self-assembled 
material that precipitates from a solution of starting components on exposure to CO2[289]. The 
structure cannot be characterised by diffraction methods, particularly since it incorporates a 
significant fraction of water (15%) and has considerable flexibility, which makes it challenging for CSP. 
A combination of 15N and 13C experiments (using a partially labelled sample), assisted by DNP 
enhancement, allowed assignment of the resonances, while cross-peaks in a 13C,1H HETCOR spectrum 
allowed the value of key torsion angle to be identified. Six trial structures were generated with 
different stereochemistry, half in agreement with NMR data, and the others deliberately chosen to 
disagree. These were used as input for CSP structure generation, leading to eight candidate structures 
which were then relaxed via periodic DFT prior to calculation of NMR parameters. As observed 
elsewhere, 13C isotropic shifts were not very discriminatory, although 13C shift anisotropies clearly 
ruled out two candidates. One structure was identified that had the lowest overall calculated energy, 
best fitted the 1H NMR parameters, and was also compatible with the HETCOR data. Note that 
comparison of PXRD patterns calculated from the relaxed candidate structures with experiment was 
uninformative, the incomplete description of the structure (missing the water and the disorder) 
preventing meaningful comparison.

In addition to examples where desolvated structures have been proposed on the basis of removing 
solvent molecules from a known solvate structure (see Section 3.4.2), there are cases where structures 
have been proposed without using CSP techniques. For example, the crystal structure of atorvastatin 
calcium is unknown, but is challenging for NMR crystallography as Z' = 2[217]. The crystallographic 
splittings are relatively large (up to 8.2 ppm) and are largest for carbons close to the carboxylate, 
suggesting that the co-ordination of the molecules to the Ca2+ ion (via the carboxylate) may be 
significantly different. A search of the CSD for similar co-ordination environments (Ca2+, carboxylate 
and water) led to calcium benzoate, and a model was constructed by replacing benzoate with 
atorvastatin in its conformation observed in an enzyme drug complex. Long-range correlations from 
13C,1H HETCOR were used to propose modified orientations for the two hydroxyl groups, prior to 
optimisation. The predicted crystallographic splittings were a much better match for this model (RMSD 
of 1.2 ppm over the 33 sites) compared to 2.7 ppm with the original OH positions, and 2.8 ppm when 
using a different starting structure (based on calcium acetate). Again, correct positioning of OH groups 
is seen to be critical. Endomorphin-2-OH crystallises with Z' = 2 and seven molecules of water in the 
asymmetric unit (ASU), and dehydrates to form 2 with an estimated three waters[60]. HETCOR shows 
a similar H-bonding environment around the carbonyl in the two forms, implying retention of water 
involved in bridging the two unique molecules in the ASU. Full CSP was judged impractical, as were 
GIPAW calculations on the 35 possible structures obtained by removing four water molecules. 
Gaussian-type calculations of molecular clusters were used to predict changes in 15N shift tensors, 
which proved more discriminating than 13C shift tensor values (which were affected by overlap and 
dynamics). Five structures were selected for GIPAW calculations, and one arrangement was selected 
as most plausible based on overall agreement of all data.
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In an example of a modified-CSP approach, genetic algorithms (GAs) were used to generate crystal 
structures from amoxicillin trihydrate by minimising the lattice energy (estimated using an atomistic 
force field with partial atomic charges calculated on amoxicillin) with an additional penalty function 
based on the deviation of calculated chemical 1H shifts from experiments[191]. Semi-empirical 
techniques were used to efficiently estimate chemical shifts for an extended cluster (27 unit cells), 
and a flat-bottomed potential allowed shifts to vary by ±0.25 ppm without penalty. This independent 
“force” allowed the GA to converge significantly more rapidly, with the chemical shift playing a smaller 
role as the structures converged; the chemical shift penalty essentially reduces the chance of being 
trapped in a local minimum. The best 100 structures were optimised using an approximate, but 
efficient, DFT method (“tight-binding DFT”[359]). The resulting structures showed extensive variation 
in the water positions, but much less so for the drug molecule, and the structure with significantly 
lower energy was a good match (RSMD of 0.61 Å over a unit cell) with the known crystal structure. 
Note, however, that this known crystal structure was exploited in two steps; assignment of 13C and 1H 
chemical shifts, and fine-tuning of the parameters of the semi-empirical calculation of the 1H shifts.

Although the challenges of crystal structure prediction should not be underestimated, it is clear that 
the sensitivity of NMR chemical shifts both to the overall structure and individual atomic movements 
makes it an ideal tool to monitor the agreement between proposed and experimental structures.

3.9 NMR crystallography of disordered materials
NMR is particularly valuable when dealing with materials that are not simple ordered crystals. 
Diffraction data quickly become ambiguous when the order is insufficiently long-range. For instance, 
heavy milling of crystalline forms is often said to result in “amorphisation”, when all that may have 
happened is that the particles are too small to give observable X-ray diffraction peaks; NMR will clearly 
distinguish between a milled crystalline product and a truly amorphous material (e.g. produced by 
quench cooling of a melt). Ref. [360] and the praziquantel example[317] discussed in Section 3.6.1 are 
examples of poorly crystalline materials giving well-resolved NMR spectra. NMR also clearly 
distinguishes between “dynamic disorder”, resulting from atomic movements, and “static disorder” 
due to irregular packing, as these have characteristically different effects on lineshapes. Particularly 
in the case of dynamics, a wide variety of NMR observables, such as relaxation rates, can be used to 
characterise the underlying molecular processes; the use of dipolar couplings to observe dynamics 
was highlighted at the end of Section 2.1. The various techniques classically used to characterise 
disorder and dynamics in solids have been extensively discussed[25, 361, 362], while relevant review 
articles include an extensive survey of NMR applied to disordered solids[363], and a review of NMR 
applied to amorphous solid dispersions[364], i.e. heterogeneous materials involving an API plus 
excipients. Here we limit discussion to how the NMR crystallographic techniques discussed in the 
previous sections have been adapted to materials containing disorder.
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The presence of disorder often introduces effective additional symmetry. For example, in a set of 
essentially isomorphous solvates of droperidol, Z' could be either 1 or 2 depending on whether the 
solvent was disordered (creating a pseudo-inversion centre) or not[327]. In practice, however, strong 
susceptibility broadenings meant that 13C NMR spectra could not clearly distinguish between ordered 
vs. disordered solvent arrangements. GIPAW calculations were very helpful in demonstrating that the 
effects of solvent ordering were small, and confirming that a small (1.0 ppm) splitting observed in 15N 
spectra was consistent with a Z' = 2 ordered structure. First-principles calculations were also used to 
show that the disordered structures were associated with small differences in energy for inverting the 
solvent orientation. A similar entropy-driven preference for a disordered structure was also 
established computationally for the caffeine citric acid cocrystal[128] considered previously in 
Section 2.4.4. An apparent reduction of Z' from 2 to 1 due to dynamic averaging was also discussed 
above in the context of structures being solved from crystal structure prediction methods[365]; the 
averaging introduced by the dynamics significantly reduced the discriminating power of the NMR 
measurements. In the characterisation of a high temperature phase of barbituric acid, 13C NMR 
straightforwardly confirms keto vs. enol tautomeric state, while 1H NMR shows the phase is highly 
dynamic[366]. Note that neutron diffraction was needed to determine the space group since XRD was 
unable to distinguish between models of the dynamics that exchanged the isoelectronic groups CH2 
and NH. 

Figure 28  (a) The asymmetric unit of a furosemide-isonicotinamide cocrystal with the minor occupied furan ring 
and sulphonamide positions drawn as free atoms (correcting a typographical error in original reference), and 
with most hydrogen atoms removed for clarity. Thermal ellipsoids are shown at the 50% probability level. (b) 
Temperature dependence of the 13C T1 relaxation times for the furan ring carbons. Fitting of this data shows the 
dynamics of the two distinct rings are the same within experimental error, apparently contradicting the 
structure in (a) in which only one ring is significantly disordered. Figure adapted from data published in Ref. 173, 
licensed under CC BY 3.0.
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In other cases, localised dynamics leads to more subtle changes in the structure observed by 
diffraction methods. A nice example is a cocrystal of the drug furosemide in which one of the two 
crystallographically distinct furan rings had been modelled with large-amplitude disorder while the 
other was modelled without disorder[173]. As shown in Figure 28, 13C relaxation measurements 
showed that both rings exhibited the same, small-angle libration-type motion, and re-fitting of the 
XRD data showed that the modelling of the diffraction data was fundamentally ambiguous. In the case 
of methyl α-L-rhamnofuranoside, the disorder in the structure was readily established to be dynamic 
by NMR, involving rates on the order of kHz, and slow enough to see multiple peaks per carbon 
site[367]. 66 molecular conformations were considered and the agreement of 13C NMR shift tensor 
principal components assessed. It was not, however, feasible to assign individual resonances to a given 
conformation. Six conformations were judged to be compatible with NMR data, suggesting that the 
disorder primarily involved re-orientation of a hydroxyl group, a process known in other sugars, but 
generally too fast to be observed in NMR spectra.

The effects of dynamics are now commonly observed from outliers between calculated and 
experimental shifts. For example, a 37 ppm discrepancy on an individual 13C shift of an acetic acid 
solvate of terbutaline sulfate highlighted an unrealistic geometry[368]. A new SCXRD study revealed 
a mistake in the modelling of the disorder on one acetic acid, and that minor disorder on another 
hydroxyl group had been missed. 13C shifts calculated after H-only optimisation of the new structure 
(averaging over the major disorder) showed much better agreement with experiment. Full geometry 
optimisation further improved agreement, but care is needed when comparing shifts calculated at 0 K 
to experimental shifts that are clearly influenced by dynamics. Other examples where full optimisation 
was needed to obtain agreement between calculated and experimental data associated with dynamic 
fragments include Refs. [92, 187, 369]. In all cases, geometry optimisation resulted in improved 
agreement and more chemically reasonable bond lengths. Dynamics of groups, such as phenyl rings, 
also show up as discrepancies between observed and calculated chemical shift anisotropies[59, 370], 
where this may not observable from isotropic shifts.

Dynamic behaviour is frequently observed in solvate materials, as in the case of sildenafil citrate 
considered previously[189]. For example, NMR crystallography approaches helped to understand the 
hydration behaviour of a pharmaceutical material in which the structures of the two key phases 
provided little insight into the differences in their hydration behaviour[371]. 13C NMR of the HyA phase 
showed single resonances, consistent with rapid exchange of water molecules between (inequivalent) 
hydration sites, but the spectra became more complex at low relative humidity. DFT was used to 
calculate shifts for structures with waters in different sites, and most variation was seen in the 
calculated shifts where peak splitting was observed experimentally. The DFT calculations and 
experimental measurements thus helped to provide a consistent understanding of the hydration 
behaviour. In the case of (+)-catechin, only the structure of the “full” hydrate is available from an NMR 
crystallographic study discussed previously[180], but there are at (?) least two “lower” hydrates, a 
crystalline form with 2.5–3 water molecules per formula unit, and a disordered form[197]. Dehydrate 
structures were produced by removing water molecules from different sites in the 4.5 hydrate (giving 
21 structures), and CSP was also used to predict structures of  1-, 2- and 3- hydrates. The lowest energy 
structures (within 20 kJ mol–1 of minimum for each hydrate) from CSP plus the 21 “manual” structures 
were optimised by GIPAW and calculated shifts compared to experiment, including 13C tensor principal 
component data. Some carbons showed distinct changes in tensor components that were not 
apparent in isotropic shifts, i.e. the tensor information increases the chance of observing measurable 
effects. Two of the “manual” structures were judged to show reasonable agreement with NMR data 
(although comparison was complicated by the lack of dispersion correction on optimisation, resulting 
in unit cells that were consistently too large). Given the low number of candidate structures 
considered (a total of five), it is perhaps not surprising that the correct structure was not identified 
from CSP. 
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NMR crystallography has also been widely applied to materials exhibiting static disorder. For example, 
the structure of ranitidine hydrochloride form II shows conformational disorder with E vs. Z-type 
conformations[214]. The initial unit cell was doubled in order to accommodate the observed disorder. 
Calculated lattice energies (including vibrational corrections) of single conformer arrangements were 
significantly higher than that of form I, but mixed conformations had comparable energy, leading to a 
revised model with a mix of these similar energy configurations. The PXRD data was unable to 
distinguish between the initial and revised model, while the experimental 13C NMR showed 
broadenings at low frequency which are compatible with revised model, and the calculated shifts 
clearly ruled out some packing arrangements (as well as correcting a previous literature assignment). 
Far-IR spectra provided supportive evidence, but was less clear cut than the 13C NMR, while variable 
temperature inelastic neutron scattering combined with DFT-MD simulations permitted further 
discrimination between structural models. Conformational disorder was also observed in the 
structures of a large, and conformationally flexible drug, tenapanor[372]. DNP-enhanced 
INADEQUATE was used to assign most (37/50) of the 13C resonances, and the structure determined 
from PXRD was validated by 13C and 1H shifts. As shown in Figure 29, different ring conformations were 
observed for the hydrochloride salt and free base, with DFT-predicted shifts showing distinct ranges 
for equatorial vs. axial methyl groups depending on conformation, allowing the conformational 
distribution in an amorphous form of the salt to be determined. This molecular-level information 
provided a route to reliably forming and stabilising the amorphous form.

Obtaining a structure for the anhydrate phase of orotic acid was challenging due to the presence of 
disorder, indicated by significant diffuse scattering in the XRD data[373]; depending on the 
dehydration conditions, broad peaks with differing linewidths were observed in PXRD patterns. 13C 
and 15N solid-state NMR showed the structure of the anhydrate forms was essentially the same, with 
only small differences in peak shape (these were clearer in the 15N spectra). Since the quality of the 
diffraction data was too poor to allow the structure to be determined directly, CSP was used to predict 
the anhydrate structure. The proposed structure fitted the PXRD data, and the disorder was 
rationalised in terms of stacking faults, with the degree of faulting varying with preparation conditions. 
Diffraction methods have similar problems characterising the solid solutions formed between 5-
fluorouracil and thymine[374]. PXRD shows two distinct forms, depending on stoichiometry, and 
SCXRD of form I showed disordered occupancy of two molecular sites in the asymmetric unit, but with 
a distinct preference for one site to be occupied by the F of fluorouracil rather than the CH3 of thymine. 

Figure 29  Low frequency region of the 13C CP/MAS NMR spectra of forms of the drug tenapanor, with shift 
ranges associated with methyl group carbons highlighted in grey: (a) anhydrous form,  (b) HCl salt and (c) 
amorphous form of the salt. The different shift ranges of methyl groups in axial vs. equatorial conformations 
show that the amorphous form has a similar conformational distribution to the salt. Figure reprinted with 
permission from Ref. 372, copyright 2018 American Chemical Society.
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This behaviour was also seen in the 19F NMR spectra, although 13C NMR spectra had more structure 
than would be expected for a simple random disorder, implying that a larger repeating unit would be 
needed to more completely model the disorder. 

The additional parameters provided by measuring 13C shift principal components have been valuable 
in discriminating between alternative structures affected by disorder. For example, various structures 
have been proposed for the highly crystalline α form of poly(L-lactide) from wide-angle X-ray and 
neutron diffraction studies, but the structural quality is limited (e.g. R factors about 20%), associated 
with the limited number of observed reflections (< 100) in these partially crystalline materials. Four 
models were constructed from initial structures from both X-ray and neutron diffraction. Good 
agreement with the NMR data was found for only one of the models, a neutron structure where all 
the atomic coordinates had been relaxed by DFT, confirming the ability of NMR crystallography to 
distinguish between alternative structural models[375].

In a rare example of a quantitative treatment of static disorder, 31P lineshapes were used to 
characterise static disorder in a biphosphinoamine[376]. The spectra were assigned using DQ/SQ 
correlation experiments and synthetic 2D spectra derived from calculated shifts. 2D SQ/SQ spin 
diffusion spectra showed elongated lines at short mixing times, characteristic of correlations between 
local chemical shifts[377], but the peaks became more rounded as the mixing time increased. This 
ruled out the possibility that the broadenings in the 2D spectra are due to susceptibility effects[102], 
and shows that the disorder is extremely local. The disorder was modelled using chemical shifts 
calculated for isolated molecules as a function of different vibrational co-ordinates. Some vibrational 
modes could be discarded as the predicted effects have the wrong sign to match the experiments. The 
amplitudes of the motions needed to reproduce the experimental shift variations were very small (up 
to 2°) and compatible with the size of the thermal ellipsoids.  

4 Looking forward
Solid-state NMR has often been seen as a technique of last resort, to be attempted if a material is 
sufficiently disordered or heterogeneous for characterisation by diffraction methods. The 
developments in methodology discussed above, coupled with growing use of solid-state NMR as a 
mainstream characterisation technique, have transformed this situation. It remains the case, 
however, that NMR is most widely applied for those problems where X-ray diffraction struggles. For 
example, an array of approaches, based on both dipolar couplings and chemical shifts, can be applied 
to clarify the position of hydrogen atoms (Section 3.2). Similarly, NMR is unrivalled in its ability to 
probe disorder, whether static or dynamic, at the atomic level – applications that could only be 
touched on in Section 3.9 for reasons of space.

The major advance in recent decades has come from the ability to calculate chemical shifts in the solid 
state with reasonable accuracy and with reasonable computational effort. Trying to use chemical shift 
information using empirical rules has historically been a risky business, given the number of factors 
that affect the chemical shift in the solid state; this review has highlighted a number of cases where 
chemical shifts have unusual values, generally due to strong intermolecular effects. Being able to 
predict chemical shifts for a given crystal structure has allowed us to move beyond using the NMR 
spectrum solely as a fingerprint of a particular solid form. For example, the strength of intermolecular 
interactions can be assessed quantitatively via changes in chemical shifts (Section 3.4). Moreover, the 
abundance of shift information routinely available for organic molecules (13C shifts, 1H shifts, 
anisotropies as well as isotropic values) provides many more “points of contact” between predicted 
and experimental results, compared to, for example, dipolar-coupling based techniques. Although 
dipolar-based approaches have proved their worth in specific cases, for example, in establishing N 
protonation states, recent progress in structure determination from NMR data has been dominated 
by chemical shift based approaches (Section 3.8.2). 

There are, however, a number of significant challenges and open questions. In contrast to X-ray 
diffraction, where increasingly brilliant light sources can be used improve data quality, the sensitivity 



85

of conventional NMR is limited by the intrinsically small population difference of the nuclear spin 
states at thermal equilibrium. Unless isotopically enriched samples are available (which is generally 
only practical for biomolecular systems), the sophisticated multi-dimensional techniques that are used 
in biomolecular systems have only been practical in isolated favourable cases. This, in turn, limits the 
complexity of the systems that can be tackled. Recent developments, however, in dynamic nuclear 
polarisation (DNP) techniques for transferring the much larger Boltzmann polarisation of unpaired 
electron spins to nuclear spins, could potentially change this picture dramatically. DNP has significant 
practical challenges, but recent demonstrations that DNP can be successfully applied to a variety of 
pharmaceutical materials are very encouraging[378]. Examples of using DNP-enhanced spectra in 
NMR crystallography can be found in Refs. [289, 353, 372], discussed previously. 

Being able to predict chemical shifts for a given structure has been invaluable both for validating 
crystal structures obtained from diffraction techniques (see Sections  3.3 and 3.6). But incorporating 
NMR data directly into the structure solution process, e.g. as a constraint during Rietveld refinement 
of powder data, is complicated by the computational effort required for first-principles calculations. 
Dipolar couplings can be calculated very quickly for a given model, and have been used with some 
success in structure solution (Section 3.8.1), but the greater discriminating power of chemical shift 
information means that efficient techniques to estimate chemical shifts for a trial structure are highly 
desirable, and some examples have been discussed previously[191, 379]. More recently a Machine 
Learning (ML) model was developed using GIPAW-calculated shifts on 2000 crystal structures of 
molecules containing CNHO[380]. Excellent agreement was obtained for the shifts predicted by this 
model on an independent test set of 500 calculated results; the RMSD on 1H isotropic shifts was 0.49 
ppm, compared to about 0.4 ppm expected between GIPAW calculations and experiment. The 
discriminating power (between correct and next-best solution) was slightly worse for the ML-
predicted shifts compared to full DFT-calculated shifts, and the ML model would be less effective in 
cases where 13C shifts are necessary (the RMSD for 13C isotropic shifts was 4.3 ppm, about twice as 
large as that expected for DFT-calculated shifts). Ideally, ML models would be trained on experimental 
shift data, but this would require a large database of robustly assigned chemical shifts covering a wide 
range of chemical functionality. 

NMR crystallography (and structural characterisation in general) is more difficult in situations where 
initial model structures are not available. Hence NMR studies are increasingly coupled to CSP methods 
to provide possible structures that can be tested against experimental data (see Section 3.8). CSP is a 
hard, but actively researched, scientific problem, and so we can hope to see the combination of NMR 
studies and CSP becoming more widely adopted. Understanding disordered structures is a similarly 
open research problem, with multiple challenges, e.g. both producing model structures, and 
calculating NMR parameters for systems without long-range order. NMR has a particularly powerful 
role here, due to the sensitivity of parameters such as dipolar coupling and chemical shift to local 
environment. As discussed in Section 3.5, NMR can provide information on molecular conformation, 
irrespective of the degree of long-range ordering. Fragment-based approaches to DFT (see Section 
2.5.2) and ML methods may be particularly useful since these do not require periodic boundary 
conditions; a good recent example is the application of an ML model trained on shifts calculated from 
representative crystalline structures to predict shift distributions in amorphous silicates[381].    

This review has considered the various ways in which NMR has been applied to crystalline (and some 
not-so-crystalline) materials, with the aim of demonstrating the insight that can be provided using 
now-standard solid-state NMR spectrometers and computational chemistry techniques. As both 
experimental and computational techniques develop, we hope that the wider crystallographic 
community will come to embrace NMR crystallography as a natural complement to diffraction-based 
approaches. 
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6 Glossary
API Active Pharmaceutical Ingredient
APT Attached Proton Test
CIF Crystallographic Information File
CP Cross-Polarisation
CSA Chemical Shift Anisotropy
CSD Cambridge Structural Database
CSP Crystal Structure Prediction
dc-DFT dispersion-corrected DFT
DFT Density Functional Theory
DNP Dynamic Nuclear Polarisation
DQ Double Quantum
ED Electron Diffraction
GGA Generalised Gradient Approximation
GIPAW Gauge Including Projector Augmented Waves
GTO Gaussian Type Orbitals
HETCOR HETeteronuclear CORrelation
INADEQUATE Incredible Natural Abundance DoublE QUAntum Transfer Experiment
INEPT Insensitive Nuclei Enhanced by Polarisation Transfer
LDA Localised Density Approximation
MAE Mean Average Error
MAS Magic-Angle Spinning
MC Monte Carlo
MD Molecular Dynamics
ML Machine Learning
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NICS Nucleus Independent Chemical Shift
PBE Perdew, Burke and Ernzerhof (exchange correlation energy functional) 
PI(MD) Path Integral (Molecular Dynamics)
PXRD Powder X-Ray Diffraction
REDOR Rotational Echo Double Resonance
RF Radio Frequency
RMS(D) Root Mean Square (Deviation)
RSS Root Sum Square
SCXRD Single Crystal X-Ray Diffraction
SEDC Semi-Empirical Dispersion Correction
TS Tkatchenko-Scheffler (SEDC scheme)
SQ Single Quantum
XRD X-Ray Diffraction
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Highlights

The state-of-the-art for NMR crystallographic methods for organic solids is presented

NMR is seen to be effective in identifying protonation states and hydrogen positions

NMR is now widely used as a complement to powder and electron diffraction studies

Approaches for obtaining crystal structures purely from NMR data are reviewed

Future challenges and directions in NMR crystallography are discussed


