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Abstract

This article studies the inhomogeneous geometric polynuclear growth model, the dis-

tribution of which is related to Schur functions. We explain a method to derive its

distribution functions in both space-like and time-like directions, focusing on the two-

time distribution. Asymptotics of the two-time distribution in the KPZ-scaling limit is

then considered, extending to two times several single-time distributions in the KPZ

universality class.
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1 Introduction

This article looks at the inhomogeneous polynuclear growth model, known also as geo-

metric directed last passage percolation. It is defined in terms of parameters ai,bj ∈ [0, 1]

with 0 < aibj < 1 for every i, j > 1. Suppose ωi,j ∼ Geom(aibj) are geometric random

variables of rate aibj, that is,

Pr
[
ωi,j = k

]
= (1 − aibj)(aibj)

k k = 0, 1, 2, . . . .

The growth function associated to this random environment is

G(m,n) = max {G(m− 1,n),G(m,n− 1)}+ω(m,n). (1.1)

The boundary conditions are G(m, 0) ≡ 0 and G(0,n) = xn for x1 6 x2 6 x3 6 · · · .

Function G models up/right growth in a quadrant. Rotating the quadrant by 45 de-

grees, G can be thought of as a height interface H(x, t) that grows with time. Specifically,

if one defines

H(x, t) = G

(
t+ x+ 1

2
,
t− x+ 1

2

)
(1.2)

for odd x+ t with |x| < t, and extends H to x ∈ R by linear interpolation, then H(x, t)

represents the height above x of an interface at time t. It is in this setting that the term

polynuclear growth model is used; see [29, 33]. This and closely related inhomogeneous

growth models have been looked at in [2, 4, 5, 20, 21, 22].

Definition (1.1) also leads to the expression

G(m,n) = max
π

∑

(i,j)∈π

ω(i, j)

where the maximum is over all up/right lattice paths π from (1, 1) to (m,n). Up/right

means that the paths move in the direction (0,1) or (1,0) at each step. In this way G(m,n)

represents the last passage time among directed paths from (1, 1) to (m,n) with respect

to the weights ω(i, j). The behaviour of G in this setting, with inhomogeneity, especially

its macroscopic shape, has been recently studied in [17, 18].

From a different viewpoint G defines a totally asymmetric exclusion process where

particle j makes its i-th jump at geometric rate aibj. In yet another it defines a measure

on Young diagrams in terms of Schur functions. We do not to explore these here directly,

although to do so would be interesting. See the papers [14, 28, 35] for recent works on

such particle systems with inhomogeneous hopping rates, and [1, 9, 23, 32] for some
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examples of the relation to Young diagrams.

Our interest lies in various aspects of the inhomogeneous growth model, such as its

transition probability as a Markov chain, its distribution function along certain space-

like paths, and its two-time distribution in both the discrete and asymptotic KPZ-scaling

limit. We show how to compute all of these in terms of determinants. These results are

expanded on in the coming sections. The KPZ-scaling limit leads to two-time distributions

that extend previously known single-time distributions in the KPZ universality class. We

also provide formulas for the inhomogeneous exponential last passage percolation model

as a limiting case of the geometric one.

This article grew from our earlier work [26] in an effort to extend the results from the

homogeneous to the inhomogeneous setting. The inhomogeneity makes the model more

challenging, more general and perhaps more applicable. It turns out that with modifi-

cations, the basic ideas in [26] can be extended and many aspects of the inhomogeneous

model can be understood. The remainder of the introduction describes these results.

Markovian transition probability. Consider the vector-valued process

~G(m) = (G(m, 1),G(m, 2), . . . ,G(m,N)), (1.3)

which, for a given N, is an inhomogeneous Markov chain taking values in

WN = {z ∈ Z
N : z1 6 z2 6 · · · 6 zN}.

Its transition probabilities are given by a determinant.

Theorem 1. For x,y ∈ WN,

Pr
[
~G(m) = y | ~G(0) = x

]
= det (M(i, j | x,y))i,j ,

where

M(i, j | x,y) =
1

2πi

∮

|z|=R

dz

z

(zbj)
yj

(zbi)xi

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

m∏

k=1

1 − akbj

1 − ak/z
.

The radius R > max{1/b1, . . . , 1/bN} and the circular contour is oriented counter-clockwise.

The transition probabilities for the model (1.1) with exponential passage times ωi,j are

obtained in §3.2. Theorem 1 generalizes results from [14, 35] about transition probabilities

of certain particle systems with inhomogeneous jump rates.

3



Multi-spatial distribution at a single time. Suppose n1 < n2 < · · · < np = N and

consider the distribution function

Pr
[
G(m,n1) < h1,G(m,n2) < h2, . . . ,G(m,np) < hp | ~G(0) = x

]
. (1.4)

This can be thought of as the distribution function of G along a space-like path as ex-

plained below; see also [7]. For it one has the following formula.

Theorem 2. For x ∈ WN and 0 = n0 < n1 < n2 < · · · < np = N, set h(j) = hk for every

j ∈ (nk−1,nk]. Then,

Pr
[
G(m,n1) < h1,G(m,n2) < h2, . . . ,G(m,np) < hp | ~G(0) = x

]
= det (F(i, j | x))i,j ,

where F is the N×N matrix

F(i, j | x) =
1

2πi

∮

|z|=R

dz
(zbj)

h(j)−1

(zbi)xi

∏j−1
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

m∏

k=1

1 − akbj

1 − ak/z
.

The radius R > max{1/b1, . . . , 1/bN}.

In §2.2.2 we explain how this determinant can be expressed as a Fredholm determinant,

which is often better for extracting asymptotics. Proposition 2.2 presents the Fredholm

determinantal formula when ~G(0) = 0. In §3.2 a similar formula is presented for the

exponential model.

The distribution function (1.4) may be used to study the asymptotic single time, multi-

spatial distribution function of the height interface H(x, t) from (1.2) under the KPZ scal-

ing limit. Indeed, when m = T and nk = T − 2xkT
2/3 − 1, (1.4) provides the joint distri-

bution of xk 7→ H(T − xkT
2/3, xkT

2/3 + 1). For large values of T , the slow de-correlation

phenomenon (see [12]) implies that H(T − xkT
2/3, xkT

2/3 + 1) −H(T , xkT
2/3) is of order

op(T
1/3) for any finite number of xks. So the asymptotic finite dimensional distributions

of the function x 7→ H(T , xT 2/3)/T 1/3, which is its KPZ-scaling limit (see [27]), can be

obtained from the distribution function (1.4). We will, however, not discuss how to use

Theorem 2 to analyze these asymptotics in an inhomogeneous model.

The two-time distribution. Of much interest is the two-time distribution of G:

Pr
[
G(m,n) < h,G(M,N) < H | ~G(0) = x

]
(1.5)

for m < M and n < N. In terms of the height interface (1.2) this is the joint distribution

of the interface at two different times, namely at t1 = m+n− 1 and t2 = M+N− 1.
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Theorem 3. The two-time distribution function (1.5) equals

Pr
[
G(m,n) < h,G(M,N) < H | ~G(0) = x

]
=

1

2πi

∮

|θ|=r

dθ
det

(
θ1{i>n}L1 − θ−1{i6n}L2

)

θ− 1

where the radius r > 1 and L1, L2 are the following N×N matrices.

L1(i, j) =
1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw
(biz)

h−1(bjw)H−h

(biz)xi(z−w)

∏n
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

∏j−1
k=1(w− 1/bk)

∏n
k=1(w− 1/bk)

×
m∏

k=1

1 − akbi

1 − ak/z

M∏

k=m+1

1 − akbj

1 − ak/w
.

The contours are arranged so that R1 > R2 > maxk{1/bk}. The matrix L2 looks the same except

that the ordering of the contours is reversed to R2 > R1 > max{1/bk}.

A formula for the model with exponential passage times is given in §3.2. In §3.1.3 we

explain how the determinant above can be expressed as a Fredholm determinant, and

carry out the procedure to get a Fredholm determinant formula when ~G(0) = 0 – see

Theorem 4.

Asymptotic considerations. Theorem 4 leads us to investigate asymptotics of the two-

time distribution in two cases. The first is a perturbation of the homogeneous model

where a1,a2, . . . ,ar are variable, all other ais are set to be q ∈ (0, 1), and all the bjs are

1. This model is studied in §4.1. The asymptotics are according to KPZ-scaling, [27],

whereby the parameters n,N,m,M,h and H are scaled as in (4.2). In order to get a

meaningful limit the aks need to be scaled accordingly as well, in the form (see (4.4))

ak =
√
q− cqλkT

−1/3

for a q-dependent constant cq, parameters λk > 0 and T the large scaling parameter.

The asymptotics lead to a determinantal formula that is the two-time analogue of the

Baik-Ben Arous-Péché distribution, which appears as the asymptotic largest eigenvalue

distribution of finite rank perturbations of complex Wishart matrices [2]. Our formula is

presented in Theorem 5 and the result is stated in §4.1 (it needs introducing notation).

With more effort these methods should extend to formulas for the entire multi-time dis-

tribution of this model. In the limit λk → +∞ one recovers the two-time distribution of

the homogeneous model [25]. In the other limit λk → −∞ the distribution is known to

have a Gaussian law [11]. It is an intriguing question if this distribution also arises from
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a random matrix model.

The second case of asymptotics, studied in §4.2, is the two-time distribution when

a1 =
√
q, ai = q for i > 1 and every bj = 1. In other words, the weights ω(i, 1) along

the bottom row are distributed as Geom(
√
q) while the rest are Geom(q). In this case a

geodesic path π, that which attains value G(n,n), spends an order of n2/3 steps on the

bottom row before venturing upwards to (n,n). In terms of the height interface H(x, t)

from (1.2), in the KPZ-scaling limit, this leads to a limiting interface H(x, t) that starts at

time 0 as a one-sided Brownian motion:

H(x, 0) =






√
2B(x) for x > 0

−∞ for x < 0
.

Here B(x) is standard Brownian motion. This is because under KPZ-scaling the contri-

bution of the weights ω(i, j) to G(n,n) along the bottom row, which is a random walk,

scales to a Brownian motion. The existence of the limit interface H(x, t) follows from re-

sults about the KPZ fixed point in [31]. See also [4, 21] for more on this model. Theorem

6 gives the two-time distribution

Pr [H(x1, t1) < ξ1,H(x2, t2) < ξ2] (1.6)

of this interface.

To conclude this introduction we remark that many aspects of the two-time distribution

of G in the homogeneous setting, and more generally its multi-time distribution, have

been studied recently. Limit theorems have been established in [3, 13, 15, 30, 31, 25, 26]

and the two-time correlation function has been investigated in [6, 16, 19]. See also the

surveys [8, 10, 34] for general introduction to growth models in the KPZ universality

class. Related works can be found within these references as well.

2 Computations for the inhomogeneous model

2.1 Markovian transition probability

Theorem 1 will be proven by induction, computing the m-th step transition matrix as

the convolution of the (m− 1)-th step and 1-step transition matrices. We begin with the

1-step transition matrix, which has been derived in terms of symmetric functions in [14].
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2.1.1 The 1–step transition matrix

Let hℓ(α) be the ℓ-th complete homogeneous symmetric polynomial in variables α =

(α1,α2, . . . ,αN). Set h0 = 1 and hℓ = 0 if ℓ < 0. Recall that

hℓ(α) =
∑

(k1,...,kN)
k1+···kN=ℓ

ki>0

αk1
1 · · ·αkN

N .

Write α(i,j) = (0, . . . , 0,αi+1, . . . ,αj, 0, . . . , 0) for 1 6 i < j 6 N, where the vector has N

components. Set h
(i,j)
ℓ (α) = hℓ(α

(i,j)) and h
(i,i)
ℓ (α) = 1{ℓ=0}.

We use the same notation for the ℓ-th elementary symmetric polynomials eℓ(α):

eℓ(α) =
∑

S⊂[N]
|S|=ℓ

∏

i∈S

αi.

Define, for k ∈ Z, the functions

w
(i,j)
α (k) =






∑j−i
ℓ=0(−1)ℓe

(i,j)
ℓ (α)1{k>ℓ} j > i

∑∞
ℓ=0 h

(j,i)
ℓ (α)1{k>ℓ} j < i

Now suppose 0 < pj < 1 for 1 6 j 6 N and consider ωj ∼ Geom(pj). For x ∈ WN,

define ~G(0) = x and ~G(1) = (G(1), . . . ,G(N)) according to

G(j) = max{G(j− 1), xj}+ωj, G(0) = −∞.

Set 1/p = (1/p1, . . . , 1/pN). Then for y ∈ WN,

Pr
[
~G(1) = y | ~G(0) = x

]
=

N∏

k=1

(1 − pk)p
yk−xk

k det
(
w

(i,j)
1/p (yj + j− xi − i)

)
i,j

. (2.1)

This is proved in [14, Theorem 1] by using the RSK algorithm and certain intertwining

between Markov kernels. It was proved for the homogeneous model, where every pk = p,

in [24] by induction, and earlier for a Brownian last passage model in [37].

Let us express (2.1) in terms of contour integrals, which will be more suitable for our
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purposes. We have

∑

ℓ∈Z

eℓ(α)z
ℓ =

N∏

k=1

(1 +αkz) z ∈ C,

∑

ℓ∈Z

hℓ(α)z
ℓ =

N∏

k=1

(1 −αkz)
−1 |z| < min

k
{1/αk}.

By substituting in αk = 0 for k 6 i and k > j, we infer that

∑

ℓ∈Z

e
(i,j)
ℓ (α)zℓ =

j∏

k=i+1

(1 +αkz) and
∑

ℓ∈Z

h
(i,j)
ℓ (α)zℓ =

j∏

k=i+1

(1 −αkz)
−1.

Observe also that

1{k>ℓ} =
1

2πi

∮

|z|=r

dz
1

zk−ℓ+1(1 − z)
for r < 1.

The circular contour {|z| = r} is oriented counter-clockwise.

Using these representations, we find that for j > i,

j−i∑

ℓ=0

(−1)ℓe
(i,j)
ℓ (α)1{k>ℓ} =

1

2πi

∮

|z|=r

dz

z(1 − z)

j−i∑

ℓ=0

(−1)ℓe
(i,j)
ℓ (α)zℓ−k

=
1

2πi

∮

|z|=r

dz

zk+1(1 − z)

j−i∑

ℓ=0

e
(i,j)
ℓ (α)(−z)ℓ

=
1

2πi

∮

|z|=r

dz

∏j
ℓ=i+1(1 −αℓz)

zk+1(1 − z)
(r < 1).

Likewise, for j 6 i,

∞∑

ℓ=0

h
(j,i)
ℓ (α)1{k>ℓ} =

1

2πi

∮

|z|=r

dz

∏i
ℓ=j+1 (1 −αℓz)

−1

zk+1(1 − z)
,

where r < mink{1/αk}. It follows from these identities that

w
(i,j)
1/p (k) =

1

2πi

∮

|z|=r

dz

∏j
k=1(1 − z/pk)

∏i
k=1(1 − z/pk)

· 1

zk+1(1 − z)
,
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provided that r < min{p1, . . . ,pN}.

Therefore, (2.1) now reads as

Pr
[
~G(1) = y | ~G(0) = x

]
=

N∏

k=1

(1−pk)p
yk−xk

k det




1

2πi

∮

|z|=r

dz

z(1 − z)

zxi+i

zyj+j

∏j
k=1(1 − z/pk)

∏i
k=1(1 − z/pk)


 .

Push the factors of p
yj

j and (1−pj) into the j-th column of the determinant, and p−xi

i into

the i-th row. Then, expressing

z−yj−j

j∏

k=1

(1− z/pk) = z−yj

j∏

k=1

(z−1 −p−1
k ) and zxi+i

i∏

k=1

(1− z/pk)
−1 = zxi

i∏

k=1

(z−1 −p−1
k )−1

imply that

Pr
[
~G(1) = y | ~G(0) = x

]
= det (A(i, j))

where

A(i, j) =
1

2πi

∮

|z|=r

dz

z

(z/pi)
xi

(z/pj)
yj

∏j
k=1(z

−1 − p−1
k )

∏i
k=1(z

−1 − p−1
k )

1 − pj

1 − z
.

Changing variables z 7→ z−1 gives

A(i, j) =
1

2πi

∮

|z|=R

dz

z

(zpj)
yj

(zpi)xi

∏j
k=1(z− p−1

k )
∏i

k=1(z− p−1
k )

1 − pj

1 − 1/z
,

with R > max{1/p1, . . . , 1/pN}.

The 1-step transition matrix of the inhomogeneous growth model is obtained by having

pk = a1bk and changing variables z 7→ z/a1 in the integral above. (One encounters a

conjugation factor of ai−j
1 but this does not affect the determinant.)

2.1.2 The m–step transition matrix

Assuming the form of the (m− 1)-step transition probability of G given by Theorem 1,

we convolve it with the 1-step transition probability from the previous section to obtain
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the m-step transition matrix. The (m− 1)-step transition matrix has the form

Q(x,y) =
N∏

j=1

m−1∏

k=1

(1 − akbj)det (B(i, j))

B(i, j) =
1

2πi

∮

|z|=R

dz

z

(zbj)
yj

(zbi)xi

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

a(z)

a(z) =

m−1∏

k=1

1

1 − ak/z
.

The function a(z) is bounded and analytic outside the disk {|z| > maxk ak}, and we have

suppressed the dependence of B on x and y.

Write pk = ambk and denote P(x,y) the 1-step transition matrix associated to p1, . . . ,pN

from the previous section. Then,

Pr
[
~G(m) = y | ~G(0) = x

]
=

∑

u∈WN

Q(x,u)P(u,y).

The following proposition establishes Theorem 1.

Proposition 2.1. Fix x,y ∈ WN. Let Q have the form above and P be the 1-step transition

matrix associated to pk = ambk. Then,

∑

u∈WN

Q(x,u)P(u,y) =
N∏

j=1

m∏

k=1

(1 − akbj)det (K(i, j))

where

K(i, j) =
1

2πi

∮

|z|=R

dz

z

(zbj)
yj

(zbi)xi

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

a(z)

1 − am/z
.

We will spend the rest of this section proving this proposition.

Define the functions fi,j(u) and g̃i,j(u), for u ∈ Z, by

fi,j(u) =
1

2πi

∮

|z|=R1

dz

z

zu

(zbi)xi

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

a(z), R1 > max
k

{1/bk} ;

g̃i,j(u) =
1

2πi

∮

|w|=R2

dw (amw)u(wpj)
yj

∏j
k=1(w− 1/pk)

∏i
k=1(w− 1/pk)

1

w− 1
, R2 > max

k
{1/pk}.
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It will be useful later to note that fi,j and g̃i,j vanish for sufficiently negative values of u,

namely fi,j(u) = 0 for u 6 x1 −N and g̃i,j(u) = 0 for u 6 −(yN +N). This is because the

integrands then decay at least to the order |z|−2 and so the contours can be contracted to

infinity.

By factoring out b
uj

j from the columns of B(i, j) and b−ui

i from the rows of A(i, j),

and using that pi/bi ≡ am, we see that det (B) =
∏

k b
uk

k det
(
fi,j(uj)

)
and det (A) =

∏
k b

−uk

k (1 − pk)det
(
g̃i,j(−ui)

)
. Consequently, upon transposing g̃i,j to g̃j,i,

∑

u∈WN

Q(x,u)P(u,y) =
N∏

j=1

m∏

k=1

(1 − akbj)
∑

u∈WN

det
(
fi,j(uj)

)
det

(
g̃j,i(−uj)

)
. (2.2)

By changing variables w 7→ w/am in the integral defining g̃i,j we find that

g̃i,j(u) =
a
i−j
m

2πi

∮

|w|=R2

dwwu(wbj)
yj

∏j
k=1(w− 1/bk)

∏i
k=1(w− 1/bk)

1

w− am
, R2 > max

k
{1/bk}.

We may remove a
i−j
m from the determinant as it is a conjugation factor. So, if we define

gi,j(u) = a
j−i
m g̃i,j(u), we have that

Pr
[
~G(m) = y | ~G(0) = x

]
=

N∏

j=1

m∏

k=1

(1 − akbj)
∑

u∈WN

det
(
fi,j(uj)

)
det

(
gj,i(−uj)

)
.

Lemma 2.1. It holds that

∑

u∈WN

det
(
fi,j(uj)

)
det
(
gj,i(−uj)

)
=

∑

u∈WN

det
(
fi,0(uj)

)
det

(
g0,i(−uj)

)
.

We will prove this lemma later in §2.1.3. For now, it allows us to complete the proof of

Proposition 2.1 by using the Cauchy-Binet identity:

∑

u∈WN

det
(
fi,0(uj)

)
det

(
g0,i(−uj)

)
= det

(
∑

u∈Z

fi,0(u)g0,j(−u)

)
.

Observe that

fi,0(u) =
1

2πi

∮

|z|=R1

dz

z

zu

(zbi)xi

i∏

k=1

(z− 1/bk)
−1a(z),

11



and fi,0(u) vanishes when u < x1. Indeed, for u < mini{xi} = x1, the integrand decays

at least to the order |z|−2 as |z| → ∞ (recall a(z) is bounded and analytic outside the unit

disk). So we may contract the contour to ∞ when u < x1. Consequently,

∑

u∈Z

fi,0(u)g0,i(−u) =
∑

u>x1

fi,0(u)g0,i(−u)

=
1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw
(bjw)yj

(biz)xi

∏j
k=1(w− 1/bk)

∏i
k=1(z− 1/bk)

a(z)

z(w− am)
×



∑

u>x1

(z/w)u


 .

Arranging the contours such that |z/w| = R1/R2 < 1, the above equals

1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw
(bjw)yj

(biz)xi

∏j
k=1(w− 1/bk)

∏i
k=1(z− 1/bk)

a(z)(z/w)x1

z(w− z)(1 − am/w)
.

The z-contour may be contracted to ∞ since the integrand decays at least to the order

|z|−2 (due to x1 − xi 6 0 for every i). However, doing so encounters a pole at z = w since

R1 < R2. The residue there gives

∑

u∈Z

fi,0(u)g0,j(−u) =
1

2πi

∮

|z|=R

dw

w

(bjw)yj

(biw)xi

∏j
k=1(w− 1/bk)

∏i
k=1(w− 1/bk)

a(w)

(1 − am/w)
.

The quantity above is precisely K(i, j), so from (2.2) it follows that

Pr
[
~G(m) = y | ~G(0) = x

]
=

N∏

j=1

m∏

k=1

(1 − akbj)det (K(i, j)) .

Proposition 2.1 is thus proved.

2.1.3 Proof of Lemma 2.1

Introduce the operators ∇(b), for b ∈ C, acting on functions f : Z → C according to

∇(b)f(x) = f(x+ 1) −
1

b
f(x). (2.3)

We will call these operators derivatives. The operator ∇(b) is invertible over the space of

functions f that decay rapidly at −∞, namely those f for which |f(x)| 6 ρx as x → −∞ for

some ρ > 1/|b|. Then,

∇(b)−1f(x) =
∑

n<0

bn+1f(x+n). (2.4)

12



These operators commute over all values of b.

We observe that

∇(bj)fi,j−1 = fi,j and ∇(bj)gj,i = gj−1,i.

Indeed, for fi,j we have that

∇(bj)fi,j−1(u) =
1

2πi

∮

|z|=R

dz∇(bj)[z
u](u)

∏j−1
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

a(z).

Since ∇(bj)[z
u] = zu(z − 1/bj), the identity follows. The calculation involving gj,i is

similar.

Next, we make use of the summation by parts identity

b∑

x=a

[∇(c)f](x)g(−x) =

b∑

x=a

f(x)[∇(c)g](−x) + f(b+ 1)g(−b) − f(a)g(−a+ 1). (2.5)

We can prove Lemma 2.1 by repeatedly using the summation by parts identity to move

derivatives from the determinant involving fi,js to the one involving gj,is. The boundary

terms need to be zero, which will be the case if we move derivatives in the proper order.

The order is that, first, we remove the last derivatives from every fi,j by going down

from column N to 1. Then the fi,j will become fi,j−1 and the gj,i will turn to gj−1,i along

their respective columns. After this, we move the last derivative again from column N

down to column 2, reducing fi,j−1 to fi,j−2 and gj−1,i to gj−2,i. Continuing like this from

columns N down to k for every k = N,N− 1, . . . , 1 gives the desired result.

The boundary terms, which are determinants, always vanish because some two con-

secutive columns are equal or a column is identically zero (the latter occurs for columns

N and 1). This is best illustrated by the first 2 applications of the summation by parts

identity, as shown below.
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First application of (2.5).

∑

u∈WN

det
(
fi,j(uj)

)
det

(
gj,i(−uj)

)
=

∑

u∈WN−1

∞∑

uN=uN−1

det (fi,1(u1) · · · ∇(bN)fi,N−1(uN))det (g1,i(−u1) · · · gN,i(−uN))

(2.5)
=

∑

u∈WN

det (fi,1(u1) · · · fi,N−1(uN))det (g1,i(−u1) · · · gi,N−1(−uN))

+ lim
uN→∞

det (fi,1(u1) · · · fi,N−1(uN))det (g1,i(−u1) · · · gN,i(−uN))

− det


· · · fi,N−1(uN−1) fi,N−1(uN−1)

︸ ︷︷ ︸
equal


det (· · · gN,i(−uN−1 + 1)) .

Notice that gN,i(−uN) = 0 for uN > N+ yN because then the contour in its definition

may be contracted to ∞; so the first boundary term vanishes. The second boundary term

vanishes due to the last two columns in its first determinant being equal.

Second application of (2.5). Following the first application, our sum equals

∑

u∈WN

det (fi,1(u1) · · · fi,N−1(uN−1)fi,N−1(uN))det (g1,i(−u1) · · · gN−1,i(−uN−1)gN−1,i(−uN)) .

Writing fi,N−1(uN−1) = ∇(bN−1)fi,N−2(uN−1) and considering only the sum of the vari-

able uN−1 above, holding all others fixed, and then applying summation by parts in the

variable uN−1, results in the uN−1-sum

uN∑

uN−1=uN−2

det (· · · fi,N−2(uN−2)fi,N−2(uN−1)fi,N−1(uN))×

det (· · · gN−2,i(−uN−2)gN−2,i(−uN−1)gN−1,i(−uN))

+ det (· · · fi,N−2(uN + 1)fi,N−1(uN))det


· · · gN−1,i(−uN)gN−1,i(−uN)

︸ ︷︷ ︸
equal




− det


· · · fi,N−2(uN−2) fi,N−2(uN−2)

︸ ︷︷ ︸
equal

fi,N−1(uN)


det (· · · gN−1,i(−uN−2 + 1)gN−1,i(−uN)) .

The boundary terms vanish as desired and the lemma is proved continuing in this way.
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2.2 Multi-spatial distribution at a single time

2.2.1 Proof of Theorem 2

The distribution function in Theorem 2 is obtained from the Markovian transition formula

from Theorem 1. Using Theorem 1,

Pr
[
G(m,n1) < h1, . . . ,G(m,np) < hp | ~G(0) = x

]
=

∑

y∈WN
ynk

<hk

det (M(i, j | x,y)) .

We may assume that h1 6 h2 6 · · · 6 hp.

The sum over y ∈ WN can be performed from the last column (involving variable yN)

down to the first. The summation over yN involves only the last column of M, which

then moves into column N by multi-linearity. It equals

∑

yN−16yN<hp

1

2πi

∮

|z|=R

dz

z

(zbN)yN

(zbi)xi

∏N
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

m∏

k=1

1 − akbj

1 − ak/z
. (2.6)

Now
∑

yN−16y<hp

(zbN)yN =
1

bN

(zbN)hp − (zbN)yN−1

z− 1/bN
.

As a result, (2.6) becomes the difference of two terms: (I) − (II) where

(I) =
1

2πi

∮

|z|=R

dz
(zbN)hp−1

(zbi)xi

∏N−1
k=1 (z− 1/bk)

∏i
k=1(z− 1/bk)

m∏

k=1

1 − akbN

1 − ak/z

and

(II) =
1

2πi

∮

|z|=R

dz

zbN

(zbN)yN−1

(zbi)xi

∏N−1
k=1 (z− 1/bk)

∏i
k=1(z− 1/bk)

m∏

k=1

1 − akbN

1 − ak/z
.

Observe term (II) is a multiple of column N− 1 of M by a factor of

b
yN−1−1
N

b
yN−1

N−1

m∏

k=1

1 − akbN

1 − akbN−1
.

So it does not affect the determinant. Term (I) is column N of F. So,

∑

y∈WN
ynk

<hk

det (M(i, j | x,y)) =
∑

y∈WN−1
ynk

<hk

det


M(i, j | x,y)
︸ ︷︷ ︸

j6N−1

F(i,N | x)


 .
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We can continue to perform sums in the above manner. The summation over yN−1

will be over the range yN−2 6 yN−1 < hp. Once we get to variable ynp−1
, the range

of summation becomes ynp−1−1 6 ynp−1
< hp−1. The result after the summations over

variables yN to yN−ℓ+1 are performed equals

∑

y∈WN−ℓ
ynk

<hk

det


M(i, j | x,y)
︸ ︷︷ ︸

j6N−ℓ

F(i, j | x)
︸ ︷︷ ︸
j>N−ℓ


 .

Continuing in this way gives the determinantal expression in Theorem 2.

2.2.2 Fredholm determinant

The determinant of F from Theorem 2 can be expressed as a Fredholm determinant in the

following way. Write F = Fa + Fb, where

Fℓ(i, j | x) =
1

2πi

∮

γℓ

dz
(zbj)

h(j)−1

(zbi)xi

∏j−1
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

m∏

k=1

1 − akbj

1 − ak/z
,

and γb is a contour including only the poles at z = 1/bk (but none of the poles at z = ak)

and γa is the complementary contour containing the poles at z = ak. This is possible

since ak < 1/bj for every k and j.

The matrix Fb is lower triangular with 1s on the diagonal. Indeed, when i < j, the

integrand of Fb has no poles at z = 1/bk and the contour γb may be contracted to a

point. When i = j, there is a single pole of the integrand at z = 1/bj and, as the contour

is contracted, the residue there gives

Fb(j, j) =
(b−1

j bj)
yj

(b−1
j bj)

xj

m∏

k=1

1 − akbj

1 − akbj
= 1.

Being an N×N lower triangular matrix with 1s on the diagonal, Fb has determinant 1

and an inverse given by

F−1
b =

N−1∑

k=0

(I− Fb)
k

since (I− Fb)
N = 0. As a result,

det (F(i, j | x)) = det
(
I+ F−1

b Fa
)
= det

(
I+

N−1∑

k=0

(I− Fb)
kFa

)
. (2.7)
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The inverse of Fb has a simple expression when the initial condition x is zero. In general,

one can write a tractable expression when x follows an arithmetic pattern such as xi =

c+ id. See [31] for recent work on general initial conditions. The following expression is

obtained from the orthogonalization above and a conjugation of the resulting matrix.

Proposition 2.2. Consider the polynuclear growth model with ~G(0) = 0. Then for n1 < n2 <

· · · < np = N,

Pr [G(m,n1) 6 h1, . . . ,G(m,np) 6 hp] = det (I+ F)N×N ,

where F has a p× p block structure according to the partition [N] = (0,n1] ∪ (n1,n2] ∪ · · · ∪
(np−1,np] of the rows and columns. Let F(r, i; s, j) = 1{i∈(nr−1,nr], j∈(ns−1,ns]}F(i, j) denote the

(r, s) block of F. Then,

F(r, i; s, j) = 1{r>s}

1

2πi

∮

γb

dζ

i∏

k=j

(ζ− 1/bk)
−1ζhs−hr +

1

(2πi)2

∮

γb

dζ

∮

γa

dz

∏j−1
k=1(z− 1/bk)

∏i
k=1(ζ− 1/bk)

zhs−1

ζhr−1

m∏

k=1

(1 − ak/ζ)

(1 − ak/z)

1

z− ζ

where γa is a contour enclosing the poles only at z = ak and γb is a contour enclosing poles only

at ζ = 1/bk. The inverse of the matrix Fb above is

F−1
b (i, j) =

1

2πi

∮

γb

dz

∏j−1
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

(zbi)
1−h(i)

m∏

k=1

1 − ak/z

1 − akbi
.

We remark that asymptotic analysis of the matrix F will lead to the kind of extended

Airy kernels encountered in limit distributions along space-like paths in the KPZ univer-

sality class; see for instance [7, 8, 9, 10, 21, 22, 34].

3 The two-time distribution

3.1 Two-time distribution of the inhomogeneous model

In this section we will prove Theorem 3, building up to it along a sequence of lemmas.

We will then explain in §3.1.3 how the determinant from Theorem 3 can be expressed as

a Fredholm determinant, which is often better for doing asymptotics.

First, we introduce some notation to manage the upcoming calculations. Define the
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following functions for z ∈ C, x ∈ Z and positive integers j, ℓ and m.

aj(z | (ℓ,m]) =

m∏

k=ℓ+1

1 − akbj

1 − ak/z
for j ∈ [N] and ℓ < m. (3.1)

wj(x | (ℓ,m]) =
1

2πi

∮

|z|=R

dz zx−1 aj(z|(ℓ,m]) R > max{1/b1, . . . , 1/bN}. (3.2)

Recall the commuting operators ∇(b) from (2.3) which act by ∇(b)f(x) = f(x + 1) −

b−1f(x). In this section they will act on functions that vanish identically to the left of

some integer, for whom the inverse of ∇(b) may be applied according to (2.4). More

specifically, they will act on the functions wj(x) above, and note these functions vanish

when x < 0 because the z-contour can then be contracted to infinity. Consequently, define

the operators

∇(b(i,j]) =

j∏

k=1

∇(bk)

i∏

k=1

∇(bk)
−1 for i, j ∈ [N]. (3.3)

3.1.1 Three lemmas

Lemma 3.1. The transition matrix of ~G from Theorem 1 can be expressed as

Pr
[
~G(m) = y | ~G(ℓ) = x

]
=

n∏

j=1

b
yj−xj

j det
(
∇(b(i,j]) ·wj(yj − xi | (ℓ,m])

)
.

Proof. Observe from Theorem 1 that Pr
[
~G(m) = y | ~G(ℓ) = x

]
equals

N∏

j=1

b
yj−xj

j

1

2πi

∮

|z|=R

dzzyj−xi−1

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

aj(z | (ℓ,m]).

Next, observe that the function x 7→ zx is an eigenfunction of ∇(b)±1 with eigenvalue

(z− 1/b)±1, provided that |z| > 1/b. This is clear for ∇(b); for ∇(b)−1 note that when

|z| > 1/b,

zx(z− 1/b)−1 = zx−1(1 − 1/zb)−1 =
∑

n<0

bn+1zn+x = ∇(b)−1[zx](x).

From this fact we deduce that

zyj−xi

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

= ∇(b(i,j])
[
zx
]
(x = yj − xi) for |z| > max{1/b1, . . . , 1/bN}.
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Finally, the operator ∇(b) applied in the x-variable above commutes with the contour

integration in the z-variable. Therefore,

1

2πi

∮

|z|=R

dz zyj−xi−1

∏j
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

aj(z | (ℓ,m]) =

∇(b(i,j])




1

2πi

∮

|z|=R

dz zx−1aj(z | (ℓ,m])


 (x = yj − xi) =

∇(b(i,j]) ·wj(yj − xi | (ℓ,m]). �

Lemma 3.2. The following identity holds for x, z ∈ WN and 1 6 n < N.

∑

y∈WN
yn<h

det
(
∇(b(i,j]) ·wj(yj − xi | (0,m])

)
i,j

det
(
∇(b(i,j]) ·wj(zj − yi | (m,M])

)
i,j

=

∑

y∈WN
yn<h

det
(
∇(b(i,n]) ·wj(yj − xi | (0,m])

)
i,j

det
(
∇(b(n,j]) ·wj(zj − yi | (m,M])

)
i,j

.

Proof. We may write wj(x|(0,m]) =
∏m

k=1(1−akbj)f(x) for a function f : Z → C that does

not depend on j, and likewise wj(x|(m,M]) =
∏M

k=m+1(1 − akbj)g(x). The functions f

and g vanish on the negative integers. The factors of
∏

k(1 − akbj) can be pulled out

of the determinants, and they cancel from both sides of the identity. Moreover, upon

conditioning on the value of yn and transposing the 2nd determinant, it is then enough

to show that

∑

y∈WN
yn=h

det
(
∇(b(i,j])f(yj − xi)

)
det

(
∇(b(j,i])g(zi − yj)

)
=

∑

y∈WN
yn=h

det
(
∇(b(i,n])f(yj − xi)

)
det

(
∇(b(n,i])g(zi − yj)

)
.

Now we can use the summation by parts identity (2.5) to move derivatives around. For

column j > n, we would like to move its last j− n derivatives (∇(bj), . . . ,∇(bn+1)) from

the 1st determinant to the 2nd. For column j < n, we would like to move its last n− j

derivatives from the 2nd determinant to the 1st. In doing so we have to ensure that all

boundary terms from the summation by parts identity are zero. This will be the case so

long as the derivatives are moved in the proper order.

The proper order is to first move the final derivatives, ∇(bN), . . . ,∇(bn+1), from columns
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N, . . . ,n+ 1 of the 1st determinant to the 2nd, whereupon the total derivative along those

columns in the 1st determinant becomes ∇(b(i,j−1]) and in the 2nd determinant it be-

comes ∇(b(j−1,i]). Next, continue to move final derivatives from columns N to n+ 1 of

the 1st determinant to the 2nd, and then again from columns N to n+ 2, and so on for a

total of N− n rounds. After these rounds the total derivative along column j > n of the

1st determinant becomes ∇(b(i,n]) and in the 2nd determinant it becomes ∇(b(n,i]), as

desired.

In order to move the derivatives along the first n − 1 columns, write ∇(b(j,i])g =

∇(b(j,n]) · ∇(b(n,i])g. The derivatives ∇(b(j,n]) will be moved from the 2nd determi-

nant to the 1st. Note that these are indeed derivatives since j < n. First move the leading

derivatives, ∇(b2), . . . ,∇(bn), from columns 1, . . . ,n − 1 of the 2nd determinant to the

1st. Then move the new leading derivatives, which are ∇(b3), . . . ,∇(bn), along columns

1 through to n − 2 of the 1st determinant to the 2nd, and continue like this for n − 1

rounds to get the desired form.

The boundary terms will be zero during each application of the summation by parts

identity. The reasoning is like in the proof of Lemma 2.1. When operating on column j for

1 < j < N, a boundary term of the form det (·)det (·) − det (·)det (·) will be zero because

two consecutive columns will be equal in one of the determinants from each pair (recall

the second application of (2.5) in the proof of Lemma 2.1). For columns j = 1 or N, the

boundary term will be zero because in one of the terms, det (·)det (·), two consecutive

columns will be equal while for the other the j-th column itself will be zero due to f and

g vanishing identically on the negative integers (recall the first application of (2.5) in the

proof of Lemma 2.1).

The lemma is proved by carrying out this routine. �

Lemma 3.3. The following identity also holds for y ∈ WN.

∑

z∈WN
zN<H

n∏

j=1

b
zj
j det

(
∇(b(n,j]wj(zj − yi |a(ℓ,m])

)
=

n∏

j=1

bH−1
j det

(
∇(b(n,j]wj(H− yi |a(ℓ,m])

)
.

Proof. We perform the sums beginning with variable zN down to z1. The summation over

zN gives

∑

zN−16zN<H

bzN
N det


∇(b(n,j))wj(zj − yi | (ℓ,m])
︸ ︷︷ ︸

j<N

∇(b(n,N)wN(zN − yi | (ℓ,m]))


 .
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The sum moves into column N with a factor of bzn
N in front. Write ∇(b(n,N])wN(zN −

yi) = ∇(bN)f(zN) with f(z) = ∇(b(n,N−1])wN(z− yi | (ℓ,m]). Then the sum to evaluate

is
∑

zN−16z<H

bz
N∇(bN)f(z) = bH−1

N f(H) − b
zN−1−1
N f(zN−1).

This follows from the general identity that
∑

u6z<v b
z∇(b)g(z) = bv−1g(v) − bu−1g(u).

Now observe that b
zN−1−1
N f(zN−1) is a scalar multiple of the (N− 1)-th column of the

determinant. Indeed, wN(z) =
∏

ℓ<k6m
1−akbN

1−akbN−1
wN−1(z), and so

b
zN−1−1
N f(zN−1) = λ∇(b(n,N−1])wN−1(zN−1 − yi)

for λ = b
zN−1−1
N

∏
k

1−akbN
1−akbN−1

. So this term does not affect the determinant and, following

the sum over zN, we find that

∑

z∈WN
zN<H

n∏

j=1

b
zj
j det

(
∇(b(n,j]wj(zj − yi |a(ℓ,m])

)
=

bH−1
N

∑

z∈WN−1
zN−1<H

∏

j

b
zj
j det


∇(b(n,j))wj(zj − yi | (ℓ,m])
︸ ︷︷ ︸

j<N

∇(b(n,N−1)wN(H− yi | (ℓ,m]))


 .

The lemma follows by iterating the above procedure for the remaining columns. �

3.1.2 Proof of Theorem 3

By Theorem 1, the two-time distribution function

Pr
[
G(m,n) < h,G(M,N) < H | ~G(0) = x

]

equals

∑

y∈WN
yn<h

∑

z∈WN
zN<H

Pr
[
~G(m) = y | ~G(0) = x

]
Pr
[
~G(M) = z | ~G(m) = y

]

=
∑

y∈WN
yn<h

∑

z∈WN
zN<H

N∏

j=1

b
zj−xj

j det
(
∇(b(i,j]) ·wj(yj − xi | (0,m])

)
det

(
∇(b(i,j]) ·wj(zj − yi | (m,M])

)

We have used Lemma 3.1 to rewrite the transition matrix of ~G in terms of the operators

∇(b) and functions wj. Lemma 3.2 combined with Lemma 3.3 then leads to the following
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expression for this sum:

N∏

j=1

b
H−1−xj

j

∑

y∈WN
yn<h

det
(
∇(b(i,n]) ·wj(yj − xi | (0,m])

)
det

(
∇(b(n,j−1]) ·wj(H− yi | (m,M])

)
.

(3.4)

We can express the sum over y ∈ WN with the constraint that yn < h as a contour

integral involving the unconstrained sum. It works as follows. For y ∈ WN, the constraint

that yn < h is the same as #{j : yj < h} > n. We may then write, for s > 1,

1{#{j:yj<h}>n} =
1

2πi

∮

|θ|=s

θ#{j:yj<h}−n

θ− 1

=
1

2πi

∮

|θ|=s

∏N
j=1 θ

1{yj<h}

θn(θ− 1)
.

The identity can be seen by expanding (θ− 1)−1 is powers of θ−1 and then interchanging

summation with integration. It now follows that

(3.4) =
1

2πi

∮

|θ|=s

S

θn(θ− 1)
, where

S =
∑

y∈WN

N∏

j=1

b
H−1−xj

j θ
1{yj<h}det

(
∇(b(i,n])wj(yj − xi|(0,m])

)
det

(
∇(b(n,j−1])wj(H− yi|(m,M])

)
.

The proof of Theorem 3 is complete once we show that S equals det (θL1 − L2). Indeed,

we can insert θ−n into the determinant by plugging a factor of θ−1 into the first n rows,

whereupon we find that

θ−nS = det
(
θ−1{i6n}(θL1 − L2)

)
= det

(
θ1{i>n}L1 − θ−1{i6n}L2

)
.

So, we are finished after proving the following lemma.

Lemma 3.4. The sum S equals det (θL1 − L2) where L1 and L2 are as given by Theorem 3.

Proof. The sum can be evaluated with the Cauchy-Binet identity. First, write wj(x| (ℓ,m]) =
∏m

k=ℓ+1(1− akbj)w(x| (ℓ,m]) by pulling out factors of (1− akbj) from aj(z|(ℓ,m]) so that

w(x) no longer depends on j. Then,

S = Z
∑

y∈WN

θ
1{yj<h}det

(
∇(b(i,n])w(yj − xi|(0,m])

)
det

(
∇(b(n,j−1])w(H− yi|(m,M])

)
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where Z =
∏N

j=1 b
H−1−xj

j

∏M
k=1(1 −akbj). We will put Z back into the determinant later.

The sum, apart from Z, now looks like
∑

y∈WN
det
(
f(i,yj)

)
det (g(yi, j)) where

f(i,y) = ∇(b(i,n])w(y− xi | (0,m])θ1{y<h} , g(y, j) = ∇(b(n,j−1])w(H− y | (m,M]).

The Cauchy-Binet identity implies that

∑

y∈WN

det
(
f(i,yj)

)
det (g(yi, j)) = det


∑

y∈Z

f(i,y)g(y, j)




= det


∑

y∈Z

θ1{y<0} ∇(b(i,n])w(y+ h− xi | (0,m])∇(b(n,j−1])w(H− h− y | (m,M])


 .

(3.5)

Looking at (3.5), we see that the matrix inside the determinant has the form θL̃1(i, j) +

L̃2(i, j) where L̃1 is obtained from the summation over y < 0 and L̃2 over y > 0. We can

insert Z back into the determinant by breaking up each term

bH−1−xℓ

ℓ

M∏

k=1

(1 − akbℓ) = bh−1−xℓ

∏

k6m

(1 − akbℓ) × bH−h
ℓ

∏

k>m

(1 − akbℓ),

and putting bH−h
j

∏
k>m(1 − akbj) into column j while bh−1−xi

i

∏
k6m(1 − akbi) into

row i of L̂1 and L̂2. Comparing the resulting matrices with L1 and L2, it suffices to show

the following to conclude the proof.

L̂1(i, j) =
1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw (3.6)

zh−1−xiwH−h

z−w

∏n
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

∏j−1
k=1(w− 1/bk)

∏n
k=1(w− 1/bk)

a(z | (0,m])a(w | (m,M]),

where R1 > R2 > maxk{1/bk} and a(z | (ℓ,m]) =
∏m

k=ℓ+1(1 − ak/z)
−1. Matrix L̂2 is the

same except it has a minus sign in front and the contours are arranged such that R2 > R1.

This representation of L̃k is proven by using Lemma 3.1 to express ∇(b(i,j])w(x | (ℓ,m])
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as a contour integral:

∇(b(i,n])w(y+ h− xi | (0,m]) =
1

2πi

∮

|z|=R1

dz zy+h−1−xi

∏n
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

a(z | (0,m])

∇(b(n,j−1])w(H− h− y | (m,M]) =
1

2πi

∮

|w|=R2

dwwH−h−1−y

∏j−1
k=1(w− 1/bk)

∏n
k=1(w− 1/bk)

a(w | (m,M]).

Their product then equals

1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw (z/w)y×

zh−1−xi wH−h−1

∏n
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

∏j−1
k=1(w− 1/bk)

∏n
k=1(w− 1/bk)

a(z | (0,m])a(w | (m,M]).

The summation over y < 0 and y > 0 may be interchanged with integration to give

For L̃1:
∑

y<0(z/w)y = w
z−w provided that |w/z| = R2/R1 < 1;

For L̃2:
∑

y>0(z/w)y = − w
z−w provided that |z/w| = R1/R2 < 1.

Performing these sums results in the representation (3.6) for L̃k. �

3.1.3 Orthogonalization and a Fredholm determinant

We will explain a general method to express the determinant in the formula for the two-

time distribution of G in terms of a Fredholm determinant. It takes a simple form when
~G(0) = 0, which is presented in Theorem 4. It will be used for doing asymptotics in the

following sections.

A general Fredholm determinant form. Consider the determinant det
(
θ−1{i6n}(θL1 − L2)

)

from Theorem 3. We will see that the matrix L1 can be expressed as

L1(i, j) = 1{i6n, j6n}Fb(i, j) + (4 other matrices)

where Fb is a lower triangular matrix with 1s on the diagonal (in fact, the same Fb from

§2.2.2). The matrix L2 can similarly be decomposed as

−L2(i, j) = 1{i>n, j>n}Fb(i, j) + (4 other matrices).
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This leads to the not-so-obvious fact that θ−1{i6n} (θL1 − L2) equals

(1{i,j6n} + 1{i,j>n})Fb + (many other matrices),

and the matrix T = (1{i,j6n} + 1{i,j>n})Fb is lower triangular with 1s on its diagonal. It

can then be taken out of the determinant to get that

det
(
θ−1{i6n}(θL1 − L2)

)
= det (I+ F(θ))

for some matrix F(θ).

The matrix T in fact has a 2 × 2 block triangular form

T =

[
Tu 0

0 Tℓ

]

where Tu and Tℓ are the upper and lower blocks of Fb according to the partition [N] =

(0,n] ∪ (n,N] of the row and columns. The inverting out of T can then be done by left

multiplication by the matrix

A =

[
T−1
u 0

0 I

]

and right multiplication by

B =

[
I 0

0 T−1
ℓ

]
,

both of which have determinant 1. In this way one finds that

det
(
θ−1{i6n}(θL1 − L2)

)
= det

(
θ−1{i6n}(θ(AL1B) − (AL2B))

)
,

with AL1B = 1{i=j, i6n} + F1 and −AL2B = 1{i=j, i>n} + F2. Then, crucially,

θ−1{i6n}(θ1{i=j, i6n} + 1{i=j, i>n}) = I

and F(θ) = θ1{i>n}F1 + θ−1{i6n}F2.

To express L1 as above one proceeds in the following manner; the procedure for L2 is

much the same. Decompose the contour {|z| = R1} = γa ∪ γb where γb contains only the

poles at z = 1/bk and γa contains the complementary poles at z = ak. Similarly, break

up {|w| = R2} = γ ′
a ∪ γ ′

b. The condition R1 > R2 means that γk contains γ ′
k on the inside.
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Due to this decomposition of contours,

L1 = Fb,b + Fb,a + Fa,b + Fa,a

where

Fb,b(i, j) =
1

(2πi)2

∮

γb

dz

∮

γ ′
b

dw (biz)
h−1(bjw)H−h(biz)

−xi ai(z | (0,m])aj(w | (m,M])×

1

z−w

∏n
k=1(z− 1/bk)

∏i
k=1(z− 1/bk)

∏j−1
k=1(w− 1/bk)

∏n
k=1(w− 1/bk)

,

and the rest are similar with respect to the remaining contours.

The γ ′
b contour can be contracted to a point when j > n because then there are no

w-poles. So,

Fb,b(i, j) = 1{j6n}Fb,b(i, j) = 1{i6n, j6n}Fb,b(i, j) + 1{i>n, j6n}Fb,b(i, j).

When i 6 n, the γb contour can also be contracted to a point but doing so incurs a residue

at z = w due to the ordering of the contours. The residue there is precisely Fb(i, j), so

that

Fb,b(i, j) = 1{i,j6n}Fb(i, j) + 1{i>n, j6n}Fb,b(i, j).

This is the decomposition we wanted, which then leads to a Fredholm determinant.

Orthogonalization when the initial condition is zero. Consider the two-time distribu-

tion when ~G(0) = 0, for which we perform the orthogonalization explicitly. We first

observe a symmetry relating L1 and L2 that allows to consider the orthogonalization only

for L1. Write L1(i, j) in the following suggestive form:

L1(i, j) =
1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw
(biz)

h−1(bjw)H−h

(z−w)

∏
k∈[n](z− 1/bk)

∏
k∈[i](z− 1/bk)

∏
k∈[j−1](w− 1/bk)

∏
k∈[n](w− 1/bk)

×
∏

k∈[m]

1 − akbi

1 − ak/z

∏

k∈[M]\[m]

1 − akbj

1 − ak/w
.

Here [n] denotes the set {1, 2, . . . ,n} of integers.

In the above, L1 depends on the parameters i, j,n,m,h,N,M,H, and apart from h and

H, the dependence of the other parameters is through the subsets [i], [j− 1], [n], [m], [N]

and [M]. Thus, L1(i, j) = L1([i], [j− 1], [n], [N], [m], [M],h− 1,H). Now L2 can be expressed
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in terms of L1 but with a different set of parameters, namely

− L2(i, j) = L1([N] \ [j− 1], [N] \ [i], [N] \ [n], [N], [M] \ [m], [M],H− h,H). (3.7)

This follows from exchanging the contour variables z ↔ w in the integral for L2 and then

substituting the complementary parameters.

What this means is that if we find matrices A and B so that AL1B(i, j) = 1{i=j, i6n} +

F1(i, j), then it will automatically be the case that −AL2B(i, j) = 1{i=j, i>n} + F2 with F2 re-

lated to F1 according to (3.7). The indicator 1{i=j, i6n} should be read as 1{#[i]=#[j−1]+1, #[i]6#[n]},

so that after substituting [N] \ [j− 1] for [i], [N] \ [i] for [j− 1] and [N] \ [n] for [n], it turns

to 1{i=j, j>n} as needed.

Define the orthogonalizing matrices A and B by

A(i, j) =
1

2πi

∮

γb

dζ

∏
k∈[j−1](ζ− 1/bk)

∏
k∈[i](ζ− 1/bk)

(bjζ)
1−h

∏

k∈[m]

1 − ak/ζ

1 − akbj
(3.8)

B(i, j) =
1

2πi

∮

γb

dω

∏
k∈[j−1](ω− 1/bk)

∏
k∈[i](ω− 1/bk)

(biω)h−H
∏

k∈[M]\[m]

1 − ak/ω

1 − akbi
. (3.9)

The contour γb encloses all the poles at 1/bk.

Observe A(i, i) = B(i, i) = 1 by a residue calculation with a simple pole at 1/bi. Observe

also that A(i, j) = B(i, j) = 0 when j > i because the contours lack poles and may be

contracted to a point. So A and B are lower triangular with ones on the diagonal, as

required for orthogonalization.

Theorem 4. The two-time distribution function when ~G(0) = 0 is given by

Pr [G(m,n) 6 h,G(M,N) 6 H] =
1

2πi

∮

|θ|=s

det
(
I+ θ1{i>n}F1 + θ−1{i6n}F2

)

θ− 1
.

The matrix F2 is related to F1 by (3.7). These matrices are sums, F1 = J1 − J2 + J3 and F2 =

J2 − J1 − J4, with the Js given by the following formulas.

For z ∈ C, h ∈ Z and subsets S ⊂ [N] and T ⊂ [M], define

G(z |S, T ,h) = zh
∏

k∈S

(z− 1/bk)
∏

k∈T

(1 − ak/z)
−1. (3.10)
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J1(i, j) = 1{j6n}

1

(2πi)2

∮

γb

dζ

∮

Γa

dz
G(z | [j− 1], [m],h− 1)

G(ζ | [i], [m],h− 1) (z− ζ)

J2(i, j) = 1{i>n}

1

(2πi)2

∮

γb

dω

∮

Γa

dw
G(w | [N] \ [i], [M] \ [m],H− h)

G(ω | [N] \ [j− 1], [M] \ [m],H− h) (w−ω)

J3(i, j) =
1

(2πi)4

∮

γb

dζ

∮

γb

dω

∮

Γa

dz

∮

Γ ′
a

dw

G(z | [n], [m],h− 1)G(w | [N] \ [n], [M] \ [m],H− h)

G(ζ | [i], [m],h)G(ω | [N] \ [j− 1], [M] \ [m],H− h) (z− ζ)(w−ω)(z−w)

The contour γb encloses only the poles at every 1/bk. The contours Γa and Γ ′
a enclose only the

poles at every ak. In J3, Γa contains Γ ′
a (so |z| > |w|).

The matrix J4 looks the same as J3 except the z and w contours are reversed so that Γ ′
a contains

Γa (so |w| > |z|).

Proof. Following the discussion above, it is enough to show that AL1B = 1{i=j, i6n} + F1.

Multiplying L1 by A and B and simplifying gives the following:

AL1B(i, j) =
1

(2πi)4

∮

γb

dζ

∮

γb

dω

∮

|z|=R1

dz

∮

|w|=R2

dw
(z/ζ)h−1(w/ω)H−h

(z−w)

×
∏

k∈[n](z− 1/bk)
∏

k∈[j−1](ω− 1/bk)
∏

k∈[n](w− 1/bk)
∏

k∈[i](ζ− 1/bk)

∏

k∈[m]

1 − ak/ζ

1 − ak/z

∏

k∈[M]\[m]

1 − ak/ω

1 − ak/w

×




N∑

r,s=1

∏r−1
k=1(ζ− 1/bk)

∏r
k=1(z− 1/bk)

·
∏s−1

k=1(w− 1/bk)
∏r

k=1(ω− 1/bk)


 .

In order to evaluate the double sum, observe that

∏ℓ−1
k=1(x− ck)

∏ℓ
k=1(y− ck)

=
1

y− x

[
ℓ−1∏

k=1

x− ck

y− ck
−

ℓ∏

k=1

x− ck

y− ck

]
.

So the double sum telescopes to

1

(z− ζ)(w−ω)

(
1 −

N∏

k=1

ζ− 1/bk

z− 1/bk

)(
N∏

k=1

w− 1/bk

ω− 1/bk
− 1

)
.

Multiply the product above into 4 terms and plug them into the integral defining

AL1B(i, j) above. This turns the integral into 4 integrals, and the only non-zero one is

the integral with the term 1 ×
∏N

k=1
w−1/bk

ω−1/bk
. The other integrals are zero because either

the ζ-contour or the ω-contour can be contracted due to not having poles.
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Recalling the G-function (3.10), AL1B(i, j) then equals

AL1B(i, j) =
1

(2πi)4

∮

γb

dζ

∮

γb

dω

∮

|z|=R1

dz

∮

|w|=R2

dw (3.11)

G(z | [n], [m],h− 1)G(w | [N] \ [n], [M] \ [m],H− h)

G(ζ | [i], [m],h− 1)G(ω | [N] \ [j− 1], [M] \ [m],H− h) (z−w)(z− ζ)(w−ω)
.

Break up the contour {|z| = R1} into Γa ∪ Γb where Γa encloses on the poles at z = ak

and Γb only the poles at z = 1/bk. The contour Γb should also contain the ζ-contour γb.

Do the same for {|w| = R2} into Γ ′
a ∪ Γ ′

b. The condition R1 > R2 stipulates Γa contains Γ ′
a

and Γb contains Γ ′
b. With this decomposition,

AL1B = Jb,b + Ja,b + Jb,a + Ja,a

where Jx,y(i, j) is the integral (3.11) but with the z-integral over Γx and the w-integral over

Γ ′
y.

It suffices to prove that Jb,b(i, j) = 1{i=j,i6n}, Ja,b = J1, Jb,a = −J2 and Ja,a = J3.

Observe that Ja,a equals J3 by definition and (3.11).

Proof that Jb,b(i, j) = 1{i=j, i6n}. In Jb,b(i, j) all contours are around the poles 1/bk.

Arrange the contour so that the ζ-contour contains the ω-contour. So the ordering of the

contours makes |z| > |w| > |ζ| > |ω|.

Contract the w-contour with residue at w = ω. Then,

Jb,b(i, j) =
1

(2πi)3

∮

γb

dζ

∮

γb

dω

∮

Γb

dz
G(z | [n], [m],h− 1)

G(ζ | [i], [m],h− 1)(z−ω)(z− ζ)

∏N
k=n+1(ω− 1/bk)
∏N

k=j(ω− 1/bk)
.

When j > n there is no ω-pole and the integral is zero. So assume j 6 n.

Contract the z-contour with residues at z = ζ and then z = ω. This gives Jb,b(i, j) =

(I) + (II) with

(I) = 1{j6n}

1

(2πi)2

∮

γb

dζ

∮

γb

dω

∏n
k=1(ζ− 1/bk)

∏i
k=1(ζ− 1/bk)

∏n
k=j(ω− 1/bk) (ζ−ω)

(II) = 1{j6n}

1

(2πi)2

∮

γb

dζ

∮

γb

dω
G(ω | [j− 1], [m],h− 1)

G(ζ | [i], [m],h− 1) (ω− ζ)

Term (II) is zero because the ω-contour can be contracted. Term (I) is zero when i > n

because the ζ-contour can be contracted to ∞. For i 6 n, recalling that |ζ| > |ω|, contract
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the ζ-contour with residue at ζ = ω. So,

Jb,b(i, j) = 1{i,j6n}

1

(2πi)

∮

γb

dω

∏n
k=i+1(ω− 1/bk)

∏n
k=j(ω− 1/bk)

.

In the integral above, when i = j, Jb,b(i, i) = 1{i6n} as there is a simple pole at 1/bi

with residue 1. When i < j the integral is zero because the contour can be contracted to

0. When i > j the integral is also zero as the contour can be contracted to ∞. This shows

Jb,b(i, j) = 1{i=j,i6n}.

Proof that Ja,b = J1. Contract the w-contour with a residue at w = ω, which gives

Ja,b(i, j) =
1

(2πi)3

∮

γb

dζ

∮

γb

dω

∮

Γa

dz

G(z | [n], [m],h− 1)

(z− ζ)(z−ω)G(ζ | [i], [m],h− 1)

∏N
k=n+1(ω− 1/bk)
∏N

k=j(ω− 1/bk)
.

The ω-contour can be contracted if j > n. So assume j 6 n and contract the ω-contour to

∞. This incurs a residue at ω = z, resulting in Ja,b = J1.

Proof that Jb,a = −J2. Contract the z-contour with a residue at z = ζ, which gives

Jb,a(i, j) =
1

(2πi)3

∮

γb

dζ

∮

γb

dω

∮

Γ ′
a

dw

G(w | [N] \ [n], [M] \ [m],H− h)

(ζ−w)(w−ω)G(ω | [N] \ [j− 1], [M] \ [m],H− h)

∏n
k=1(ζ− 1/bk)

∏i
k=1(ζ− 1/bk)

.

The ζ-contour can be contracted if i 6 n. So assume i > n and contract the ζ-contour to

∞. This incurs a residue at ζ = w, to give Jb,a = −J2. �

3.2 Exponential last passage percolation

The discrete polynuclear growth model becomes the exponential last passage percolation

model under suitable re-scaling of the weights ωi,j. For ε > 0, write ai = 1 − εαi and

bj = 1 − εβj for a new set of parameters αi,βj > 0. The random variable εwi,j converges

in distribution as ε tends to zero to an exponential random variable of rate αi + βj. In

this limit we find analogues of the previous formulas for the exponential model. These

are stated in the following.

Consider independent exponential weights ωi,j ∼ Exp(αi +βj) (rate αi +βj) with αi +

βj > 0. Let G be the growth function defined by (1.1) in terms of these exponential
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weights ωi,j. Define ~G as in (1.3), which now takes values in

WN(R) = {z ∈ R
N : z1 6 z2 6 · · · 6 zN}.

Corollary 3.1. For x,y ∈ WN(R), the transition density matrix of ~G is given by

Pr
[
~G(m) ∈ dy | ~G(0) = x

]
= det

(
MExp(i, j | x,y)

)
i,j

dy

where

MExp(i, j | x,y) =
1

2πi

∮

|z|=R

dz eyj(z−βj)−xi(z−βi)

∏j
k=1(z−βk)

∏i
k=1(z−βk)

m∏

k=1

αk +βj

z+αk

and R > maxk,ℓ{αk,βℓ}.

In order to obtain this corollary from Theorem 1 one writes ai = 1 − εαi and bj =

1 − εβj, sets xεi = ⌊ε−1xi⌋ and yε
i = ⌊ε−1yi⌋, and then considers the limit as ε → 0

of M(i, j | xε,yε). The limit is obtained by changing variable z 7→ 1 + εz in the contour

integral defining M(i, j | xε,yε). The following corollary is obtained in the same manner.

Corollary 3.2. Given x ∈ WN(R) and 0 = n0 < n1 < n2 < · · · < np = N, the distribution

function

Pr
[
G(m,n1) 6 h1, . . . ,G(m,np) 6 hp | ~G(0) = x

]
= det

(
FExp(i, j | x)

)
i,j

where the matrix

FExp(i, j | x) =
1

2πi

∮

|z|=R

dz eh(j)(z−βj)−xi(z−βi)

∏j−1
k=1(z− βk)

∏i
k=1(z− βk)

m∏

k=1

αk +βj

z+ αk
.

Here h(j) = hk if j ∈ (nk−1,nk] and R > maxk,j{αk,βj}.

A Fredholm determinant formula when x = 0 may be obtained from Proposition 2.2.

Finally, the following expresses the two-time distribution in exponential last passage

percolation as a corollary of Theorem 3. A Fredholm determinant formula when x = 0

can be derived from Theorem 4.

Corollary 3.3. The two-time distribution function of the exponential last passage percolation
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model is given by

Pr
[
G(m,n) < h,G(M,N) < H | ~G(0) = x

]
=

1

2πi

∮

|θ|=r

dθ
det

(
θ1{i>n}L

Exp
1 − θ−1{i6n}L

Exp
2

)

θ− 1

where the radius r > 1 and L
Exp
1 , L

Exp
2 are the following N×N matrices.

L
Exp
1 (i, j) =

1

(2πi)2

∮

|z|=R1

dz

∮

|w|=R2

dw
e(z−βi)h+(w−βj)(H−h)−xi(z−βi)

(z−w)

×
∏n

k=1(z−βk)
∏i

k=1(z−βk)

∏j−1
k=1(w−βk)

∏n
k=1(w−βk)

m∏

k=1

αk +βi

z+αk

M∏

k=m+1

αk + βj

w+αk
.

The contours are arranged so that R1 > R2 > maxk,j{αk,βj}. The matrix L
Exp
2 looks the same

except the ordering of contours is reversed to R2 > R1 > maxk,j{αk,βj}.

4 Asymptotics and scaling limits

4.1 Baik-Ben Arous-Péché distribution at two times

Consider the two-time distribution of inhomogeneous model with every bj = 1, a1, . . . ,ar

being variable, and every ai = q for i > r. The matrix F(θ) from Theorem 4 is a finite

rank perturbation of the corresponding matrix for the homogeneous model where every

ai = q. We are interested in the two-time distribution of this instance in the KPZ-scaling

limit, which is the following. Its single time scaling limit, known as the Baik-Ben Arous-

Péché distribution, has been studied in [2].

Define constants c0, c1, . . . , c4 by

c0 = q− 1
3 (1 +

√
q)

1
3 , c1 = q− 1

6 (1 +
√
q)

2
3 , c2 =

2
√
q

1 −
√
q

, (4.1)

c3 =
q

1
6 (1 +

√
q)

1
3

1 −
√
q

, c4 =
q1/3(1 −

√
q)

(1 +
√
q)1/3

.

For a large parameter T , write n,N,m,M,h and H according to the following scaling.

Consider temporal parameters 0 < t1 < t2, spatial parameters x1, x2 ∈ R and ξ1, ξ2 ∈ R.
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For a choice of these, set (ignoring rounding)

n = t1T − c1x1(t1T)
2/3 N = t2T − c1x2(t2T)

2/3 (4.2)

m = t1T + c1x1(t1T)
2/3 M = t2T + c1x2(t2T)

2/3

h = c2(t1T) + c3ξ1(t1T)
1/3 H = c2(t2T) + c3ξ2(t2T)

1/3.

Introduce the notation ∆n = N− n, ∆m = M−m and ∆h = H− h. If we set

∆t = t2 − t1, ∆x = (
t2

∆t
)2/3x2 − (

t1

∆t
)2/3x1, ∆ξ = (

t2

∆t
)1/3ξ2 − (

t1

∆t
)1/3ξ1, (4.3)

then it holds that ∆n = ∆tT − c1∆x(∆tT)
2/3 and likewise for ∆m and ∆h.

The parameters a1, . . . ,ar are scaled according to

ak =
√
q−

c4

T 1/3
· λk with λk > 0. (4.4)

The λk are parameters. Assume that r < m and that r remains fixed, independently of T .

We want to consider the large T limit of the two-time distribution under this scaling of

the parameters. The limit is represented by a contour integral of a Fredholm determinant

over L2(R). We will build up to it in the coming sections.

4.1.1 Statement of the limit theorem

Define the function

G(z | t, x, ξ) = exp

{
t

3
z3 + t2/3xz2 − t1/3ξz

}

(4.5)

for z ∈ C, t > 0 and x, ξ ∈ R.

Let d1,d2,D1 and D2 be positive real numbers such that

D1,D2 < min {λ1, λ2, . . . , λr},

where every λk > 0 (the same as in (4.4)). Denote by ℜ(z) = d the vertical line crossing

the real axis at d and oriented upwards. Let µ be a sufficiently large scalar that will be

used in a conjugation factor.

Define kernels J1, J2, J3,< and J3,> over L2(R) as follows. They depend implicitly on
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the λks.

J1(u, v) = eµ(v−u) 1{v60}
1

(2πi)2

∮

ℜ(ζ)=−d1

dζ

∮

ℜ(z)=D1

dz
G(z | t1, x1, ξ1)e

zv−ζu

G(ζ | t1, x1, ξ1)(z− ζ)

r∏

k=1

λk − ζ

λk − z

(4.6)

J2(u, v) = eµ(v−u) 1{u>0}
1

(2πi)2

∮

ℜ(ω)=−d1

dω

∮

ℜ(w)=D1

dw
G(w |∆t,∆x,∆ξ)eωv−wu

G(ω |∆t,∆x,∆ξ)(w−ω)

J3,s(u, v) = eµ(v−u) 1

(2πi)4

∮

ℜ(ζ)=−d1

dζ

∮

ℜ(ω)=−d2

dω

∮

ℜ(z)=D1

dz

∮

ℜ(w)=D2

dw

G(z | t1, x1, ξ1)G(w |∆t,∆x,∆ξ)

G(ζ | t1, x1, ξ1)G(ω |∆t,∆x,∆ξ)
· eωv−ζu

(z− ζ)(w−ω)(z−w)

r∏

k=1

λk − ζ

λk − z
.

If s equals < then D1 < D2, that is, the z-contour is to the left of the w-contour. If s equals

> then D1 > D2, so that the ordering of the contours is reversed.

The kernels are of trace class if µ is sufficiently large in terms of x1, x2, t1 and t2 because

then their absolute values are bounded by terms of the form e−µ ′uAi(−u)eµ
′vAi(v) where

Ai() is the Airy function.

The following theorem will be proved by doing a saddle point analysis of the matrices

from Theorem 4.

Theorem 5. Consider the two-time distribution Pr [G(m,n) < h,G(M,N) < H] for the inho-

mogeneous growth model where every bj = 1, ai = q for i > r and a1, . . . ,ar are according to

(4.4). Assume that n,m,h,N,M,H are given by (4.2). Then in the limit at T tends to infinity,

the two time distribution functions converges to

1

2πi

∮

|θ|=r

det (I+ Fλ(θ))L2(R)

θ− 1

where r > 1 and

Fλ(θ)(u, v) = θ1{u>0}F1,λ(u, v) + θ−1{u60}F2,λ(u, v).

The kernels F1,λ and F2,λ are given by

F1,λ = J2 − J1 + J3,< and F2,λ = J1 − J2 − J3,> .

We do not prove that the limit defines a probability distribution function in the param-

eters ξ1 and ξ2, but it is not hard to show it is the case based on the fact that the corre-
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sponding single time distribution is such (see [2]). Remark also that if F1 is thought of in

terms of the parameters t1, x1, ξ1,∆t,∆x and ∆ξ, that is, as F1(u, v | t1, x1, ξ1,∆t,∆x,∆ξ),

then F2(u, v) = F1(−v,−u |∆t,∆x,∆ξ, t1, x1, ξ1).

4.1.2 Preparation for the proof

This section describes how to embed matrices into L2(R) for the sake of doing asymptotic

analysis. We will also define contours for saddle point analysis and re-express the J

matrices from Theorem 4 for asymptotics.

Embedding. Embed an N×N matrix M (where n and N are the parameters from the

two-time distribution) as a kernel over L2(R) by the formula

M 7→ F(u, v) = M(n+ ⌈u⌉,n+ ⌈v⌉)

where u, v ∈ R. Set F(u, v) to be zero when n+ ⌈u⌉ or n + ⌈v⌉ lie outside the set [N].

According to this embedding, F takes the value M(i, j) over the unit square (i−n− 1, i−

n]× (j−n− 1, j−n]. Then it follows readily that

det (I+M)N×N = det (I+ F)L2(R) ,

where the latter determinant should be taken as the Fredholm series expansion of F. The

KPZ re-scaled kernel is defined to be

FT (u, v) = νT · F(νTu, νTv) with νT = c0T
1/3. (4.7)

Note that det (I+ F)L2(R) equals det (I+ FT )L2(R), which follows from re-scaling variables

in the Fredholm series expansion. The matrices F1 and F2 from Theorem 4 will be consid-

ered under the scaling (4.7).

Descent contours. Consider circular contours γ0, around 0, and γ1, around 1, as con-

tours for the integration variables ζ, z,ω,w. First, define

wc = 1 −
√
q, (4.8)
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which is the critical point around which asymptotics will be performed. Now, for a (large)

parameter K, define

γ0 = γ0(σ,d) = wc(1 −
d

K1/3
)eiσK

−1/3
|σ| 6 πK1/3, (4.9)

γ1 = γ1(σ,d) = 1 −
√
q(1 −

d

K1/3
)eiσK

−1/3
|σ| 6 πK1/3.

The parameter d should satisfy 0 < d < K1/3. Observe that if σ remains bounded inde-

pendently of K then one has the expansions

γ0(σ,d) = wc +wc
(iσ− d)

K1/3
+O(K−2/3), γ1(σ,d) = wc +

√
q
(−iσ+ d)

K1/3
+O(K−2/3).

So, locally around σ = 0, the contours are vertical lines.

Re-expressing kernels from Theorem 4. Consider the G-function and the J-matrices

from Theorem 4. Changing variables x 7→ 1 − x for x = z,w, ζ,ω in the integrals, and

substituting bj = 1 and ai = q for i > r, the formula becomes as follows.

Define

G∗(z |n,m,h) =
zn(1 − z)m+h

(
1 − z

1−q

)m ·

(
1 − wc

1−q

)m

wn
c (1 −wc)m+h

. (4.10)

The asymptotics will involve G∗, which is normalized around the critical point wc.

Expressing the J matrices in terms of G∗ gives the following. The factor wj−i
c below

corresponds to a conjugation, and since it appears in front of every J-matrix, it can be

removed from the determinant as we will do in the next section. The contours below

should not intersect.

J1(i, j) = 1{j6n}

w
j−i−1
c

(2πi)2

∮

|ζ|=r1

dζ

∮

|z−1|=ρ1

dz
G∗(z | j− 1,m− r,h)

G∗(ζ | i,m− r,h) (z− ζ)

r∏

k=1

1 − ak − ζ

1 − ak − z

(1 − z

1 − ζ

)r
.

(4.11)

J2(i, j) = 1{i>n}

w
j−i−1
c

(2πi)2

∮

|ω|=r1

dω

∮

|w−1|=ρ2

dw
G∗(w |N− i,∆m,∆h)

G∗(ω |N+ 1 − j,∆m,∆h) (w−ω)

(4.12)
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J3(i, j) =
w

j−i−1
c

(2πi)4

∮

|ζ|=r1

dζ

∮

|ω|=r2

dω

∮

|z−1|=ρ1

dz

∮

|w−1|=ρ2

dw (4.13)

G∗(z |n,m− r,h)G∗(w |∆n,∆m,∆h)

G∗(ζ | i,m− r,h)G∗(ω |N+ 1 − j,∆m,∆h) (z− ζ)(w−ω)(z−w)

r∏

k=1

1 − ak − ζ

1 − ak − z

(1 − z

1 − ζ

)r
.

The radii ρ1 > ρ2 > maxk{ak} and rk < 1− ρk. The matrix J4 is the same as J3 except that

the contours are ordered to satisfy ρ1 < ρ2.

4.1.3 Proof of the theorem

In order to derive the limiting formula we need to show that the matrices F1 and F2 from

Theorem 4, under KPZ-scaling (4.7) with all the parameters scaled according to (4.2),

converge to the corresponding matrices F1 and F2 from Theorem 5. In order to do so, it

suffices to show convergence of each of the matrices J1, J2, J3 and J4.

The mode of convergence required is one for which the determinant of I+ F(θ) con-

verges to the Fredholm determinant of the limit kernel. This will happen if we show the

following two things.

1. Prove that if the kernel variables u and v remain bounded then the KPZ re-scaled

kernels of each of the J matrices converge to the corresponding J matrices.

2. Establish decay estimates of the form |FT (u, v)| 6 g1(u)g2(v) for each of the KPZ

re-scaled kernels, where g1 and g2 are bounded and integrable functions over R.

One can then use the dominated convergence theorem and Hadamard’s inequality

to conclude that the Fredholm determinant of the re-scaled kernels converge to the

Fredholm determinant of their limit.

We will carry out the procedures above for the matrix J3 in order to show that it con-

verges to J3,<. The steps are entirely alike for the other J matrices; J1 converges to −J1, J2

converges to −J2 and J4 converges to J3,>. We will omit these for brevity.

In the following it is assumed that x1, x2, ξ1, ξ2 ∈ R are fixed parameters, as well as

0 < t1 < t2 are fixed. Suppose all these parameters are at most L in absolute value.

We will denote by Cq,L a constant that depends only on q and L, but whose value may

change from place to place.

Point-wise limit of J3. Under KPZ scaling, the indices i and j are written as i = n+

⌈νTu⌉ and j = n+ ⌈νTv⌉ for u, v ∈ R and νT = c0T
1/3. The KPZ rescaled kernel for J3 is

JT (u, v) = νT · J1,1(n+ ⌈νTu⌉,n+ ⌈νTv⌉).
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Consider J1,1 in the form given by (4.13) and ignore the conjugation factor w
j−i
c .

First, we choose contours for the variables ζ,ω, z,w in the four-fold contour integral

(4.13). Recall the contours from (4.9).

ζ = ζ(σ1) ∈ γ0

(
c4

wc
σ1,

c4

wc
d1

)
z = z(σ2) ∈ γ1

(
c4√
q
σ1,

c4√
q
D1

)
K = t1T ,

ω = ω(σ3) ∈ γ0

(
c4

wc
σ3,

c4

wc
d2

)
w = w(σ4) ∈ γ1

(
c4√
q
σ4,

c4√
q
D2

)
K = ∆tT .

We need to have D1/t
1/3
1 < D2/(∆t)

1/3 < mink{λk} in order to satisfy the constraint

ρ1 > ρ2 and to ensure that the poles at 1 − ak lie within the contours.

Due to the choice of contours, Lemma 5.3 of [26] (which gives decay estimates for G∗

along these contours) and some simple bookkeeping leads to the estimate

νT · (integrand of J1,1(n+ ⌈νTu⌉,n+ ⌈νTv⌉)) 6 C1e
−C2(σ

2
1+σ2

2+σ2
3+σ2

4),

so long as u and v remain bounded and where C1 and C2 are constants that depend on

u, v and the parameters ti, xi, ξi. Note the σks are variables of integration. This allows

us to use the dominated convergence theorem to find the limiting integral for JT (u, v) by

considering its point-wise limit with u, v and the σks held fixed.

If the variables σk are kept fixed, one has by Taylor expansion that

ζ(σ1) = wc +
c4

(t1T)1/3
(iσ1 − d1) +Cq,LT

− 2
3 z(σ2) = wc +

c4

(t1T)1/3
(iσ2 +D1) +Cq,LT

− 2
3

ω(σ3) = wc +
c4

(∆tT)1/3
(iσ3 − d2) +Cq,LT

− 2
3 w(σ2) = wc +

c4

(∆tT)1/3
(iσ4 +D2) +Cq,LT

− 2
3 .

Write

ζ ′ = (iσ1 −d1)/t
1/3
1 , z ′ = (iσ2 +D1)/t

1/3
1 ,ω ′ = (iσ3 −d2)/(∆t)

1/3,w ′ = (iσ4 +D2)/(∆t)
1/3.

In these new variables, at T tends to infinity, the contours become vertical lines. The

contours of ζ ′ and ω ′ become, respectively, the lines ℜ(ζ ′) = −d1/t
1/3
1 and ℜ(ω ′) =

−d2/(∆t)
1/3, oriented upwards. The z-contour becomes ℜ(z ′) = D1/t

1/3
1 , oriented down-

wards. The w-contour becomes downwardly oriented ℜ(w ′) = D2/(∆t)
1/3. If these

contours are then oriented upwards, we obtain a factor of (−1)2 = 1.

Set d ′
1 = d1/t

1/3, d ′
2 = d2/(∆t)

1/3 and D ′
1 = D1/t

1/3
1 , D ′

2 = D2/(∆t)
1/3. The constraints

on the limiting contours become d ′
1,d ′

2 > 0 and 0 < D ′
1 < D ′

2 < mink{λk}.

Having found the limit contours, we consider the behaviour of the integrand along
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these contours. By Lemma 5.2 of [26] (which stipulates the local behaviour of G∗ around

wc under KPZ scaling), if

n = K− c1xK
2/3 + c0uK

1/3, m = K+ c1xK
2/3, h = c2K+ c3ξK

1/3

and w = wc + (c4/K
1/3)w ′, then uniformly for w ′ in any compact set,

lim
K→∞

G∗(w |n,m,h) = G(w ′ | 1, x, ξ−u) = exp{(w ′)3/3 + x(w ′)2 − (ξ− u)w ′}.

Consequently, as T → ∞, one has that (recall (4.5)):

G∗(z |n,m− r,h) → G(t
1/3
1 z ′ | 1, x1, ξ1) = G(z ′ | t1, x1, ξ1),

G∗(w |∆n,∆m,∆h) → G((∆t)1/3w ′ | 1,∆x,∆ξ) = G(w ′ |∆t,∆x,∆ξ),

G∗(ζ | i,m− r,h) → G(t
1/3
1 ζ ′ | 1, x1, ξ1 − t

−1/3
1 u) = G(ζ ′ | t1, x1, ξ1)e

ζ ′u,

G∗(ω |N+ 1 − j,∆m,∆h) → G((∆t)1/3ω ′ | 1,∆x,∆ξ+ (∆t)−1/3v) = G(ω ′ |∆t,∆x,∆ξ)e−ω ′v.

Next, it is easy to see from a calculation that

νT

wc

dζdωdzdw

(z− ζ)(w−ω)(z−w)
=

dζ ′ dω ′ dz ′ dw ′

(z ′ − ζ ′)(w ′ −ω ′)(z ′ −w ′)
+Cq,LT

−1/3.

Also, (1 − z)/(1 − ζ) tends to 1 and so does its r-th power.

Finally, consider the product
∏r

k=1
1−ak−ζ
1−ak−z

. Observe that

1 − ak − ζ

1 − ak − z
=

1 − ak −wc − c4ζ
′T−1/3

1 − ak −wc − c4z ′T−1/3
=

λk − ζ ′

λk − z ′
.

So the product converges to
∏r

k=1
λk−ζ ′

λk−z ′ .

Putting it together, we find that if u and v remain bounded then JT (u, v) converges to

1

(2πi)4

∮

ℜ(ζ ′)=−d ′
1

dζ ′

∮

ℜ(ω ′)=−d ′
2

dω ′

∮

ℜ(z ′)=D ′
1

dz ′
∮

ℜ(w ′)=D ′
2

dw ′

G(z ′ | t1, x1, ξ1)G(w
′ |∆t,∆x,∆ξ)

G(ζ ′ | t1, x1, ξ1)G(ω ′ |∆t,∆x,∆ξ)
· eω

′v−ζ ′u

(z ′ − ζ ′)(w ′ −ω ′)(z ′ −w ′)

r∏

k=1

λk − ζ ′

λk − z ′
.

The constraint on the contours is that d ′
1,d ′

2 > 0 and 0 < D ′
1 < D ′

2 < mink{λk}. This limit

is precisely J1,1,< but without the conjugation factor eµ(v−u).
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Decay estimate for J3. In order to have the decay estimate on J3 for step (2) of the

limit argument, one has to include the conjugation factor eµ(v−u) for a sufficiently large

constant µ in front of the KPZ re-scaled kernel JT (u, v) of J3.

First, recall the choice of contours for the variables ζ,ω, z,w from the previous step. By

Lemma 5.3 of [26], one has the following estimates where C1 and C2 are constants that

depend only on q and L (recall all parameters ti, xi and ξi are bounded by L).

|G∗(ζ(σ1) | i,m− r,h)|−1 6 C1e
−C2σ

2
1+Ψ(u)

|G∗(ω(σ3) |N+ 1 − j,∆m,∆h)|−1 6 C1e
−C2σ

2
3+Ψ(−v)

|G∗(z(σ2) |n,m− r,h)| 6 C1e
−C2σ

2
2

|G∗(w(σ4) |∆n,∆m,∆h)| 6 C1e
−C2σ

2
4 .

Here Ψ(x) = −µ1(x)
3/2
− + µ2(x)+ for some positive constants µ1 and µ2.

It is easy to see that there is a constant C3 that depends only on q and the λks such that

∣∣∣∣∣

r∏

k=1

1 − ak − ζ

1 − ak − z
·
(1 − z

1 − ζ

)r
∣∣∣∣∣ 6 C3.

It follows from these estimates that for the KPZ re-scaled kernel JT ,

eµ(v−u) |JT (u, v)| 6 Cq,L,λ e
−µu+Ψ(u) · eµv+Ψ(−v).

Finally, observe that for µ > max{µ1,µ2}, the function e−µx+Ψ(x) is bounded and inte-

grable. This shows the decay estimate required for the second step, and completes the

argument.

4.2 Two-time distribution of the KPZ fixed point started from one-sided Brow-

nian motion

This section considers the model from the previous section when r = 1 and in the limit

λ1 → 0. As mentioned in the Introduction, this leads to the two-time distribution function

(1.6) of a limiting height interface H(x, t) that starts off from a one-sided Brownian motion.

Specifically, it is the large T joint distributional limit of

H(c1x1(t1T)
2/3, t1T) − c2(t1T)

c3(t1T)1/3
,

H(c1x2(t2T)
2/3, t2T) − c2(t2T)

c3(t2T)1/3
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for the height interface (1.2) of the polynuclear growth model with a1 =
√
q, ai = q for

i > 1 and bj = 1. Indeed, it is not too hard to see using the formula from Theorem 4 that

the two limiting operations T → ∞ and λ1 → 0 commute.

This model has been studied in [4], where it is shown that the distribution function of

H(0, 1) is F2
GOE where FGOE is the GOE Tracy-Widom distribution function (see [36]). The

single time multi-spatial distribution function is then derived in [21].

In order to state the result we need to define some kernels over L2(R). Define the

kernels K< and K> by

Ks(u, v) =eµ(v−u) 1

(2πi)4

∮

ℜ(ζ)=−d1

dζ

∮

ℜ(ω)=−d2

dω

∮

ℜ(z)=D1

dz

∮

ℜ(w)=D2

dw (4.14)

G(z | t1, x1, ξ1)G(w |∆t,∆x,∆ξ)

G(ζ | t1, x1, ξ1)G(ω |∆t,∆x,∆ξ)
· e−ζu+ωv ζ

(z− ζ)(w−ω)(z−w)z
.

The condition of the contours is that D1 < D2 if s equals < and D1 > D2 if s is >. All the

ds and Ds are positive. The conjugation constant µ is assumed to be sufficiently large.

Define also

K1(u, v) = eµ(v−u)1{v<0}
1

(2πi)2

∮

ℜ(ζ)=−d

dζ

∮

ℜ(z)=D

dz
G(z | t1, x1, ξ1)

G(ζ | t1, x1, ξ1)

e−ζu+zv ζ

(z− ζ)z
. (4.15)

Define the following functions a,b, c,d for y ∈ R and µ > 0.

a(y) = e−µy 1

2πi

∮

ℜ(ζ)=−d

dζ
e−ζy

G(ζ | t1, x1, ξ1)
,

b(y) = eµy 1{y<0} ,

c(y) = eµy 1

(2πi)2

∮

ℜ(ω)=−d

dω

∮

ℜ(w)=D

dw
G(w |∆t,∆x,∆ξ)

G(ω |∆t,∆x,∆ξ)

eωy

(w−ω)w
,

d(y) = eµy 1

2πi

∮

ℜ(ω)=−d

dω
eωy

G(ω |∆t,∆x,∆ξ)ω
.

When µ is sufficiently large these functions are bounded in absolute value by (const)×
eµ

′yAi(y). This implies the following rank 1 kernels are of trace class.

Kab(u, v) = a(u)b(v) Kac(u, v) = a(u)c(v) Kad(u, v) = a(u)d(v). (4.16)
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Theorem 6. Consider the kernel Fλ(θ) from Theorem 5 in the case r = 1 and λ1 = λ > 0. Recall

the kernels J from (4.6) as well. The following limits hold in the trace norm as λ → 0:

J1 → K1 −Kab, J3,< → K< +Kac, J3,> → K> +Kac −Kad.

The kernel J2 does not depend on λ and remains as is. Consequently, as λ → 0,

F1,λ → K1 = J2 −K1 +K< +Kab +Kac

F2,λ → K2 = K1 − J2 −K> −Kab −Kac +Kad.

The distribution function (1.6) is then given by

1

2πi

∮

|θ|=r

dθ
det

(
I+ θ1{u>0}K1 + θ−1{u60}K2

)
L2(R)

θ− 1
.

Proof. It is enough to derive the point-wise limits of the kernels J. The convergence in

trace norm holds because the parameter λ does not affect the kernel variables u and v,

and one has that J = K+ λK ′ for another trace class kernel K ′. In the following we will

derive the point-wise limit of each of the Js separately.

Limit of J1. In the formula for J1(u, v) from (4.6), push the z-contour to the right of λ.

Doing so creates a residue at z = λ, and one finds that J1(u, v) = (I) − (II) where

(I) = eµ(v−u)1{v<0}
1

(2πi)2

∮

ℜ(ζ)=−d

dζ

∮

ℜ(z)=D

dz
G(z | t1, x1, ξ1)

G(ζ | t1, x1, ξ1)

e−ζu+zv(λ− ζ)

(z− ζ)(λ− z)

with D > λ, and

(II) = eµ(v−u)1{v<0}
1

2πi

∮

ℜ(ζ)=−d

dζ
G(λ | t1, x1, ξ1)

G(ζ | t1, x2, ξ1)
e−ζu+λv.

In the limit λ → 0, term (I) tends to K1(u, v) and term (II) tends to Kab(u, v).

Limit of J3,<. In the formula for J3,< from (4.6), first move the w-contour to the right of

λ and then the z-contour. Moving the w-contour encounters no poles, but the z-contour

does at z = λ. The residue there shows that J3,<(u, v) = (I) + (II) where

(I) = same as J3,<(u, v) but with the condition that λ < D1 < D2,
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and

(II) =eµ(v−u) 1

(2πi)3

∮

ℜ(ζ)=−d1

dζ

∮

ℜ(ω)=−d2

dω

∮

ℜ(w)=D2

dw

G(λ | t1, x1, ξ1)G(w |∆t,∆x,∆ξ)

G(ζ | t1, x1, ξ1)G(ω |∆t,∆x,∆ξ)

e−ζu+ωv

(w−ω)(w− λ)

again with λ < D2.

In the limit λ → 0, term (I) tends to K<(u, v) and term (II) tends to Kac(u, v).

Limit of J3,>. In the formula for J3,>(u, v) one has D2 < D1 < λ. So, first move the

z-contour to the right of λ so that D1 > λ afterwards. This picks up a residue at z = λ,

and shows that J3,>(u, v) = (I) + (II) where

(I) = same as J3,>(u, v) from (4.6) but with D2 < λ < D1

and

(II) = same as term(II) above but with the condition D2 < λ.

In term (I), one can move the w-contour to the right of λ without encountering any

poles. Then taking the limit λ → 0 shows that this term converges to K>(u, v).

Now consider term (II). Move the w-contour to the right of λ with a residue at w = λ.

This shows that (II) = (III) + (IV) where

(III) = same as (II) but with the condition that λ < D2

and

(IV) = eµ(v−u)

∮

ℜ(ζ)=−d1

dζ

∮

ℜ(ω)=−d2

dω
G(λ | t1, x1, ξ1)G(λ |∆t,∆x,∆ξ)

G(ζ | t1, x1, ξ1)G(ω |∆t,∆x,∆ξ)

e−ζu+ωv

λ−ω
.

In the limit λ → 0, term (III) tends to Kac(u, v) and term (IV) tends to −Kad(u, v). �

Acknowledgements

We thank a referee for helpful comments, in particular, leading to a better Theorem 4.

Kurt Johansson’s research is partially supported by grant KAW 2015.0270 from the

Knut and Alice Wallenberg Foundation and grant 2015-04872 from the Swedish Science

43



Research Council (VR).

References

[1] T. Assiotis. Determinantal structures in space-inhomogeneous dynamics on interlacing

arrays. Ann. Henri Poincaré 21:909-–940, 2020 ArXiv:1910.09500

[2] J. Baik, G. Ben Arous and S. Péché. Phase transition of the largest eigenvalue for

nonnull complex sample covariance matrices. Ann. Probab 33(5):1643–1697, 2005.

ArXiv:0403022

[3] J. Baik and Z. Liu. Multi-point distribution of periodic TASEP. J. Amer. Math. Soc.

32:609–674, 2019. ArXiv:1710.03284

[4] J. Baik and E. Rains. Limiting distributions for a polynuclear growth model with external

sources. J. Stat. Phys. 100:523–541, 2000. ArXiv:0003130.

[5] G. Barraquand, P. Le Doussal and A. Rosso. Stochastic growth in time dependent

environments. Phys. Rev. E 101:040101, 2020. ArXiv:1909.11557

[6] R. Basu and S. Ganguly. Time correlation exponents in last passage percolation.

preprint, 2018. ArXiv:1807.09260

[7] A. Borodin, P. L. Ferrari and T. Sasamoto. Large time asymptotics of growth models on

space-like paths II: PNG and parallel TASEP. Comm. Math. Phys. 283:417–449, 2008.

ArXiv:0707.4207

[8] A. Borodin and V. Gorin. Lectures on integrable probability. In Probability and Sta-

tistical Physics in St. Petersburg, Proceedings of Symposia in Pure Mathematics,

volume 91, pp. 155–214, 2016. ArXiv:1212.3351

[9] A. Borodin and S. Péché. Airy kernel with two sets of parameters in directed percolation

and random matrix theory. J. Stat. Phys 132:275–290, 2008. ArXiv:0712.1086

[10] I. Corwin. The Kardar-Parisi-Zhang equation and universality class. Random Matrices

Theory Appl. 1(1):1130001, 2012. ArXiv:1106.1596

[11] I. Corwin, P. L. Ferrari and S. Péché. Limit processes for TASEP with shocks and

rarefaction fans. J. Stat. Phys. 140(2):232–267, 2010. ArXiv:1002.3476

[12] I. Corwin, P. L. Ferrari and S. Péché. Universality of de-correlation in KPZ growth.

Ann. Inst. Henri Poincaré Probab. Stat. 48:134–150, 2012. ArXiv:1001.5345

44

https://arxiv.org/abs/1910.09500
https://arxiv.org/abs/math/0403022
https://arxiv.org/abs/1710.03284
https://arxiv.org/abs/math/0003130
https://arxiv.org/abs/1909.11557
https://arxiv.org/abs/1807.09260
https://arxiv.org/abs/0707.4207
https://arxiv.org/abs/1212.3351
https://arxiv.org/abs/0712.1086
https://arxiv.org/abs/1106.1596
https://arxiv.org/abs/1002.3476
https://arxiv.org/abs/1001.5345


[13] D. Dauvergne, J. Ortmann and B. Virág. The directed landscape. preprint, 2018.

ArXiv:1812.00309

[14] A. B. Dieker and J. Warren. Determinantal transition kernels for some interacting

particles on the line. Ann. Inst. Henri Poincaré Probab. Stat. 44(6):1162–1172, 2008.

ArXiv:0707.1843

[15] J. De Nardis and P. Le Doussal. Two-time height distribution for 1D KPZ

growth: the recent exact result and its tail via replica. J. Stat. Mech. 093203, 2018.

ArXiv:1804.01948

[16] J. De Nardis, P. Le Doussal and K. A. Takeuchi. Memory and universality in interface

growth. Phys. Rev. Lett. 118: 125701, 2017. ArXiv:1611.04756

[17] E. Emrah. Limit shapes for inhomogeneous corner growth models with exponen-

tial and geometric weights. Electron. Commun. Probab. 21, Article no. 42, 2016.

ArXiv:1502.06986

[18] E. Emrah, C. Janjigian and T. Seppalainen. Flats, spikes and crevices: the evolving

shape of the inhomogeneous corner growth model. preprint 2019. ArXiv:1908.09319.

[19] P. L. Ferrari and A. Occelli. Time-time covariance for last passage percolation with

generic initial profile. Math. Phys. Anal. Geom. 22:1, 2019. ArXiv:1807.02982

[20] J. Gravner, C.A. Tracy and H. Widom. A growth model in a random environment.

Ann. Probab 30:1340–1368, 2002. ArXiv:0011150

[21] T. Imamura and T. Sasamoto. Fluctuations of the one-dimensional polynuclear growth

model with external sources. Nucl. Phys. B 699:503–544, 2004. ArXiv:0406001

[22] K. Johansson. Discrete polynuclear growth and determinantal processes.

Comm. Math. Phys. 242:277–295, 2003. ArXiv:0206208

[23] K. Johansson. Random matrices and determinantal processes. Mathematical Statistical

Physics, Session LXXXIII: Lecture Notes of the Les Houches Summer School 2005.

ArXiv:0510038

[24] K. Johansson. A multi-dimensional Markov chain and the Meixner ensemble. Ark. Mat.

48:437–476, 2010. ArXiv:0707.0098

[25] K. Johansson. The two-time distribution in geometric last-passage percolation.

Probab. Theory Relat. Fields 175:849–895, 2019. ArXiv:1802.00729

[26] K. Johansson and M. Rahman Multi-time distribution in discrete polynuclear growth

preprint, 2019. ArXiv:1906.01053

45

https://arxiv.org/abs/1812.00309
https://arxiv.org/abs/0707.1843
https://arxiv.org/abs/1804.01948
https://arxiv.org/abs/1611.04756
https://arxiv.org/abs/1502.06986
https://arxiv.org/abs/1908.09319
https://arxiv.org/abs/1807.02982
https://arxiv.org/abs/math/0011150
https://arxiv.org/abs/math-ph/0406001
https://arxiv.org/abs/math/0206208
https://arxiv.org/abs/math/0510038
https://arxiv.org/abs/0707.0098
https://arxiv.org/abs/1802.00729
https://arxiv.org/abs/1906.01053


[27] M. Kardar, G. Parisi and Y.-C. Zhang. Dynamic scaling of growing interfaces.

Phys. Rev. Letts. 56:889–892, 1986.

[28] A. Knizel, L. Petrov and A. Saenz. Generalizations of TASEP in discrete and continu-

ous inhomogeneous space. Comm. Math. Phys. 372:797–864, 2019. ArXiv:1808.09855

[29] J. Krug and H. Spohn. Kinetic Roughening of Growing Interfaces. In Solids far from

Equilibrium: Growth, Morphology and Defects, ed. by C. Godrèche. Cambridge

University Press, pp. 479–582, 1992.

[30] Z. Liu Multi-time distribution of TASEP. preprint, 2019. ArXiv:1907.09876.

[31] K. Matetski, J. Quastel and D. Remenik. The KPZ fixed point. preprint, 2017.

ArXiv:1701.00018

[32] A. Okounkov. Infinite wedge and random partitions. Selecta Math. 7, Article no. 57,

2001. ArXiv:9907127

[33] M. Prähofer and H. Spohn. Scale invariance of the PNG droplet and the Airy process.

J. Stat. Phys. 108:1071–1106, 2002. ArXiv:0105240

[34] J. Quastel. Introduction to KPZ. In Current Developments in Mathematics. Inter-

national Press of Boston, Inc., 2011.

[35] A. Rákos and G. M. Schütz. Bethe ansatz and current distribution for the TASEP with

particle-dependent hopping rates. Markov Process. Related Fields 12: 323–334, 2006.

ArXiv:0506525

[36] C.A. Tracy and H. Widom. On orthogonal and symplectic matrix ensembles.

Comm. Math. Phys. 177(3):727–754, 1996.

[37] J. Warren. Dyson’s Brownian motions, intertwining and interlacing. Elec-

tron. J. Probab. 12(19):573–590, 2007. ArXiv:0509720

46

https://arxiv.org/abs/1808.09855
https://arxiv.org/abs/1907.09876
https://arxiv.org/abs/1701.00018
https://arxiv.org/abs/math/9907127
https://arxiv.org/abs/math/0105240
https://arxiv.org/abs/cond-mat/0506525
https://arxiv.org/abs/math/0509720

	1 Introduction
	2 Computations for the inhomogeneous model
	2.1 Markovian transition probability
	2.2 Multi-spatial distribution at a single time

	3 The two-time distribution
	3.1 Two-time distribution of the inhomogeneous model
	3.2 Exponential last passage percolation

	4 Asymptotics and scaling limits
	4.1 Baik-BenArous-Péché distribution at two times
	4.2 Two-time distribution of the KPZ fixed point started from one-sided Brownian motion


