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Abstract: The use of potential fields in fluid dynamics is retraced, ranging from classical potential
theory to recent developments in this evergreen research field. The focus is centred on two major
approaches and their advancements: (i) the Clebsch transformation and (ii) the classical complex
variable method utilising Airy’s stress function, which can be generalised to a first integral
methodology based on the introduction of a tensor potential and parallels drawn with Maxwell’s
theory. Basic questions relating to the existence and gauge freedoms of the potential fields and
the satisfaction of the boundary conditions required for closure are addressed; with respect to (i),
the properties of self-adjointness and Galilean invariance are of particular interest. The application
and use of both approaches is explored through the solution of four purposely selected problems;
three of which are tractable analytically, the fourth requiring a numerical solution. In all cases,
the results obtained are found to be in excellent agreement with corresponding solutions available in
the open literature.
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1. Introduction

In various branches of physics, potentials continue to be used as additional auxiliary fields for the
advantageous reformulation of one or more governing equations. Classical electrodynamics serves as
a prime illustrative example of their use [1], enabling Maxwell equations in their commonly expressed
form, comprised of two scalar and two vector equations for the two observables—electric field ~E and
magnetic flux density ~B—to be formulated differently in terms of the derivatives of a scalar potential
ϕ and a vector potential ~A, such that ~E = −∇ϕ− ∂t ~A and ~B = ∇× ~A, respectively; in which case,
two of the four Maxwell equations are fulfilled identically while the other two form a self-adjoint
pair—i.e., can be obtained from a variational principle. Moreover, followed by proper gauging of
the potential fields, a fully decoupled form of Maxwell’s equations in terms of two inhomogeneous
d’Alembert equations is obtained. From a mathematical viewpoint, amendments to the original
equations comprise:
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• A reduction in the number of equations and unknowns;
• Self-adjointness of the equations;
• A full decoupling of the equations;
• Transformation of the equations to a known mathematical type.

Despite the above benefits, a historical debate reaching back to Heaviside [2,3] has surrounded the
Maxwell potentials and their rationale, which were not free of polemics [4–6]. A major objection against
the use of potential fields has surrounded their mathematical non-uniqueness, implying that they are
not observable by physical measurements. In the case of the Maxwell potentials, the transformation

~A→ ~A′ = ~A +∇χ (1)

ϕ→ ϕ′ = ϕ− ∂tχ (2)

in terms of an arbitrary scalar field χ defines an alternative set of potentials related identically to the
observable fields ~E and ~B. The non-uniqueness of the original Maxwell potentials does not reflect
a weak point in the theory; on the contrary, it defines a symmetry that has proven formative in
the usage of potential fields in modern theoretical physics as well as ground-breaking with respect
to the subsequent development of gauge theory [7]. Each of which confirm Maxwell’s theory to
be a significant reference point for other field theories, an obvious example being the potential
representation of the Weyl tensor in general relativity [8,9].

Subsequently, based on the publications of Ehrenberg and Siday [10], Aharonov and Bohm [11],
the so-called Aharonov–Bohm solenoid effect—which takes place when the wave function of a charged
particle passes around a long solenoid and experiences a phase shift as a result of the enclosed magnetic
field, despite the magnetic field being negligible outside the solenoid—gave rise to a second debate
concerning the physical meaning of the vector Potential ~A. This effect is frequently misunderstood:
it does not allow for a point-wise “measurement” of ~A since only the integral magnetic flux can be
determined from the phase shift, while the gauge transformation in Equation (1) is still a symmetry
of the Schrödinger–Maxwell theory predicting the effect properly; thus any gradient field ∇χ can be
added to the vector potential ~A leading to the same experimental result. Nevertheless, the question still
remains an open one as to what physical role the vector potential plays and controversy surrounding
it persists; see, for example, [12–18].

In summary, the use of potentials is motivated from both a mathematical and physical viewpoint:
mathematically the original equations can be manipulated in beneficial ways, while physically new
insight concerning the structure of the theory is provided via the reformulated equation set. Both of
these aspects are considered subsequently.

The particular aim henceforth is to demonstrate the application of potential methods to fluid
mechanics. As is well known in the case of an incompressible inviscid irrotational fluid flow,
by expressing the velocity field ~v in terms of a scalar potential ϕ:

~v = ∇ϕ (3)

the associated equations of motion are reduced to Bernoulli’s equation, resulting as a first integral of
Euler’s equations together with a Laplace equation

∇2 ϕ = 0 (4)

for the potential via the continuity equation. Since Bernoulli’s equation is essentially the conditional
equation for the pressure field, only Equation (4) remains to be solved, elevating potential flow theory
to the status of an essential topic in standard fluid dynamics text books [19–22]. Despite the obvious
advantage of making various flow problems more tractable, the approach is restricted to inviscid and
irrotational barotropic flows. In order to extend the methodology to encompass a wider range of flow
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problems, generalisations of and alternatives to Equation (3) have emerged. Of these, the following
two major strands only are explored in the present work:

1. The so-called Clebsch transformation [19,20,23] and related methodologies enabling, in the first
instance, Euler’s equation to be reformulated as a generalised Bernoulli equation complemented
with two transport equations for the Clebsch potentials. The approach was subsequently
generalised to encompass baroclinic flow by Seliger and Witham [24], but still with the restriction
that the flow is inviscid and heat conduction absent. Note that the Clebsch transformation has
been applied to physical problems beyond fluid mechanics including Maxwell theory in classical
electrodynamics [25], the field of Magnetohydrodynamics [26], relativistic dynamical systems [27]
and even in relation to quantum theory within the context of (a) the quantisation of vortex tubes
Madelung [28], Schoenberg [29], (b) generalised membranes [30] and (c) relativistic quantum
vorticity [31].

2. The complex variable method, developed in the first half of the 20th century and originally related
to problems in plane linear elasticity [32,33]. The method was subsequently adopted by the
fluid mechanics community: in the case of 2D Stokes flow (Re→ 0) it has led to solutions based
on a complex-valued Goursat representation of the stream function in terms of two analytic
functions, which has been generalised incrementally, starting with Legendre [34] and followed
by Coleman [35], Ranger [36], and Scholle et al. [37], Marner et al. [38], resulting finally in an
exact complex-valued first integral of the 2D unsteady NS equations, based on the introduction of
an auxiliary potential field. A further generalisation to 3D viscous flow has been achieved
only recently using a tensor potential in place of the complex potential field employed in
two-dimensions [39].

Historically, both approaches have been subject to limitations on their usage: the Clebsch
transformation originated for the case of inviscid flow (Re→ ∞) and the complex variable method for
that of 2D Stokes flow (Re→ 0). Recent advancements have lifted these restrictions. In this review,
the origin and evolution of both methods is retraced and potential future developments highlighted.
Section 2 considers the Clebsch transformation, starting from its origins in inviscid barotropic flow
theory, Section 2.1. After commenting on the global existence of the Clebsch variables, Section 2.2,
it is demonstrated via a rigorous symmetry analysis, Section 2.2, that the Clebsch representation of
the velocity is a natural outcome of Galilean invariance via Noether’s theorem. An extended Clebsch
transformation for viscous flow is then presented in Section 2.3 and followed, Section 2.4, by applying
it to the problem of viscous stagnation flow. The complex variable method and its progression to
a tensor potential approach is outlined in Section 3, beginning in Section 3.1 with the use of Airy’s
stress function with respect to steady-state equilibrium conditions for an arbitrary continuum in
general and for Stokes’s flow in particular. In Section 3.2, the approach is generalised to encompass
the full unsteady 2D-NS equations, utilising a complex potential. A serendipitous benefit is that of
enabling the integration of the dynamic boundary condition along a free surface, or interface, and its
reduction to a standard form, as shown in Section 3.3, as subsequently utilised in Section 3.4 for the
numerical solution of a free surface film flow problem. Latterly, a particularly noteworthy advance,
Section 3.5, has been that of overcoming the 2D restriction. This has been achieved by rearranging
the complex equations in a tensor form leading to a potential-based first integral of the full 3D-NS
equations with a seamless extension to an analogous form of the 4D relativistic energy momentum
equations. Concluding remarks are provided in Section 4.

Finally, it would be remiss and incomplete not to point out that in the field of fluid mechanics
other approaches to the use of potentials for solving the equations of motion exist that have not been
considered in the present text. In this sense and as instructive examples, the reader is referred to the
work of Papkovich and Neuber [40], Lee et al. [41], Greengard and Jiang [42].
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2. Clebsch Transformation Approach

2.1. The Clebsch Transformation for Inviscid Flows

For inviscid flow, Clebsch [19,20,23] proposed a non-standard potential representation for the
velocity field, in terms of the so-called Clebsch variables ϕ, α, β, of the form:

~u = ∇ϕ + α∇β . (5)

From a mathematical viewpoint, the potential representation in Equation (5) is a decomposition
of the velocity field into a curl-free part ∇ϕ and a helicity-free part α∇β. Schoenberg [29] has shown
that the above decomposition is not unique; by applying the gauge transformation:

ϕ −→ ϕ′ = ϕ + f (α, β, t)

α −→ α′ = g(α, β, t) (6)

β −→ β′ = h(α, β, t)

an equivalent set of Clebsch variables ϕ′, α′, β′ is given if and only if the functions f , g, h fulfil the
following two PDEs:

∂ f
∂β

+ g
∂h
∂β

= α , (7)

∂ f
∂α

+ g
∂h
∂α

= 0 . (8)

By applying Equation (5) to Euler’s equations for inviscid flows, one obtains:

~0 =
D~u
Dt

+∇[P + U] = ∇
[

∂ϕ

∂t
+ α

∂β

∂t
+

~u2

2
+ P ($) + U

]
+

Dα

Dt
∇β− Dβ

Dt
∇α , (9)

with the pressure function P ($) =
´

$−1dp and U the specific potential energy of the external force.
The operator D/Dt = ∂/∂t + ~u · ∇ is the material time derivative. Being basically of the form:

∇ [· · · ] + [· · · ]∇α + [· · · ]∇β =~0 , (10)

this vector equation can be decomposed according to:

∂ϕ

∂t
+ α

∂β

∂t
+

~u2

2
+ P + U = F(α, β, t), (11)

Dα

Dt
= −∂F

∂β
, (12)

Dβ

Dt
=

∂F
∂α

, (13)

containing an unknown function F(α, β, t); which, making use of the gauge transformation of
Equation (6), leads to F → 0. The above three scalar field equations represent a first integral of
Euler’s equations and are self-adjoint. However, their most intriguing feature is that the vorticity:

~ω =
1
2
∇× ~u =

1
2
∇α×∇β, (14)

is given by the two scalar fields α, β, only. Hence, the vortex dynamics is reduced to and conveniently
captured by the two transport Equations (12) and (13). This beneficial feature has been exploited by,
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for example, Prakash et al. [43], who utilised the Clebsch transformation as a generalisation of classical
potential theory for the simulation of bubble dynamics.

Another beneficial feature of the transformed field equations is their self-adjointness: they result
from a variational principle:

δ

t2ˆ

t1

˚

V

` ($, α, ∂ϕ, ∂β,~x, t)dVdt = 0, (15)

with respect to free and independent variation of the four fields $, ϕ, α, β and their first order spatial
and temporal derivatives for fixed values at initial and final time, t1,2, with the Lagrangian given
as [25]:

` ($, α, ∂ϕ, ∂β,~x, t) = −$

[
∂ϕ

∂t
+ α

∂β

∂t
+

1
2
(∇ϕ + α∇β)2 + e ($) + U (~x, t)

]
, (16)

for the specific elastic energy e ($) fulfilling e ($) + $e′ ($) = P ($). For generalisations of the above
variational principle toward thermal degrees of freedom, reference is made to [24,44–46].

2.2. A Note on the Global Existence of the Clebsch Variables

When introducing potentials as auxiliary fields, their existence has to be clarified first. Referring
to the classical example ~u = ∇ϕ from potential theory corresponding to the special case of the
Clebsch representation in Equation (5) with α = β = 0, it is obvious that it applies only to vortex-free
fields, i.e., ∇ × ~u = ~0. However, according to Equation (14), velocity fields with non-vanishing
vorticity (Equation ((14)) can be considered, but not arbitrary ones, as demonstrated in the following,
Moreau [47], Moffatt [48] having identified the helicity

H =

˚

V

2~u · ~ωdV (17)

as a decisive quantity in the case of inviscid fluid flow. Under the assumption that the potential
ϕ is continuously differentiable and single-valued then by expressing, via Equations (5) and (14),
the velocity and the vorticity in terms of the Clebsch variables and their gradients, the helicity density
can be re-written as:

2~u · ~ω = [∇ϕ + α∇β] · (∇α×∇β) = ∇ϕ · (∇α×∇β) ,

= ∇ϕ · ~ω = 2∇ · (ϕ~ω)− 2ϕ∇ · ~ω︸ ︷︷ ︸
~0

implying, utilising Gauss’s theorem with ∂V denoting the surface of the flow domain and~n the normal
vector, the global helicity to be:

H = 2
˚

V

∇ · (ϕ~ω)dV =

‹

∂V

ϕ~ω ·~ndA . (18)

The issue raised by the above formula is the occurrence of the potential ϕ as a non-observable in
the sense that it can, according to Equation (6), be replaced by a re-gauged potential ϕ′ = ϕ + f (α, β),
leading to a corresponding helicity given by:

H′ = H + 2
‹

∂V

f (α, β) ~ω ·~ndA . (19)



Water 2020, 12, 1241 6 of 29

Since, due to its definition (Equation ((17)), the helicity is an observable and therefore
a gauge-invariant quantity, i.e., H′ = H, the integral on the right hand of Equation (19) has to
vanish for any choice of the function f (α, β), implying that ~ω ·~n = 0 along the entire boundary
∂V of the flow domain. Finally, the latter implies also that the helicity vanishes. As a consequence,
the classical Clebsch transformation with continuously differentiable and single-valued potentials only
applies to flows the total helicity of which is zero.

There are two different approaches to overcoming this restriction: the first utilises a multi-valued
potential ϕ, as demonstrated by Yahalom [49], Yahalom and Lynden-Bell [50]; the second is based on the
use of multiple pairs of variables, such as~u = ∇ϕ+ α1∇β1 + α2∇β2 + · · · , in the sense that the number
of pairs has to be chosen adequately depending on the topological features of the respective individual
flow problem—such flows with closed vortex lines that form linked rings or ones with isolated points
of zero vorticity are discussed, for example, by Balkovsky [51], Yoshida [52]. More recent work
on this topic is presented by Ohkitani and Constantin [53], Cartes et al. [54], Ohkitani [55]. However,
independently of the question of how many pairs of Clebsch variables are useful for representing the
topology of a flow, there is a minimum number of two pairs for which global existence can be granted,
as demonstrated in Appendix A.

Subsequently, for convenience, attention is paid to the classical form in Equation (5) only on the
understanding that an extension via more pairs of variables is possible if required.

Derivation of a Clebsch-Like Form by Galilean Invariance and Self-Adjointness

The question of global existence discussed briefly above, Section 2.2, has become a research topic
to which many research groups have contributed over several decades, while the use of the Clebsch
variables remained restricted to the realm of inviscid flows. In contrast, the focus here is to provide
a rationale for the use of Clebsch variables for arbitrary continuous physical systems, the dynamics
of which are assumed to be given by a variational principle, following an in-depth analysis of the
underlying Galilean group and its consequences for the resulting balances of mass and momentum.

If a system is physically closed, i.e., isolated from the surrounding, its equations of motion are
invariant with respect to the following four universal symmetry transformations of the Galilean group,
corresponding to homogeneity of time and space, isotropy of space and equality of all inertial frames:

time translations:
t→ t′ = t + τ (20)

space translations:
~x → ~x′ = ~x +~s (21)

rigid rotations:
~x → ~x′ = R~x (22)

Galilei boosts:
~x → ~x′ = ~x− ~u0t (23)

Here, the scalar τ, the two vectors~s and~u0 and the unitary matrix R fulfilling RTR = 1 and det R =

1 are constants. Via Formulae (20)–(23) the four symmetries are obviously well-defined for discrete
systems; for instance, systems of point masses in Newtonian mechanics. For continuous systems,
the situation is essentially different: in field theories, the Formulae (20)–(23) have to be supplemented by
the respective transformation formulae for the fields in order to define the transformations completely.
For demonstration purposes consider the Lagrangian (16) for inviscid barotropic flows in the absence
of external forces, U = 0:

`
(
$, α, ϕ̇,∇ϕ, β̇,∇β

)
= −$

[
ϕ̇ + αβ̇ +

1
2
(∇ϕ + α∇β)2 + e ($)

]
, (24)
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where the dot indicates the partial time derivative ∂/∂t. Obviously, the Lagrangian (24) is invariant
with respect to space and time translations in Equations (20), (21) and rigid rotations (22) if the
four fields, $, ϕ, α, β are assumed to be likewise invariant. In contrast, invariance with respect to Galilei
boosts requires the first Clebsch variable ϕ to be transformed according to [26]:

ϕ→ ϕ′ = ϕ− ~u0 ·~x +
~u2

0
2

t , (25)

implying, according to Equation (5), that consequently ~u → ~u′ = ~u− ~u0 for the velocity field and
compensating the non-invariance ∂/∂t → ∂/∂t + ~u0 · ∇ of the partial time derivatives occurring in
the Lagrangian. The fact that the Galilei boost becomes manifest as a combination of the geometric
transformation in Equation (23) with the gauge transformation in Equation (25) is an unfavourable
feature since, for each physical system depending on an arbitrary set of fields, the transformation
formulae for the fields involved have to be defined individually. However, there is a way to eliminate
this disadvantage: by means of the substitution:

ϕ = Φ + ζ , (26)

with the generating field:

ζ :=
~x 2

2t
. (27)

The Lagrangian (24) can be re-written in the alternative form:

˜̀
(

$, α,
◦
Φ,∇Φ,

◦
β,∇β

)
= −$

[
◦
Φ +α

◦
β +

1
2
(∇ϕ + α∇β)2 + e ($)

]
, (28)

where the ring symbol ◦ indicates the dual time derivative [56]:

◦
Φ=

{
∂

∂t
+∇ζ · ∇

}
Φ , (29)

which in contrast to the conventional time derivative is invariant with respect to Galilei boosts.
As a consequence, the Lagrangian in its alternative form in Equation (28), subsequently called the dual
representation, proves to be invariant with respect to Galilei boosts if all fields including Φ are assumed
to be likewise invariant. Thus, the essence of the dual representation in Equation(28) is that Galilei
boosts become manifest as pure geometrical transformations without the need to combine them with
a re-gauging of potentials. Vice versa, for the dual Lagrangian (28), time and space translations become
manifest as mixed transformations consisting of a geometric part in combination with a re-gauging of
the potential Φ [56]. Subsequently, a Lagrangian is termed strictly invariant if it is invariant with respect
to a purely geometric transformation without the need of re-gauging one of the potential fields. In this
sense, Equation (24) is strictly invariant with respect to space and time translations while Equation (28)
is strictly invariant with respect to Galilei boosts but not vice versa.

This poses the question of whether the coexistence of two different representations of a given
Lagrangian, one being strictly invariant with respect to space and time translations and the other one
being strictly invariant with respect to Galilei boosts, is an individual feature of the theory of inviscid
barotropic flows or if other examples exist. Scholle [56] undertook a rigorous analysis to investigate
this question, arriving at the conclusion that this coexistence is a universal property of every continuum
being ruled by self-adjoint equations of motions invariant with respect to the full Galilean group: if
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the state of a continuous system is defined by N independent fields ψi , i = 1 · · · , N and its evolution
determined by a variational principle:

δ

t2ˆ

t1

˚

V

` (ψi, ψ̇i,∇ψi)dVdt = 0 , (30)

based on free and independent variation of the fields ψi and their first order spatial and temporal
derivatives for fixed values at the initial and final time, t1,2, then a variable transformation

ψi = Ki
(
Ψj, ζ,∇ζ

)
, (31)

exists with the generating field ζ defined via Equation (27), fulfilling the identity:

`
(
Ki
(
Ψj, ζ,∇ζ

)
, K̇i
(
Ψj, ζ,∇ζ

)
,∇Ki

(
Ψj, ζ,∇ζ

))
=`

(
Ψi,

◦
Ψi,∇Ψi +

1
t
~Ki
(
Ψj
))

, (32)

~Ki
(
Ψj
)

:= lim
ζ,∇ζ→0

∂Ki
∂(∇ζ)

, (33)

giving rise to the dual representation of the Lagrangian on the right hand of Equation (32) depending

on the dual time derivatives
◦
Ψi= Ψ̇i +∇ζ · ∇Ψi of the transformed fields.

Since the conventional representation ` (ψi, ψ̇i,∇ψi) is obviously strictly invariant with respect

to space and time translations while the dual representation `

(
Ψi,

◦
Ψi,∇Ψi + ~Ki

(
Ψj
)

/t
)

is strictly

invariant with respect to Galilei boosts, simultaneous invariance with respect to translations and Galilei
boosts is granted by Equation (32), which consequentially can be understood as a collective symmetry
criterion for the Galilean group and has to be fulfilled by any Lagrangian related to a physically closed
continuous system. One implication is that the gauge transformation:

ψi → ψi
′ = Ki

(
ψj, ε, 0

)
(34)

is likewise defined as being a symmetry transformation of the Lagrangian. This induced gauge
transformation is remarkable since it is an indirect consequence of the Galilean invariance.

The above-mentioned general properties of Lagrangians in continuum theory entail additional
general implications for the physical balances resulting from the variational Principle (30) by utilising
Noether’s theorem [57–59], the essence of which is that each Lie symmetry of the Lagrangian gives rise
to a physical balance equation and to a canonical definition of the density and flux density involved.
In the present context, the balances for mass and momentum,

∂$

∂t
+∇ · ($~u) = 0 , (35)

∂~p
∂t

+∇ ·Π =~0 , (36)
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are related (via Noether’s theorem) to the induced gauge Transformation (34) and (from the space
translation in Equation (21)) with the mass density $, the mass flux density~j = $~u, the momentum
density ~p and the momentum flux density Π which are given by [56]:

$ = − ∂`

∂ψ̇i
K0i
(
ψj
)

, (37)

~j = $~u = − ∂`

∂∇ψi
K0i
(
ψj
)

, (38)

~p = − ∂`

∂ψ̇i
∇ψi , (39)

Π = `1− ∂`

∂∇ψi
⊗∇ψi , (40)

with the infinitesimal Generator K0i
(
ψj
)

defined as:

K0i
(
Ψj
)

:= lim
ζ,∇ζ→0

∂Ki
∂ζ

. (41)

In Equations (37)–(40) and subsequently, the following Einstein notation is utilised: an index variable
appearing twice in a single term implies summation of that term over all values of the index.

Note that in contrast to classical continuum mechanics, the mass flux density and the momentum
density need not to be equal. The difference between both, ~p ∗ := ~p −~j = ~p − $~u, is called the
quasi-momentum density and can be interpreted as contributions to the momentum due to non-material
degrees of freedom, for example, electromagnetic fields, thermal fields and also due to phenomena
beyond the scope of continuum theories on a molecular scale, for example, Brownian motion.
After analysing the Noether balance resulting from Galilei-boosts, a constitutive relation between
momentum and mass flux can be identified [56] implying the identity:

~p ∗ = − ∂

∂t

[
∂`

∂ψ̇i
~Ki
(
ψj
)]
−∇ ·

[
∂`

∂∇ψi
⊗ ~Ki

(
ψj
)]

. (42)

for the quasi-momentum density.
In classical continuum mechanics, mass flux density and momentum density are assumed

to be equal, implying ~p ∗ = ~0, which according to Equations (42) and (33) requires the variable
Transformation (31) to be independent of ∇ζ, leading to a drastic mathematical simplification of
Criterion (32) and allowing derivation of the following universal scheme for Lagrangians [56]: without
loss of generality the conventional representation of the Lagrangian can be written in terms of N fields,
(ψi) = (ϕ, ϑ1, · · · , ϑN−1) as:

`
(

ϕ̇,∇ϕ, ϑj, ϑ̇j,∇ϑj
)
= L

(
ω, ϑj,

�
ϑj,∇ϑj

)
, (43)

with the abbreviations:

ω := ϕ̇ +
1
2
(∇ϕ)2 , (44)

�
ϑj := ϑ̇j +∇ϕ · ∇ϑj , j = 1, · · · , N − 1 , (45)

fulfilling Criterion (32) for the following form of the variable Transformation (31):

ϕ = Φ + ζ , (46)

ϑj = Θj , j = 1, · · · , N − 1 . (47)
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Consequently, the Lagrangian (24) for inviscid barotropic flows corresponds to the universal

Scheme (43) with L = −$
[
ω + α

�
β + 1

2 (α∇β)2 + e ($)
]

but also any other Lagrangian of a continuous
system with Galilean invariance and equality of momentum density and mass flux density. Moreover,
in [56], it is certified that the velocity field fulfils all transformation rules with respect to the Galilean
Group in any case.

For the universal Scheme (43), the mass density (Equation ((37)) simplifies to

$ = − ∂L
∂ω

, (48)

while the momentum density, which equals the mass flux density, according to Equation (39), becomes:

$~u = ~p = − ∂L
∂ω︸ ︷︷ ︸
$

∇ϕ− ∂L

∂
�
ϑi

∇ϑi , (49)

Therefore, the velocity field takes the form:

~u = ∇ϕ + γi∇ϑi , (50)

of a generalised Clebsch representation with:

γi = γi

(
ω, ϑj,

�
ϑj,∇ϑj

)
:= −1

$

∂L

∂
�
ϑi

. (51)

The surprising result from the above investigations is that the Clebsch representation of the
velocity field is an inevitable consequence of the Galilean invariance. More precisely, the essence of the
above can be formulated in the following theorem:

Theorem 1. If a continuum, no matter whether it is a solid or a fluid, fulfils the following three requirements:

• Its dynamics are deducible from Hamilton’s Principle (30),
• The associated Lagrangian fulfils Galilean invariance, i.e., invariance with respect to (21–23),
• Equivalence ~p = $~u of momentum density and mass flux density is given,

then the velocity field takes, via Noether’s theorem, the analytic form (Equation (50)) of a (generalised) Clebsch
representation.

In terms of the above theorem, the Clebsch representation is substantiated from fundamental
symmetries in physics.

2.3. An Extended Clebsch Transformation for Viscous Flow

Consider now the NS equations together with the continuity equation:

D~u
Dt
− ν∆~u +∇

[
p
$
+ U

]
= ~0 , (52)

∇ · ~u = 0 , (53)

assuming incompressible flow according to Equation (53), commensurate with the classical theory
of viscous flow [19], such that ν denotes the kinematic viscosity. As demonstrated in Section 2.1 for
inviscid flow, the key feature of the Clebsch transformation is that it enables the Euler equations to be
written in the form of Equation (10), being a natural outcome of the mathematical structure of inviscid
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flow theory. For the viscous case, it is less obvious how the transformation applies, since the specific
viscous force −ν∆~u in the NS equations reads, when written in terms of the Clebsch variables, as:

− ν∆~u = 2ν∇× ~ω− 2ν∇ (∇ · ~u)︸ ︷︷ ︸
0

= ν∆β∇α− ν∆α∇β− ν (∇α · ∇)∇β + ν (∇β · ∇)∇α , (54)

which does not correspond directly to the mathematical Scheme (10). Despite this, it is shown
in [60] that it is possible to decompose the viscous term according to Equation (10) by introducing
an additional field ξ. In addition and as demonstrated subsequently, this procedure applies to any
vector field, not only to the specific viscous friction force (Equation (54)).

Theorem 2. Let~a be an arbitrary vector field, ~u the velocity field given in Clebsch representation according to
Equation (5) based on the Clebsch variables ϕ, α, β and ~ω the vorticity given according to Equation (14). Then,
a decomposition of~a according to Scheme (10) is always possible, i.e., three fields ξ, λ and µ exist fulfilling:

~a = ∇ξ + λ∇α + µ∇β , (55)

for prescribed fields α, β where the auxiliary field ξ results as the solution of the conditional equation:

~ω · ∇ξ = ~ω ·~a (56)

and the two coefficients λ, µ explicitly as:

λ =
~ω× [~a−∇ξ]

2~ω2 · ∇β , (57)

µ = − ~ω× [~a−∇ξ]

2~ω2 · ∇α . (58)

Proof. The conditional Equation (56) is obtained by taking the inner product of Equation (55) with
2~ω = ∇α×∇β. Once having solved Equation (56), the identity:

~ω× (~ω× [~a−∇ξ]) = ~ω (~ω · [~a−∇ξ])︸ ︷︷ ︸
0

− [~a−∇ξ] ~ω2 = −~ω2 [~a−∇ξ] (59)

follows and therefore:

~a−∇ξ =
(~ω× [~a−∇ξ])× ~ω

~ω2 =
(~ω× [~a−∇ξ])× (∇α×∇β)

2~ω2

=
(~ω× [~a−∇ξ]) · ∇β

2~ω2︸ ︷︷ ︸
=:λ

∇α− (~ω× [~a−∇ξ]) · ∇α

2~ω2︸ ︷︷ ︸
=:µ

∇β (60)

as the desired decomposition of ~a − ∇ξ as a linear combination of ∇α and ∇β according to
Equation (55).

Like the Clebsch variables Φ, α, β, the auxiliary field ξ is not uniquely given, since any particular
solution ξp of the inhomogeneous linear first order PDE (56) can be superposed with any solution
ξh of the respective homogeneous PDE ~ω · ∇ξh = 0. Since three independent solutions are given by
α, β and t, the mathematical theory of linear first order PDE implies ξh = F(α, β, t) for an arbitrary
function F. As a consequence:

ξ −→ ξ ′ = ξ + F(α, β, t), (61)

is a gauge transformation for the auxiliary field, which is used subsequently to provide a favourable
form of the resulting equations.
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Note that the decomposition in Equation (60) is applicable to an arbitrary vector field ~a,
including for instance non-conservative forces. In the case of viscous flow, the specific viscous
force in Equation (54) in the NS Equations (52) can be partitioned into two parts [60], namely
~a = ν (∇β · ∇)∇α − ν (∇α · ∇)∇β on the one hand and −ν∇2~u −~a = ν∆β∇α − ν∆α∇β on the
other, which makes sense at first glance since the latter contributions already have the desired form
of Equation (10). However, a major disadvantage of this partition is that the selected field~a is not
gauge invariant with respect to the transformation shown in Equation (6). Although not representing
a problem mathematically, this feature makes the field equations resulting from the generalised Clebsch
transformation less transparent from a physical viewpoint.

In contrast to the above, the full specific viscous force in Equation (54) is considered in the
following, i.e.,

~a = 2ν∇× ~ω , (62)

leading to a physically more transparent representation of the field equations, as provided in [60]. This
procedure allows the NS Equations (52) to be written as:

~0 = ∇
[

∂ϕ

∂t
+ α

∂β

∂t
+

~u2

2
+

p
$
+ U + ξ

]
+

[
Dα

Dt
+ µ

]
∇β +

[
−Dβ

Dt
+ λ

]
∇α , (63)

with ξ, λ, µ given according to Theorem 2. As in Section 2.1, by proper gauging of the potentials,
the bracketed terms in Equation (63) vanish separately, resulting in the following set of PDEs

∂ϕ

∂t
+ α

∂β

∂t
+

~u2

2
+

p
$
+ U + ξ = 0 (64)

Dα

Dt
− ~ω× [2ν∇× ~ω−∇ξ]

2~ω2 · ∇α = 0 (65)

Dβ

Dt
− ~ω× [2ν∇× ~ω−∇ξ]

2~ω2 · ∇β = 0 (66)

supplemented by the conditional equation:

~ω · ∇ξ = 2ν~ω · (∇× ~ω) (67)

for the auxiliary field and the continuity Equation (53). The latter, in terms of Clebsch variables [43],
becomes:

∇2 ϕ + α∇2β + 2∇α · ∇β = 0 . (68)

Physically, Equation (64) can be interpreted as a generalised Bernoulli’s equation and
Equations (65) and (66) as generalised transport equations covering the entire vortex dynamics of
the flow.

2.4. Axisymmetric Stagnation Flow

The problem of an axisymmetric stagnation flow against a solid wall, see Figure 1, is considered
one of prototypical character in fluid mechanics, since the underlying features of Navier–Stokes theory
are exposed, especially the formation of a boundary layer at the solid wall z = 0. It is one of the few
boundary layer problems that allow for an analytical treatment of the full NS equations, without the
necessity of neglecting higher order terms. In the inviscid case, the velocity field, written in cylindrical
coordinates (r, φ, z), is given by Mayes et al. [61]:

~uinvis = Ar~er − 2Az~ez . (69)

Although Equation (69) is a solution of the NS equations, it does not match to the no-slip condition
~er ·~u = 0 at the wall and therefore represents a good approximation for the far field only, i.e., the field in
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the region z�
√

ν/A far beyond the boundary layer; whereas, in the vicinity of the wall, a boundary
layer becomes manifest in which the velocity is assumed to take the slightly different form:

~u = r f ′(z)~er − 2 f (z)~ez , (70)

containing the function f (z) that has to be determined. Note that the continuity Equation (53) is fulfilled
identically by Equation (70). The associated boundary conditions are (i) the no-slip/no-penetration
condition ~u =~0 at z = 0 and (ii) the matching condition ~u→ ~uinvis for z→ ∞, leading to:

f (0) = 0 , f ′(0) = 0 , lim
z→∞

f ′(z) = A . (71)

Now the extended Clebsch transformation developed in Section 2.3 is applied: writing the
vorticity and the specific viscous force as:

~ω =
r
2

f ′′ (z)~eφ , (72)

2ν∇× ~ω = ν
[
2 f ′′ (z)~ez − r f ′′′ (z)~er

]
, (73)

the conditional equation simplifies to:
∂ξ

∂φ
= 0 , (74)

implying ξ = ξ (r, z, t) as a general solution. Since a steady axisymmetric flow is considered, it
is subsequently assumed independent of time and azimuthal angle for all potentials ξ, α, β and ϕ.
The remaining equations of interest are the generalised transport Equations (65) and (66) which, after
minor mathematical manipulation, take the form:[

r2 f ′ (z) f ′′ (z)− 2ν f ′′ (z) +
∂ξ

∂z

]
∂α

∂r
−
[

2r f (z) f ′′ (z) + νr f ′′′ (z) +
∂ξ

∂r

]
∂α

∂z
= 0 , (75)[

r2 f ′ (z) f ′′ (z)− 2ν f ′′ (z) +
∂ξ

∂z

]
∂β

∂r
−
[

2r f (z) f ′′ (z) + νr f ′′′ (z) +
∂ξ

∂r

]
∂β

∂z
= 0 . (76)

The generalised Bernoulli Equation (64) and the continuity Equation (68) are decoupled from
Equations (75) and (76); they provide the third Clebsch variable ϕ and the pressure p, both of which
are not required here.

Three unknown fields ξ, α, β are involved in the two decisive PDEs (75) and (76) due to the
freedoms given by the gauge symmetry with respect to the transformation in Equation (6). This
provides the opportunity to choose the potentials in a beneficial way: for instance, by considering that
the vorticity in Equation (72) can be written as 2~ω = r f ′′ (z)~eφ = r f ′′ (z)~ez ×~er = ∇ f ′ (z)×∇r2/2
and comparison with Equation (14) motivates the choice:

α = f ′ (z) (77)

β =
r2

2
(78)

for the two Clebsch variables. By inserting these into Equations (75) and (76), the following simplified
equations:

∂ξ

∂r
= −2r f (z) f ′′ (z)− νr f ′′′ (z) , (79)

∂ξ

∂z
= 2ν f ′′ (z)− r2 f ′ (z) f ′′ (z) , (80)
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result for the auxiliary field which are both integrable, leading to:

ξ = −r2 f (z) f ′′ (z)− ν

2
r2 f ′′′ (z) + F1(z) , (81)

ξ = 2ν f ′ (z)− r2

2
f ′ (z)2 + F2(r) , (82)

containing the two integration functions F1(z) and F2(r). By subtracting Equation (81) from (82),
the auxiliary field is eliminated, giving:

r2

2

[
ν f ′′′ (z) + 2 f (z) f ′′ (z)− f ′ (z)2

]
+ F2(r) + 2ν f ′ (z)− F1(z) = 0 . (83)

Next, taking the limit r → 0 of the above equation leads to F1(z) = F2(0) + 2ν f ′ (z); alternatively,
the limit z → ∞, in tandem with the matching condition f ′(z) → A according to Equation (71),
gives F2(r)− F2(0) = A2r2/2. On re-inserting these explicit forms of the integration functions into
Equation (83), the following ODE for the unknown function f (z) is obtained:

ν f ′′′(z) + 2 f (z) f ′′(z)− f ′(z)2 + A2 = 0. (84)

Finally, the substitution f (z) =
√

νA f̄ (z̄) with z̄ =
√

A/νz transforms the latter into the more
convenient form:

f̄ ′′′(z̄) + 2 f̄ (z̄) f̄ ′′(z̄)− f̄ ′(z̄)2 + 1 = 0 , (85)

well-known in the literature as the Falkner-Skan equation [61].

y

z

x

Figure 1. Schematic of an axisymmetric stagnation flow in the vicinity of a solid wall.

3. Complex Variable and Tensor Potential Approach

3.1. The Classical Complex Variable Method

Consider the case of an arbitrary homogeneous continuum, with plane stress given by the tensor:

T =

(
σx τxy

τxy σy

)
(86)

under a load provided by a conservative force with specific potential energy U. Assuming a steady
state, the equilibrium condition:

∇ · T + $∇U =~0 (87)

has to be fulfilled. By defining the complex variable:

ξ := x + iy , (88)
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the three fields σx, σy and τxy can be considered as functions of ξ and its complex conjugate, ξ, and the
equilibrium Condition (87) reads:

~0 =

(
∂

∂ξ
+

∂

∂ξ
, i

∂

∂ξ
− i

∂

∂ξ

)(
σx + $U τxy

τxy σy + $U

)

=
1
2

(
∂

∂ξ

[
σx + σy + 2$U

]
+ ∂

∂ξ

[
σx − σy + iτxy

]
+ c.c.

−i ∂
∂ξ

[
σx + σy + 2$U

]
− i ∂

∂ξ

[
σx − σy + iτxy

]
+ c.c.

)
(89)

where c.c. denotes the conjugate complex of the preceding expression. It is convenient to introduce
the hydrostatic pressure p := (σx + σy)/2 and the complex stress σ := (σx − σy)/2 + iτxy, allowing
Equation (89) to be written as <

(
∂ [p + $U] /∂ξ + ∂σ/∂ξ

)
= 0 and =

(
∂ [p + $U] /∂ξ + ∂σ/∂ξ

)
= 0

and therefore:
∂

∂ξ

[
p
$
+ U

]
+

1
$

∂σ

∂ξ
= 0, (90)

as the complex form of the equilibrium Condition (87). The equilibrium Condition (90) is fulfilled
identically by introducing a real-valued potential field Φ according to:

σ

$
= −4

∂2Φ

∂ξ
2 , (91)

p
$
+ U = 4

∂2Φ
∂ξ∂ξ

. (92)

The potential Φ is the well known Airy stress function from the theory of linear elasticity [32,62].
Since, however, no assumptions regarding the constitutive equations of the respective continuum are
required for the above derivation of the complex equilibrium Condition (87) and the use of Airy’s
stress function according to Equations (91) and (92), this approach applies to any continuum and thus
also to Stokes flow. By assuming a steady flow and neglecting the nonlinear terms for the case of
very small Reynolds numbers, the NS Equations (52) simplify to the Stokes equation; being of the
general form in Equation (87) with stress tensor Tij = −pδij + $ν

(
∂iuj + ∂jui

)
, leading to a complex

stress field:
σ

$
= −2ν

∂u
∂ξ

, (93)

where u denotes the complex velocity:
u = ux + iuy . (94)

On introducing a stream function Ψ, satisfying:

u = −2i
∂Ψ
∂ξ

, (95)

which fulfils the continuity Equation (53) identically [37,38], the constitutive Equation (93), written in
terms of the stream function, becomes:

σ

$
= 4iν

∂2Ψ

∂ξ
2 . (96)

By inserting Equation (96) into (91), the fully integrable equation:

∂2

∂ξ
2 [Φ + iνΨ] = 0, (97)



Water 2020, 12, 1241 16 of 29

results; the double integration of which gives the general solution:

Φ + iνΨ = g0 (ξ) + ξg1 (ξ) , (98)

containing integration functions g0 (ξ) and g1 (ξ), known as Goursat functions [62]. Note that, such
an approach leads to the well-known Sherman–Lauricella equations [63–65] and to a reproduction of
the Muskhelishvili–Kolosov formula [32,33].

The complex variable method has been applied successfully to various Stokes’ flow
problems [35,66–69], usually by adopting a conformal mapping on the Goursat functions known
for a simple flow domain in order to obtain the respective Goursat functions for a non-trivial domain.
Being holomorphic, the Goursat functions can be recovered alternatively from their boundary values
determined by the boundary conditions as utilised in [70–72] as an investigative tool for studying the
internal flow structure of film flows over corrugated walls.

3.2. Integration of the Full 2D Navier–Stokes Equations

Making use again of the complex variable transformation in Equations (88) and (94), the NS
Equations (52) and continuity Equation (53) can be reformulated as:

∂u
∂t

+ 2
∂

∂ξ

[
ūu
2

+
p
$
+ U

]
+ 2

∂

∂ξ

(
u2

2

)
= 4ν

∂2u
∂ξ∂ξ

, (99)

<
(

∂u
∂ξ

)
= 0, (100)

in terms of the complex coordinate ξ, the complex velocity field u and their complex conjugates, with
< denoting the real part of the subsequent complex expression. It is obvious that by introducing
a stream function Ψ, according to Equation (95), the continuity Equation (100) is fulfilled identically.
Accordingly, the complex NS Equation (99) can be written as:

∂

∂ξ

[
ūu
2

+
p
$
+ U − i

∂Ψ
∂t

]
+

∂

∂ξ

(
u2

2

)
= 2ν

∂2u
∂ξ∂ξ

. (101)

By introducing a new complex potential M according to

ūu
2

+
p
$
+ U − i

∂Ψ
∂t

= 2
∂M
∂ξ

, (102)

an integrable form of Equation (99),

∂

∂ξ

[
2

∂M
∂ξ

+
u2

2
− 2ν

∂u
∂ξ

]
= 0 , (103)

is obtained which, after integration with respect to ξ, gives:

2
∂M
∂ξ

+
u2

2
− 2ν

∂u
∂ξ

= f (ξ), (104)

having integration function f (ξ) on the right hand side. The latter can be conveniently set to zero by
re-gauging the potential M as follows:

M −→ M +
1
2

F(ξ),
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with F′(ξ) = f (ξ), since according to Equation (102) any complex function of ξ can be added to M
without having any effect. Making use of Equation (95), Equation (104) simplifies to:

2
∂

∂ξ

[
M + 2iν

∂Ψ
∂ξ

]
+

u2

2
= 0 . (105)

Finally, a second complex potential χ is introduced via:

M + 2iν
∂Ψ
∂ξ

= 2
∂χ

∂ξ
, (106)

by which the two complex equations together with Equations (102) and (105) take the final form:

ūu
2

+
p
$
+ U − i

[
∂Ψ
∂t
− 4ν

∂2Ψ
∂ξ∂ξ

]
= 4

∂2χ

∂ξ∂ξ
, (107)

−u2

2
= 4

∂2χ

∂ξ
2 . (108)

By Equations (107) and (108), two complex equations are given containing the complex potential
χ, the real-valued stream function Ψ and the pressure p as unknowns. They constitute a first integral of
Navier–Stokes equations [73] in the sense that by taking the difference of the derivative of Equation (108)
with respect to ξ with the derivative of Equation (107) with respect to ξ, the complex NS Equation (99)
is recovered.

Compared to the classical complex variable approach outlined in Section 3.1, a complex valued
potential field χ is required for the integration of the full 2D-NS equation in place of the real valued Airy
stress function Φ utilised for the Stokes equation. A relationship between χ and Φ can be established
for the particular case of steady flow: by setting ∂Ψ/∂t = 0, Equation (107) simplifies to:

ūu
2

+
p
$
+ U = 4

∂2

∂ξ∂ξ
[χ− iνΨ] ,

which, apart from the additional nonlinear term ūu/2, corresponds to Equation (92) if Φ =

χ − iνΨ is identified as the Airy stress function. Thus, for the steady flow case the two field
Equations (107) and (108) simplify to:

ūu
2

+
p
$
+ U = 4

∂2Φ
∂ξ∂ξ

, (109)

4iν
∂2Ψ

∂ξ
2 +

u2

2
= −4

∂2Φ

∂ξ
2 , (110)

in accordance with [38]. Note that Equation (109) takes the form of Bernoulli’s equation apart from the
second order derivative of the potential on its right hand side.

3.3. Integration of the Dynamic Boundary Condition

The mathematical derivation is completed by the specification of appropriate boundary conditions,
which take the form of no-slip/no-penetration conditions at solid walls, inflow and outflow conditions
and, in the case of film or multiphase flows, kinematic and dynamic boundary conditions at a free
surface or internal interface. These are discussed in detail in [38,73]. However, a key feature of
the above approach that requires emphasising is that the dynamic boundary condition associated
with a free surface or internal interface can be similarly integrated in the case of steady flow leading
to a corresponding first integral form that greatly simplifies enforcing such a condition compared
to the standard method of addressing such problems employing the standard NS equations and
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boundary conditions written in primitive (i.e., observable) variables. Accordingly, this case as outlined
briefly below.

Consider a simply connected domain with a boundary ξ = f (s), parametrised with respect to
the arc length s of the boundary; furthermore, tangential and normal unit vectors along the boundary
are taken to be f ′(s) and n = i f ′(s), respectively. In terms of the stream function Ψ, the kinematic
boundary condition =(u f̄ ′) = 0 ensures that along a free surface/interface the velocity in the normal
direction vanishes, resulting in:

∂Ψ
∂s

= 0 . (111)

The original dynamic boundary condition, after transformation into complex representation, reads:

p0 − p
$

n− 2iν
∂u
∂ξ

f̄ ′ =
σ

$
f ′′ . (112)

By making use of Equations (109) and (110), the pressure p and the viscous stresses iν∂u/∂ξ can
be replaced by derivatives of Φ, implying:

− u
dΨ
ds

+

(
U +

p0

$

)
n =

d
ds

[
σ

$
f ′ + 4i

∂Φ
∂ξ

]
, (113)

as the boundary condition for Φ. Since the specific potential energy U can be gauged with a constant,
U + p0/$ can be replaced by U. Making use of the kinematic boundary condition in Equation (111),
integration of Equation (113) leads to:

4i
∂Φ
∂ξ

= −σ

$
f ′ +
ˆ

Unds , (114)

as a first integral of the dynamic boundary condition. In [38], the same boundary condition is derived
in real-valued form and where it is demonstrated that it can be decomposed into a Dirichlet and
a Neumann boundary condition for Φ. The reduction of the original non-standard boundary condition
in Equation (112) containing mixed contributions from different fields u and p to a mathematical
standard form has proven to be extremely beneficial for the implementation of numerical methods of
solution, as demonstrated in [6,38,74].

3.4. Particular Flow Geometries as Exemplars

Three different flow problems are used to demonstrate applications of the tensor approach
described above; two of which lead to closed form analytical solutions, the third requiring
a numerical solution.

3.4.1. Uniaxial Flow: Flow over an Oscillating Plate

Consider the case of a uniaxial flow geometry with, uy = 0, or equivalently in complex
formulation: u− ū = 0. With reference to Equation (95), the following PDE:

∂Ψ
∂ξ

+
∂Ψ
∂ξ

= 0

has to be satisfied, implying the following explicit forms:

Ψ = Ψ

(
ξ + ξ

2i
, t

)
= Ψ (y, t) (115)

u = −2i
∂Ψ
∂ξ

= Ψ′ (y, t) (116)
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for the stream function and the velocity; the prime denotes differentiation with respect to y. The general
solution of Equation (108) is given by:

χ = ξw0(ξ, t) + w1(ξ, t) +
1
2

ˆ [ˆ
Ψ′ (y, t)2 dy

]
dy, (117)

containing the two analytic functions w0(ξ, t), w1(ξ, t), being generalisations of the so-called Goursat
functions [38]. Following the insertion of Equation (117), Equation (107) simplifies to:

p
$
+ U − i

[
Ψ̇− νΨ′′

]
= 4w′0(ξ, t) :, (118)

the dot over a symbol denoting its time-derivative.
A horizontal plate of infinite extent covered by a fluid invokes a flow by a forced oscillatory

movement, see Figure 2.

-

u(y, t)

6
y

-
x

-�

U cos(ωt)
Figure 2. Schematic showing the geometry for the flow over an oscillating plate.

The no-penetration condition is already fulfilled due to the prescribed flow configuration uy = 0,
while the no-slip condition compels the fluid to mimic the oscillatory behaviour of the plate according
to ux(y, 0) = U cos(ωt). By re-writing the latter in terms of the stream function Ψ via ux = ∂Ψ/∂y, it
takes the form of a Neumann boundary condition Ψ′(0, t) = U cos(ωt). Since the stream function is
gaugeable by an arbitrary constant, the additional Dirichlet condition Ψ(0, t) = 0 can be formulated
without loss of generality. Additionally, the asymptotic condition Ψ′(y, t) → 0 has to be fulfilled to
ensure that the fluid tends to a state at rest far away from the plate.

Assuming vanishing pressure p = 0 and a wave-like solution of the form

Ψ = U=
{

exp(−iωt)
exp(iky)− 1

k

}
, (119)

together with fulfilment of the no-slip and no-penetration condition, then Equation (118) leads to
the identity:

− iU=
{
−iω + νk2

k
exp(i[ky−ωt]) + i

ω

k
exp(−iωt)

}
= 4w′0(ξ, t) ,

requiring k and ω to satisfy the dispersion relation:

iω = νk2 (120)

for damped transverse waves in accordance to the classical result [22]. The Goursat function w0 takes
the form:

w0 = − i
4

ξνU= [k exp(−iωt)] . (121)
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3.4.2. Axisymmetric Flow: The Lamb-Oseen Vortex

Consider a class of flows given by the following particular form:

Ψ = Ψ(r, t) , (122)

u = −2i
∂Ψ
∂ξ

= − iξ
r

Ψ′ (r, t) , (123)

r :=
√

ξξ , (124)

of the stream function with the prime denoting differentiation with respect to r; that is flows,
the streamlines of which form concentric circles, see Figure 3a. Assuming a particular solution
for Equation (108) of the form χp = χp(r, t) leads to the the following expression:

r
∂

∂r

(
χ′p
r

)
=

1
2

Ψ′ (r, t)2 , (125)

and therefore:
χ′p
r

=
1
2

ˆ
Ψ′ (r, t)2

r
dr . (126)

By inserting the above into Equation (107), the following simplified PDE results:

p
$
+ U − i

[
Ψ̇− ν

r
∂

∂r
(
rΨ′
)]
−
ˆ

Ψ′ (r, t)2

r
dr = 0 . (127)

(a) �
�
�
�
�

6

-

z

r
��� �
��
��� �

2

5

r
r0

2πr0u
Γ t = 0

t = t1

t = 2t1

t = 4t1

t = 10t1

t = 27t1

t1 =
r2

0
80ν

(b)

Figure 3. Vortex geometry (a) and time evolution of the velocity profile (b).

Via the introduction of the following similarity variable:

z =
r√
νt

solutions of the form Ψ = f (z) are now searched for. Under the above assumptions the imaginary part
of Equation (127) takes the form:

1
t

[
z
2

f ′(z) +
1
z

d
dz
(
z f ′(z)

)]
= 0
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which, after making the substitution g(z) = z f ′(z), can be written conveniently as;

g′(z) +
z
2

g(z) = 0 ,

which, in turn, is easily solved by taking:

g(z) = g0 exp
(
− z2

4

)
, (128)

leading to:

f (z) = g0

ˆ
1
z

exp
(
− z2

4

)
dz =

g0

2
Ei
(
− z2

4

)
, (129)

where Ei denotes the integral exponential function. This particular solution contains a singularity;
however, by considering the superposition:

Ψ =
g0

2
Ei
(
− z2

4

)
− Γ

2π
ln r,

with the well-known potential vortex Γ
2π ln r as an alternative solution to Equation (127), the singularity

is removed as follows: the complex velocity field resulting from Equation (123) reads

u = − iξ
r

Ψ′ (r, t) =
i
r

[
Γ

2π
+ g0 exp

(
− r2

4νt

)]
exp (iϕ) ,

which is convergent in the limit r → 0 if and only if 2πg0 = Γ. Finally, the solution reads:

u =
iΓ

2πr

[
1− exp

(
− r2

4νt

)]
exp (iϕ) , (130)

which is a reproduction of the classical Lamb-Oseen vortex [19]. The velocity profile |u| is shown in
Figure 3b.

3.4.3. Steady Film Flow over Topography

In the context of the numerical solution of flow problems, possibly involving a free surface, for which
inertial effects cannot be ignored, the LSFEM, Cassidy [75], Thatcher [76], Bolton and Thatcher [77], has
gained wide acceptability as a very effective and flexible approach—in particular when simple equal
order elements in conjunction with highly efficient multigrid solvers are employed [6], exploiting the
symmetry and positive definiteness of the resulting system matrices [78].

For reasons of practicality, the complex field Equations (109) and (110) are expressed as real-valued
ones in terms of the velocity variables ux = <u = ∂yΨ, uy = =u = −∂xΨ and first order derivatives,
φx = ∂xΦ, φy = ∂yΦ, of the Airy stress function leading, together with the continuity Equation (53)
and the condition:

∂φ1

∂y
− ∂φ2

∂x
= 0, (131)

to a system of four equations involving first order derivatives of ux, uy, φx, φy only, conforming ideally
to a first-order system least squares methodology.

Figure 4 shows the problem of gravity-driven film flow down a corrugated rigid surface inclined
at an angle α to the horizontal considered by Marner [6]. Along the stationary corrugated surface,
velocity Dirichlet conditions are imposed. While at the free surface, in addition to a kinematic boundary
condition, two dynamic conditions are imposed resulting as inhomogeneous Dirichlet conditions for
φ1 and φ2 from Equation (114) by decomposition into real and imaginary parts; these depend on the
surface tension, the curvature and the potential energy density. The resulting free surface profile is
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obtained by iterating over the kinematic condition while solving a sequence of flow problems with
prescribed dynamic conditions in a fixed domain using the LSFEM.

?
~Fg

Fixed rigid surface:

ui(s) = 0

At the free surface:

U(x, y) = g[cos(α)y− sin(α)x]

1) Dynamic condition:

εijφj(s) =
σ

2$
ti(s)−

1
2

ˆ s

s0

U(s̃)ni(s̃)ds̃

2) Kinematic condition:

ui(s)ni(s) = 0

Figure 4. Schematic of gravity-driven film flow down a corrugated rigid surface inclined at an angle α

to the horizontal. The indices i and j in the boundary conditions run from 1 to 2.

Two representative results for two differently contoured and repeating surface shapes are shown
in Figure 5:

Figure 5. Streamlines elucidating steady film flow over two different periodically corrugated inclined
surfaces: on the left a smoothly varying feature, on the right a feature involving sharp, step changes.

The resulting streamline patterns reproduce exactly the observed corresponding experimental
results of [79], obtained using silicon oil Elbesil 145: $ = 964.8 kg/m3, ν = 144.2 mm2/s, σ =

20.1 mN/m, λ = 20 mm, A = 4 mm, H0 = 5 mm, α = 10◦.
Overall, the numerical method was shown [6] to produce an accurate and reliable result over

a wide range of Reynolds and capillary numbers for the above problem.

3.5. Tensor Potential Approach

The obvious limitation of the 2D complex-variable formulation is its extension beyond
two dimensions, since for the case of 3D viscous flow, a corresponding complex first integral
formulation is, by definition, not possible; however, a real-valued tensor form is. In two dimensions,
such a form can be established by decomposing both Equations (108) and (107) into real and imaginary
parts and taking the linear combinations <(107) ± <(108), leading to four real-valued equations:

u2
1 +

p
$
+ U =2∂2

2<χ + 2∂1∂2=χ , (132)

u2
2 +

p
$
+ U =2∂2

1<χ− 2∂1∂2=χ , (133)

u1u2 =−
{

∂2
1 − ∂2

2

}
=χ− 2∂1∂2<χ , (134)

∂tΨ =−∇2 [=χ− νΨ] , (135)
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which, in the context of extension to higher dimensions, can be written in the following convenient
and compact tensor form:

uiuj +

[
p
$
+ U

]
δij = −∂k∂k ãij + ∂i Aj + ∂j Ai − ∂k Akδij , (136)

with the tensor and vector fields given by ãij = −<χδij and Aj = ∂i ãij + ε jk∂k=χ, respectively.
The abbreviations ∂k := ∂/∂xk and ∂t := ∂/∂t imply partial differentiation, while δij and εij denote the
Kronecker delta function and the two-dimensional Levi-Civita symbol, respectively.

Recently [39], the corresponding tensor potential formulation for three dimensions has been
established, an essential underpinning being analogies drawn with the methodical reduction of
Maxwell’s equations [6]. The continuity Equation (53) is shown to be fulfilled identically following
the introduction a streamfunction vector Ψk for the velocity, in accordance with ui = εijk∂jΨk and
εijk denoting the corresponding 3D Levi-Civita symbol, representing a 3D generalisation of the 2D
streamfunction [21]. Compared to the 2D first integral of the NS equations, the corresponding 3D
formulation utilises an independent symmetric tensor potential ãij and a vector potential ϕi with the
indices i, j taking values from 1 to 3. The auxiliary vector field Aj in the 3D case reads:

Aj = ∂k ãkj + ε jlk∂l ϕk , (137)

and Equation (135) has to replaced by its corresponding 3D form:

∂tΨn = ν∂k∂kΨn − εnkl∂k∂m ãml . (138)

Like the Clebsch variables considered in Section 2, the tensor potential ãij and the vector potential ϕi
are not unique and can be gauged in a beneficial way. Obviously, by performing the operations:

ãij −→ ãij + ∂iαj + ∂jαi − ∂kαkδij , (139)

ϕi −→ ϕi + ∂iζ , (140)

for an arbitrary vector field αi and an arbitrary scalar field ζ, the field Equations (136) remain invariant.
These rules are utilised in [39] to establish bona fide gauging scenarios. In the same paper the
prescription of appropriate commonly occurring physical and necessary auxiliary boundary conditions,
incorporating for completeness the derivation of a first integral of the dynamic boundary condition
at a free surface, is established, together with how the general approach can be advantageously
reformulated for application in solving unsteady flow problems with periodic boundaries.

Using a tensor formulation, the approach is suitable for use in the case of an arbitrary number of
dimensions: in [80], a potential-based first integral form is established for the 4D energy-momentum
equations for flows under relativistic conditions.

4. Discussion

Based on a detailed analysis and discourse, the two different approaches considered above can be
explained in the light of their different origins: the Clebsch representation of the velocity can, according
to recent analysis [56], be understood as a natural outcome of Galilean invariance; whereas, Airy’s
stress function originates historically from the 2D static equilibrium of internal forces. In the course
of a long and growing series of research contributions both approaches have been generalised and
made available for use in solving arbitrary flow problems. A Clebsch transformation has emerged that
applies to arbitrary forces in the equations of motion, including viscous ones, while extensions to the
Airy stress function approach applies to cases beyond static equilibrium, in particular to unsteady flows
with inertia and, after rearrangement of the complex equations, to tensor equations (in terms of a tensor
potential) for 3D viscous flows and even for the case of 4D relativistic flows. The use of a tensor potential
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has parallels to Maxwell’s theory of electromagnetism [6,39,80]. The capabilities of both approaches
have been convincingly demonstrated through the solution of a variety of illustrative examples.

Despite the very positive stage of development of both methods, some open questions remain:
the first is that the field Equations (64)–(68) resulting, via the extended Clebsch transformation
according to Theorem 2, from the NS equations are not self-adjoint; as in the inviscid flow case.
The non-existence of a Lagrangian appears to be due to energy dissipation caused by viscosity.
Anthony [81] poses a possible strategy to overcome this problem by including thermal degrees of
freedom and related inner energy in order to remain consistent with Noether’s theorem, which implies
conservation of energy for Lagrangians being invariant with respect to time-translations. Note that the
present work, by dissipation, the irreversible transfer of energy from mechanical to thermal energy is
understood from the physicist’s viewpoint, while the total energy (the sum of mechanical and thermal
energy) is conserved. Based on Seliger and Witham [24]’s classical work, Zuckerwar and Ash [82,83]
suggest a Lagrangian considering only volume viscosity, leading to equations of motion containing,
only qualitatively, the effect of volume viscosity but differing quantitatively from the compressible
NS equations—also known as the Navier–Stokes–Duhem equations [84,85] without shear viscosity.
They interpret their result as a generalisation of the theory of viscous flow towards thermodynamic
non-equilibrium. A Lagrangian for viscous flow considering both shear viscosity and volume viscosity
has been suggested by Scholle and Marner [86], Marner et al. [87], again leading to equations of motion
that differ from the Navier–Stokes–Duhem equations by non-equilibrium terms. A striking feature of
their Lagrangian is a discontinuity, causing fluctuations on a microscopic scale and revealing parallels
to a stochastic variational description as in statistical physics; see, for example, [88–93]. Since these
considerations go beyond the scope of classical fluid mechanics, further research on this particular
field is required.

A second unanswered question is whether a general and all-encompassing potential approach
exists reducing to both the Clebsch and the tensor potential approach as special cases. The search for
this ’missing link’ between two conceptually different approaches represents another future research
topic of general interest. A promising first step could be an analysis of the Clebsch transformation in the
sense of general relativity [94], followed by a particular classical limit as shown in Lightman et al. [95],
problem 5.31 pp. 35, 227–228.

Thirdly, the first integral of the 4D energy-momentum equations based on a tensor potential [80]
points to the future use of mathematical techniques and methods of solutions not currently applicable to
the field equations in their original form, in particular the use of matrix structures within the framework
of Clifford algebra, based on quaternions or Dirac matrices with the goal of developing highly efficient
methods of solution. Having mapped the entire problem to a matrix-algebra framework, the limit
c→ ∞ could be applied in order to provide efficient solutions of the classical NS equations. Although
implementation of such a matrix-algebra techniques remains speculative at this stage, it deserves
further investigation since its utilisation can lead to significant economic gains in the computation of
fluid flows, in a similar fashion to the use of quaternions representing spatial rotation operations [96,97],
potentially leading to the formulation of highly efficient and predictive CFD software.
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2/3/4D two-/three-/four-dimensional
LSFEM least square finite element method
NS Navier–Stokes
ODE ordinary differential equation
PDE partial differential equation

Appendix A. Proof of the Existence of a Representation with Two Pairs of Clebsch Variables

Lin [44,46] proposed a variational principle for superfluid helium resulting by variation in
a Clebsch representation with three pairs of variables:

~u = ∇Φ + λ1∇ξ1 + λ2∇ξ2 + λ3∇ξ3 , (A1)

where the three fields ξi (i = 1, 2, 3) are identified physically as material coordinates while the three
conjugated fields λi have been introduced as Lagrange multipliers. It can be proven easily that for
a fluid flow a representation of the velocity in the form of Equation (A1) always exist, even if Φ = 0
is assumed. The essence is the existence of both a field representation ψ = ψ (xi, t) and material
representation ψ = Ψ

(
ξ j, t

)
for an arbitrary field ψ and a related invertible transformation:

xi = xi
(
ξ j, t

)
, (A2)

between both [22,98]. By taking the gradient of Equation (A2), the relation:

~ei = ∇xi =
∂xi
∂ξ j
∇ξ j, (A3)

is obtained with the deformation gradient ∂xi
∂ξ j

. Thus for an arbitrary field ~u = ui~ei it follows that:

~u = ui~ei = ui
∂xi
∂ξ j︸ ︷︷ ︸
λj

∇ξ j, (A4)

corresponding to the form (A1) with Φ = 0.
Next the material representation λ3 = Λ3

(
ξ j, t

)
for the variable λ3 is utilised in order to derive

the identity:

~u = λ1∇ξ1 + λ2∇ξ2 + Λ3
(
ξ j, t

)
∇ξ3

= ∇
ˆ

Λ3
(
ξ j, t

)
dξ3 +

[
λ1 −

∂

∂ξ1

ˆ
Λ3
(
ξ j, t

)
dξ3

]
∇ξ1 +

[
λ2 −

∂

∂ξ2

ˆ
Λ3
(
ξ j, t

)
dξ3

]
∇ξ2 ,

corresponding via the definitions:

ϕ :=
ˆ

Λ3
(
ξ j, t

)
dξ3

∣∣∣∣
ξ j=ξ j(xi ,t)

(A5)

α1 := λ1 −
∂

∂ξ1

ˆ
Λ3
(
ξ j, t

)
dξ3

∣∣∣∣
ξ j=ξ j(xi ,t)

(A6)

α2 := λ2 −
∂

∂ξ2

ˆ
Λ3
(
ξ j, t

)
dξ3

∣∣∣∣
ξ j=ξ j(xi ,t)

(A7)

β1 := ξ1 (A8)

β2 := ξ2 (A9)
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to a Clebsch representation with two pairs of Clebsch variables:

~u = ∇ϕ + α1∇β1 + α2∇β2 (A10)
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