
MNRAS 497, 4718–4732 (2020) doi:10.1093/mnras/staa2326
Advance Access publication 2020 August 11

Shaping the structure of a GMC with radiation and winds
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ABSTRACT
We study the effect of stellar feedback (photodissociation/ionization, radiation pressure, and winds) on the evolution of a Giant
Molecular Cloud (GMC), by means of a 3D radiative transfer, hydrosimulation implementing a complex chemical network
featuring H2 formation and destruction. We track the formation of individual stars with mass M > 1 M� with a stochastic recipe.
Each star emits radiation according to its spectrum, sampled with 10 photon bins from near-infrared to extreme ultraviolet bands;
winds are implemented by energy injection in the neighbouring cells. We run a simulation of a GMC with mass M = 105 M�,
following the evolution of different gas phases. Thanks to the simultaneous inclusion of different stellar feedback mechanisms,
we identify two stages in the cloud evolution: (1) radiation and winds carve ionized, low-density bubbles around massive
stars, while FUV radiation dissociates most H2 in the cloud, apart from dense, self-shielded clumps; (2) rapid star formation
(SFR� 0.1 M� yr−1) consumes molecular gas in the dense clumps, so that UV radiation escapes and ionizes the remaining H I

gas in the GMC. H2 is exhausted in 1.6 Myr, yielding a final star formation efficiency of 36 per cent. The average intensity of
FUV and ionizing fields increases almost steadily with time; by the end of the simulation (t = 2.5 Myr) we find 〈G0〉 � 103 (in
Habing units), and a ionization parameter 〈Uion〉 � 102, respectively. The ionization field has also a more patchy distribution
than the FUV one within the GMC. Throughout the evolution, the escape fraction of ionizing photons from the cloud is fion, esc

� 0.03.
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1 IN T RO D U C T I O N

The structure of giant molecular clouds (GMC) is determined by the
effect of different phenomena. Initial turbulence can be established
during the formation process, possibly inherited from large-scale
turbulence present in the arms of the parent galaxy (Brunt, Heyer &
Mac Low 2009; Elmegreen 2011b; Hughes et al. 2013; Colombo
et al. 2014; Dobbs 2015; Walch et al. 2015). Then gravity kicks in,
fostering the formation of dense clumps and filaments, and at the
same time leaving behind low density regions devoid of gas. The
gas keeps collapsing in overdense regions, until the density is high
enough for star formation to occur. Stars with larger masses (above
10 M�) have a dramatic impact over the surrounding interstellar
medium (ISM), interacting with it through different mechanisms:
radiation (Whitworth 1979), winds (Castor, Abbott & Klein 1975;
Weaver et al. 1977), and supernova explosions (Sedov 1958; Os-
triker & McKee 1988). Hence, the effect of stellar feedback is crucial
in determining the structure of GMCs, and a proper modelling is
needed in order to understand their evolution.

Stellar feedback is indeed invoked to explain many of the observed
cloud properties. For example, observations show that GMCs in our
Galaxy have in general a very low star formation efficiency (SFE)
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and star formation rate (SFR), converting only a few per cent of
the gas mass to stars (Williams & McKee 1997; Carpenter 2000;
Krumholz & McKee 2005; Evans et al. 2009; Garcı́a et al. 2014;
Lee, Miville-Deschênes & Murray 2016; Chevance et al. 2020).
A possible explanation is that GMCs are indeed short-lived, and
gas is quickly heated and dispersed by stellar feedback, therefore
quenching completely star formation in less than 10 Myr (Elmegreen
2000; Hartmann, Ballesteros-Paredes & Bergin 2001). This picture
is supported by the recent analysis of the CO-to-H α ratio, which is
an indicator of the co-spatiality of the GMC molecular phase and
young stars (Chevance et al. 2020; Kruijssen et al. 2019). On the
other side, the existence of long-lived GMCs would require stellar
feedback to increase the turbulence in order to provide pressure
support, without dispersing the cloud (Federrath & Klessen 2012;
Padoan, Haugbølle & Nordlund 2012).

High-mass stars (M > 5 M�) emit an important fraction of pho-
tons in the far-ultraviolet (FUV; 6 eV < hν < 13.6 eV) and extreme
ultraviolet bands (EUV; hν > 13.6 eV). FUV photons can dissociate
molecules like CO and H2, determining the formation of molecular-
to-atomic transition regions (photodissociation regions, PDR) heated
up to 103 K (Tielens & Hollenbach 1985; Kaufman et al. 1999; Le
Petit et al. 2006; Bron et al. 2018); EUV photons ionize hydrogen
and helium (H II regions), rising the gas temperatures to 104 − 5 K
depending on the luminosity of the star (Strömgren 1939; Anderson
et al. 2009). Since hot gas has higher pressure relative to the cold
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molecular ISM, shocks propagate ahead of dissociation/ionization
fronts, compressing the gas and driving turbulent motions (Kahn
1954; Williams et al. 2018). Gas photoevaporates from dense
clumps, hence reducing their molecular mass, but at the same time
the radiation-driven implosion can trigger star formation (Kessel-
Deynet & Burkert 2003; Bisbas et al. 2011; Decataldo et al. 2019).

Stars larger than 10 − 12 M� eject mass with a rate of about
10−7 − 10−5 M� yr−1, with terminal velocities up to 3000 km s−1

(Leitherer, Robert & Drissen 1992). The ejected gas shocks and
sweeps away the surrounding medium, leaving a hot low density
bubble around the star, with temperatures as high as T ∼ 106–7 K
(McKee & Cowie 1977; Weaver et al. 1977; Cioffi, McKee &
Bertschinger 1988; Ostriker & McKee 1988). Both radiation and
winds keep injecting energy in the ISM for the whole lifetime of the
star, hence resulting in a large energy input (1050–52 erg for a 106 L�
star living about 3 Myr). However, it is still unclear which of the two
feedback mechanisms is more effective, due to the different coupling
efficiency with the gas (Matzner 2002; Walch et al. 2012; Haid et al.
2018). Supernova explosions occur at the end of stellar life, releasing
about 1051 erg in a very short time. The coupling of the supernova
blast with the cloud gas strongly depends on the density structure,
since dense gas cools efficiently radiating away all the energy input
(Thornton et al. 1998; Dwarkadas & Gruszko 2012; Walch & Naab
2015).

Pioneer analytical works (Whitworth 1979; Williams & McKee
1997; Matzner 2002) have analysed the problem of an H II region
expanding in a molecular cloud, estimating the amount of ion-
ized/dispersed gas. EUV radiation has been identified as the main re-
sponsible for cloud destruction and hence star formation inefficiency.
In order to account for the complex structure of a realistic GMC,
numerical simulations have been recently employed to study their
evolution under the effect of stellar feedback. Early simulations have
used approximated recipes to account for stellar photoionization,
without the inclusion of radiative transfer calculations: for example,
a common approach is to compute the ionization state of the gas
and then the corresponding temperature (Dale et al. 2005; Dale,
Clark & Bonnell 2007b; Ceverino & Klypin 2009; Gritschneder
et al. 2009), or to account for photoionization feedback by injecting
thermal energy at stellar locations (Vázquez-Semadeni et al. 2010).
Nevertheless, these models managed to reproduce the main features
of typical observed structures, as pillars and bright-rimmed clumps,
and they assess the effect of triggered star formation due to radiation
feedback (see review by Elmegreen 2011a).

More recent works have adopted coupled hydrodynamics and
radiative transfer schemes to account for gas–radiation interaction.
Walch et al. (2012) study the effect of radiation from one massive
star placed at the centre of a fractal 104 M� GMC, getting a speed
up of star formation with respect to a control case with no radiation,
while the overall star formation efficiency (SFE = M�/MGMC, i.e. the
ratio between the stellar mass and the initial GMC mass) is reduced.
Raskutti, Ostriker & Skinner (2016) follow the evolution of many
GMCs with different mass, radius (hence different gas surface density
�) and initial amount of turbulence. Star formation is implemented
via sink particles (each representing a stellar cluster), which emit
radiation with intensity proportional to their mass. They find SFEs
of the order of 0.1–0.6, increasing proportionally to log �; for all the
clouds most of stars form in a time shorter than one free-fall time tff.
They define the lifetime of a cloud as the time t� at which the virial
parameter α = 5, corresponding to a sheer drop of the star formation
rate, yielding t�/tff ∼ 1.2–1.9.

A similar analysis is carried out by Howard, Pudritz & Harris
(2017), finding that radiation feedback reduces the SFE more

consistently for more massive clouds (104 − 106 M�) with respect
to smaller clouds (∼ 103 M�), since massive clouds manage to form
a richer population of massive stars. In their simulations SFE ∼
0.3–0.6, suggesting that radiation feedback alone is not enough to
suppress the SFE to the generally observed values (∼ 1–10 per cent;
Lada, Lombardi & Alves 2010; Murray, Quataert & Thompson 2010;
Lada 2016; Lee et al. 2016; Ochsendorf et al. 2017). However,
other models show that a lower SFEs can be obtained by including
magnetic fields in the simulation (Geen et al. 2016, 2018; Kim, Kim &
Ostriker 2018; Haid et al. 2019; He, Ricotti & Geen 2019). In our
paper, we make a further step in the accuracy of GMC simulations,
including several novel features:

(i) multi-bin radiative transfer, sampling radiation in the near-
infrared, far-ultraviolet, and extreme-ultraviolet bands;

(ii) non-equilibrium chemical network coupled with the radiative
transfer scheme;

(iii) simultaneous inclusion of different stellar feedback mecha-
nisms: photoionization/dissociation, radiation pressure, winds, su-
pernovae;

(iv) stellar particles representing individual stars and not star
clusters, each one emitting radiation with a spectrum derived from
stellar tracks.

The goal is to understand how stellar feedback alters the structure
and the chemical composition of a GMC, determining its final star
formation efficiency and lifetime.

The paper is organized as follows. In Section 2, we describe
the numerical method and the simulations suite, in particular the
inclusion of radiation (Section 2.3), winds (Section 2.4), and SN
(Section 2.5). In Section 3, snapshots of the clouds are shown
(Section 3.1 and 3.2), and its features are analysed with time, focusing
on the evolution of the ionized, atomic, and molecular phases
(Section 3.3), the star formation efficiency and the star formation rate
(Section 3.4) and the radiation field (Section 3.5). Our conclusions
are finally summarized in Section 5.

2 NUMERI CAL SI MULATI ON

We carry out our simulations using a customized version of the
adaptive mesh refinement (AMR) code RAMSES-RT (Teyssier 2002;
Rosdahl et al. 2013). The basic version RAMSES features a second-
order Godunov scheme for the gas hydrodynamics and a particle-
mesh solver for particles as stars. RAMSES-RT implements radiative
transfer (RT) via a momentum-based approach, using a first-order
Godunov solver and the M1 closure relation for the Eddington tensor.
In order to have reasonable timesteps in the simulation, we adopt a
reduced speed of light cred = 10−3 c, where c is the physical speed of
light. This approximation brings to an inaccurate propagation of the
ionization front IF only when its speed vIF is larger than cred (Deparis
et al. 2019; Ocvirk et al. 2019), which in our simulation happens only
close to very massive stars. The thermochemistry module of RAMSES-
RT has been coupled with the package KROME (Grassi et al. 2014)
in order to include a complex chemical network accounting for nine
species (H, H+, H−, H2, H+

2 , He, He+, He++, and free electrons).
This coupling between RAMSES-RT and KROME has already been
tested and used in previous works (Decataldo et al. 2019; Pallottini
et al. 2019).

The chemical network consists of 46 reactions in total, taken from
the ones listed in Bovino et al. (2016): reactions 1 to 31, 53, 54, and
from 58 to 61 in their tables B.1 and B.2, photoreactions P1 to P9 in
their table 2. Photoreactions are also listed in Table 1 for conveniency,
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4720 D. Decataldo et al.

Table 1. List of photochemical reactions included in our chemical network,
and corresponding activation energy.

Photoreactions Eact

H + γ → H+ + e 13.6 eV
H+

2 + γ → H+ + H 2.65 eV
He + γ → He+ + e 24.6 eV
H+

2 + γ → H+ + H+ + e 30.0 eV
He+ + γ → He++ + e 54.4 eV
H2 + γ → H + H (direct) 14.2 eV
H− + γ → H + e 0.76 eV
H2 + γ → H + H (Solomon) 11.2 eV
H2 + γ → H+

2 + e 15.4 eV

with the corresponding activation energies Eact. We adopted the same
rates, with the exception of H2 formation on dust grains.

H2 forms mainly on the surface of dust grains: H atoms stick on the
grain and migrate over its surface, then associating with another H
atom and finally evaporating from the grain (Jura 1975). An increase
of the temperature raises the probability of a collision between H
atoms and grains, but also decreases the sticking coefficient. Hence,
we adopt a temperature-dependent H2 formation rate, given by
Hollenbach & McKee (1979) and Sternberg & Dalgarno (1989)

Rf = 3 × 10−17 fa S

(
T

100 K

)0.5

cm−3 s−1, (1)

where the factor fa is the fraction of atoms that do not evaporate
before forming H2 and S is the gas–grain sticking coefficient:

fa =
[

1 + 104 exp

(
−600 K

Td

)]−1

(2)

S =
[

1 +
(

T + Td

625 K

)0.5

+ T

500 K
+ 2

(
T

500 K

)2
]−1

. (3)

In the above expressions, T is the gas temperature and Td is the dust
temperature, which we assume to be Td = 30 K.

We track radiation using 10 energy bins, which have been chosen
to cover the energies of interest for the nine photoreactions included
in the chemical network. Radiation is absorbed independently in
each bin, taking into account (1) photons taking part in chemical
reactions, (2) H2 self-shielding, and (3) dust absorption (for details
on the implementation, see Decataldo et al. 2019). The adopted
H2 self-shielding factor by LW radiation is taken from Richings,
Schaye & Oppenheimer (2014), while opacities for dust absorption
are taken from Weingartner & Draine (2001). We have used the
Milky Way size distribution for visual extinction-to-reddening ratio
RV = 3.1, with carbon abundance (per H nucleus) bC = 60 ppm in
the lognormal populations.1

The thermal state of the gas is computed by including several
heating and cooling mechanisms. At high temperature, the main
heating mechanism is photoheating of H and He, computed as in
Section 2.2 of Grassi et al. (2014). Photoelectric heating from dust,
heating due to exoenergetic reactions, and cosmic ray heating are also
included. On the other hand, the gas cools via collisional ionization,
collisional excitation, and recombination of H and He (rates from
Cen 1992), free–free cooling, cooling by H2 (Glover & Abel 2008)
and metal cooling. For the metal cooling, we have adopted a cooling
function obtained with CLOUDY (version 10.00; Ferland et al. 1998)
for an Haardt & Madau (2012) diffuse UV background. We notice

1www.astro.princeton.edu/∼draine/dust/dustmix.html

that the assumption of an UV background has been commonly
adopted also in other simulations of molecular clouds (e.g. Walch
et al. 2015; Geen et al. 2016; Haid et al. 2019) to compute the cooling
function, but near strong radiation sources the shape of the cooling
function is modified due to the different ionization state of metals
(Gnedin & Hollon 2012), hence entailing an error in the equilibrium
temperature of ionized gas. For example, in a single-cell test with
KROME, we obtain a temperature of ∼1.3 × 104 in a cell with gas
density n = 100 cm−3 and the flux of a 30 M� star at a distance
of 1 pc, while a cooling function modified for such flux (Gnedin &
Hollon 2012) gives T ∼ 9 × 103 K.

2.1 Initial conditions

The GMC is initially a uniform spherical cloud with mass M =
105 M� and radius R = 20 pc, implying a number density n =
120 cm−3 and a free fall time tff = √

3π/32Gρ � 4.7 Myr. In the
MW distribution of GMC properties, these kind of clouds are the
most abundant (Heyer et al. 2009; Grisdale et al. 2018). The GMC
is placed at the centre of a cubic box with size 60 pc, immersed in
a uniform background medium with number density nISM = 1 cm−3.
The gas has the same chemical composition through all the box, with
helium abundance of 25 per cent and hydrogen in fully molecular
form. The initial temperature is set to 10 K everywhere.

We add a turbulent velocity field in the initial conditions. We gener-
ate an isotropic random Gaussian velocity field with power spectrum
P(k) ∝ k−4 in Fourier space, normalizing the velocity perturbation in
the following way: inside the GMC, the velocity field is such that the
cloud virial parameter αGMC = 5 v2

rms RGMC/G MGMC = 2, so that the
cloud is initially unbound; in the background medium, the velocity
field has a root mean squared value which is (nISM/nGMC)2 higher
than the one in the cloud; this ensures that the ram pressure P = ρv2

reaches equilibrium at the cloud boundary. In three dimensions, the
chosen power spectrum gives a velocity dispersion that varies with
scale as �1/2, i.e. in agreement with Larson’s scaling relations (Larson
1981).

The coarse resolution is 26 cells for the background medium
(corresponding to a cell size of 
x � 0.9 pc) and 28 cells for
the cloud (
x � 0.2 pc). The resolution in the cloud is increased
by two further levels of refinement (
x � 0.06 pc), according to
a Lagrangian strategy: a cell at level l is refined if the gas mass
contained exceeds Ml = klMSPH, where MSPH � 10−4 M�, k9 = 32,
and k10 = 24. In this way, the resolution is increased in denser regions,
such as clumps and filaments which are expected to form during the
gravitational collapse and due to the effect of stellar feedback.

2.2 Star formation

We enable star formation in the GMC after 3 Myr (corresponding to
∼ 0.6 tff ), when the dense filaments and clumps have formed within
the cloud because of gravitational instabilities. Hence, we define
the evolutionary time of the cloud t as the time elapsed since t0 =
3 Myr. Since we are mostly interested in the effect of feedback by
UV radiation and stellar winds over the GMC, we neglect the process
of gas accretion on to seed particles, and stars are formed directly
with their zero-age main sequence mass. For a given cloud mass
MGMC and a given local star formation efficiency η, star formation is
implemented in the following steps, which will be detailed below:

(1) we generate a list of stars before starting the simulation;
(2) at each time-step, a star formation episode is triggered in a cell

with a probability proportional to the local SFR;
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(3) the next star in the list is placed in the cell where a star
formation episode has occurred.

The list includes stars for a total stellar mass equal to the GMC
mass (Mstars = MGMC = 105 M�), but we do not expect to actually
form all the stars in the list, due to the effect of feedback reducing
the mass available for star formation.

The star masses in the list are drawn from a Kroupa Initial Mass
Function (IMF; Kroupa 2001), until Mstars is reached. From this list
of stars, we remove the stars with mass lower than 1 M�, since
these stars have weak emission in the UV, no winds and they do
not explode as supernovae. Hence, we can save computational time
by not tracking these stars in the simulation. A factor f� is then
introduced in the star formation routine, to keep the SFR consistent
(see equation 6 below).

Given the list of stars, they are placed in the GMC one by one at
runtime, by deciding which cells host a star formation event in the
following way. The local star formation rate density (SFRd) is taken
to be proportional to the gas density (ρ) (Schmidt 1959; Kennicutt
1998), which has been shown to hold for clouds in the Milky Way
(Krumholz, Dekel & McKee 2012):

SFRd = η
ρ

tff
, (4)

where η is the local star formation efficiency, and tff is the local
free-fall time. η takes into account unresolved physical processes as
jets, winds, and outflows launched during the process of stellar birth,
which limit the gas accretion into stars. Its value is very uncertain, and
can span from 0.01 (Krumholz & McKee 2005) to 0.3–0.5 (Alves,
Lombardi & Lada 2007; André et al. 2010), and in this work we
assume η = 0.1. Then it follows that the star formation rate associated
to a cell with mass Mcell is

SFRcell = η
Mcell

tff
. (5)

According to such relation, at every time-step 
t of the simulation
each cell is assigned a probability of forming a star, given by

P = f�

SFRcell 
t

〈M�〉 , (6)

where 〈M�〉 � 3.37 M� is the IMF-averaged mass of the stars and
f� is a correction factor correcting taking into account that we do
not include stars below 1 M� (f� = N (m > 1 M�)/NTOT � 0.57).
We also set an H2 density threshold nth for star formation, so only
cells with density nH2 > nth are considered for star formation. The
efficiency is then rescaled (η

′
) so that the total number of stars formed

in a time-step does not depend on the chosen threshold:

η′ = η

(∑
i

Mcell,i

tff,i

)( ∑
ni>nth

Mcell,i

tff,i

)−1

. (7)

To ensure mass conservation when a star formation episode occurs,
we remove the corresponding star mass from every leaf cell in the
cloud (selected as those with nH2 > 10 cm−3), proportionally to the
cell mass:

m′
cell = mcell

(
1 − M�

Mcell,GMC

)
, (8)

where mcell and m′
cell are the cell gas mass before and after the

removal, M� is the mass of the newly formed star, and Mcell, GMC is
the total mass of the leaf cells in the cloud. In this way, we remove
in total a mass M� from the cloud, (1) preferentially removing mass
from high-mass, and hence high-density cells, and (2) avoiding the
complete depletion of gas mass in cells.

The choice of this star formation routine is alternative to the
implementation of sink particles, which form at a minimum mass
mseed and then accrete mass from the surroundings. Using sink
particles presents additional complications: (i) it is not obvious that
the correct IMF is recovered, and (ii) a reasonable choice for radiation
emitted by pre-MS stars have to be made. Since our main goal is to
analyse the effect of feedback, and not the star formation process
itself, we opted for this simplified recipe.

Finally, we notice that, as we do not track the formation of
low-mass stars (M < 1 M�), we do not properly account for the
corresponding gas mass depletion. Indeed, such stars are very
numerous, and working out the calculation with a Kroupa IMF we
obtain that the mass ratio of stars with M<1M� and M>1M� is

f<1M� = M<1M�
M>1M�

� 0.94.

This means that the H2 mass in the simulation is generally over-
estimated. Therefore, we apply in post-processing the following
correction to the H2 mass and the stellar mass to the results of the
simulation:

M ′
H2

= MH2 − f<1M�M�

M ′
� = M� + f<1M�M�

,

where MH2 and M� are the values obtained from the simulation, and
M ′

H2
and M ′

� are the corrected values.

2.3 Radiation from stars

Newly formed star particles emit radiation as point sources. Every
time-step, photons are injected in the cells where stars reside, with
an energy spectrum sampled with 10 bins (see Section 2). We neglect
the protostellar phase, the pre-mainsequence, the red giant branch,
and following phases, due to their short duration in comparison to the
main sequence (Kippenhahn & Weigert 1990). Since both bolometric
luminosity and spectrum change with time during the main sequence,
for simplicity we take values time-averaged over the lifetime of a star,
as detailed below.

We employ the stellar evolutionary tracks for a wide range of star
masses from the PARSEC code (Bressan et al. 2012). For each mass
in the catalogue, we compute the average bolometric luminosity Lbol

during the main sequence and then we interpolate to find Lbol for
the stars in our list. Finally, the stellar spectra are extracted from
the Castelli–Kurucz Atlas of stellar atmosphere models (Castelli &
Kurucz 2003) for the different masses and Lbol. For reference, on the
x axis of Fig. 1 we report Lbol for a range of stellar masses, from
1 M� to 90 M�. The corresponding spectra are shown in Fig. 2, with
coloured regions highlighting the H2-dissociating (LW, blue) and
H I-ionizing (EUV, red) bands. A star with mass between 3 and 5 M�
contributes little both to the LW and EUV; a star with mass of 5 M�
starts to contribute non-negligibly to the LW photon budget, with
LLW � 50 L�, and for larger masses (M ≥ 20 M�) the luminosity
in the LW saturates to LLW � 5 × 104 L�; finally, only stars with
masses larger than 20 M� have a significant EUV emission, settling
to LEUV � 2 × 105 L� for M ≥ 30 M�.

2.4 Stellar winds

Besides radiation feedback, massive stars also inject energy in the
surrounding ISM through winds. The mass-loss rate (Ṁw) and the
wind kinetic power (Pw) for the stars in our list are taken from
PARSEC, averaging over the main sequence. Fig. 1 shows Ṁw and Pw

as a function of mass, for the stars in our sample, colour-coded by
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4722 D. Decataldo et al.

Figure 1. Overview of properties of stars on the main sequence. Circles
represent stars of different masses, with the diameter of the circle proportional
to the mass. The colour of each circle corresponds to the time interval (also
encoded in the colourbar) a star spends on the main sequence, with red circles
standing for times longer than 20 Myr. On the x and y axis the bolometric
luminosity and wind kinetic power are shown, both expressed in units of solar
luminosities. Stars with mass <12M� do not produce significant winds.

Figure 2. Spectra of stars with different masses, the same considered in
Fig. 1. The vertical grey lines delimit the energy bins adopted in our simulation
suit. The blue and red areas highlight the LW and the EUV bands, respectively.

the time they spend on the main sequence. Stars with mass lower
than 10 M� do not significantly lose mass, so they are not included
in the plots. On the other hand, mass-loss from very massive stars
(M > 50 M�) is about 10−5 M� yr−1, resulting in a kinetic power
of ∼ 1037 erg s−1 over their entire lifetime. Assuming an average
lifetime of 3 Myr for one of these very massive stars, the total mass-
loss is 10 M� with a total energy injection in the ISM around 1051 erg.
Hence the energy output is comparable to that of a supernova, and
about 40 times the gravitational binding energy of the GMC, showing
that stellar winds have potentially enough energy to disrupt the cloud.

Our implementation of stellar winds consists in the injection of
mass and energy in the cells adjacent to the star particle, as generally
done in grid-based codes (Geen et al. 2016; Gatto et al. 2017; Haid
et al. 2019). At each time-step 
t of the simulation, and for each
star in the box, a mass 
Mw = Ṁw
t is subtracted from the stellar
particle and injected in the 27 neighbouring cells (i.e. the 33 cube
surrounding the particle host cell) and an energy 
Ew = Pw
t is

likewise distributed to those cells. Each cell j receives a different
amount of mass (
Mj) and energy (either in the form kinetic energy

Ekin, j or thermal energy 
Eth, j), in order to ensure that the wind is
spherically symmetric around the source. For the particle host cell,
we inject mass and energy only in the form of thermal energy, since
(i) we do not resolve the dynamics of the wind inside the cell, and
(ii) the thermal energy injection is isotropic:


Mhost = 
Mw

27

Eth,host = 
Ew

27
. (9)

Instead for the other 26 neighbouring cells, we inject mass and kinetic
energy by


M = fj


Mw

27

Ekin = fj


Ew

27
, (10)

where fj is the factor accounting for the solid angle covered by
the j-th cell when seen from the source. If we consider that all the
neighbouring cells are always kept at the maximum refinement level,
and we enforce

26∑
j=1

fj = 26

27
, (11)

we obtain

fj = 39

22

(

x

rj

)2

, (12)

where 
x is the cell size and rj the distance from the host cell. These
cells receive a kick in velocity in the direction of the line joining the
centres of the j-th cell and of the host cell.

2.5 Supernovae

Stars with mass larger than 8 M� explode as Type II (Smartt 2009)
supernovae at the end of their life. For simplicity, we neglect all
the stellar evolution phases following the main sequence (as the
red giant branch, the horizontal branch, and the asymptotic giant
branch), that are expected to represent only a short fraction of the total
stellar lifetime, and we assume that stars explode just after the main
sequence. The main sequence time is taken from the evolutionary
tracks in PARSEC. When a star with mass M explodes as a supernova,
it injects in the surrounding cells a mass Mej = M − Mrem, where
Mrem = 1.4 M� is the mass of the remnant (the Chandrasekhar limit;
Chandrasekhar 1935). After the explosion, we set the particle mass
to Mrem and assume no further radiation is released. The ejecta are
distributed among the 27 neighbouring cell in the same fashion of the
winds, but with a total energy input of 1051 erg: 1/27 of the energy
is injected as thermal energy in the host cell of the star, and the
remainder 26/27 as kinetic energy in the surrounding cells.

3 R ESULTS

3.1 Overview of cloud evolution

Images of the cloud are represented in Fig. 3, showing snapshots
taken at regular intervals up to t = 2.5 Myr (we recall that time is
counted starting from t0 = 3 Myr, the time at which star formation
is enabled). The four columns, from left to right, show the total gas
surface density and the surface density of H2, H I, and H II.

At t = 0 Myr, the cloud has developed a complex structure
of filaments and clumps, forming where the initial turbulent field
produces an enhancement in the gas density. Then, stars form
stochastically in the overdense cells, according to the probabilistic

MNRAS 497, 4718–4732 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/497/4/4718/5891241 by U
niversity of D

urham
 - Stockton C

am
pus user on 18 Septem

ber 2020



Shaping the structure of a GMC 4723

Figure 3. Evolution of the molecular cloud since the epoch t0 of the formation of the first star. The four columns show, respectively, the total, H I, H II, and
H2 column densities at different times (t = 0, 0.5, 1.0, 1.5, 2.0, 2.5 Myr). The black dots represent the locations of stars more massive than 30 M�. As stars
form, molecular gas is converted in atomic form, and ionized in proximity of massive stars, with the result that the cloud is destroyed around 2.5–3 Myr. The
dashed white square in the second left-hand panel is the zoomed region in Fig. 4.
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4724 D. Decataldo et al.

Figure 4. Slices of the cloud at different times (t = 0.7, 1.0, and 1.4 Myr), zoomed to show the evolution of two H II regions (the zoomed area is marked with
a white dashed square in Fig. 3). The maps are colour-coded according to the gas number density, and the dots show stars of any mass within 0.1 pc from the
slice. From left to right, we can see the formation of two H II regions, the development of instabilities at the edges, and the formation of dense clumps with a
prolonged tail.

recipe described in Section 2.2. Low-mass stars (1–2 M�) are able
to form small partially ionized gas bubble around them, with a thick
transition region to neutral and molecular hydrogen. Most massive
stars (> 30 M�) form large H II regions which are clearly visible in
the surface density plots. In particular, notice the main bubble found
in the t = 0.5 Myr snapshot, centred in (6.5 pc, −2 pc), due to the
formation of a 40 M� star. The area inside the bubble is quickly
emptied due to the combined effect of radiation and winds.

As the cloud evolves (t ≥ 1.5 Myr), the high density gas which has
managed to resist feedback keeps collapsing towards the centre of
the box, while less dense filaments protrude at larger distances. Since
SFR is proportional to gas density, it increases to very high values
during the final stages of the simulations (∼ 0.1 M� yr−1), consuming
very rapidly the gas content of the most dense clumps. Hence,
feedback and star formation are the two mechanisms decreasing
the amount of molecular gas, consuming it all by t � 2.8 Myr. Since
even the most massive stars in the simulations have a lifetime of about
∼3 Myr, the cloud has already ceased to exist before any supernovae
get the chance of exploding.

While from t = 1.5 Myr the molecular gas is only concentrated
in clumps in the central region of the cloud, H I maps show that the
atomic hydrogen is not collapsing towards the centre. Maps at t =
1.5 Myr and t = 2.0 Myr show indeed that an H I cloud with radius
> 10 pc persists, as the gravitational collapse prevented by the high
temperature of FUV-heated gas (T � 103 K). However, in the last
snapshot (t = 2.5 Myr), the dense molecular clumps are completely
dissociated and ionizing radiation is free to propagate in the whole
cloud. As a result, the H I gas is almost completely ionized at the end
of the simulation.

3.2 Structure of H II regions

In order to study the structure of H II regions, we show in Fig. 4
density slices centred around two close-by massive stars (25 M� and
40 M�) forming at t = 0.02 Myr and t = 0.32 Myr. All the stars
within 1 pc from the cut are shown as black dots. The slices are taken
at different times, to show the evolution of the dense shell of gas

developing at the edge of H II regions and the formation of clumps
with size < 0.1 pc.

In the leftmost slice (t = 0.7 Myr), the H II region are already well
developed. Fully ionized gas in the bubbles has a density around
n ∼ 100 cm−3, while gas at the edge reaches around 2000 cm−3,
due to the piling-up of gas pushed by the radiation-induced shocks
and the winds. This shell is H I-rich, and represents indeed a PDR,
formed thanks to FUV radiation getting through the ionized region
and dissociating H2. From the slice, it is evident that the dense shells
are not regular in shape and density, due to inhomogeneities in the
gas prior to the ionization front propagation.

In the second slice (t = 1.0 Myr) the shells fragment due to instabil-
ities, triggered also by the collision between the two close-by shells,
inducing the formation of small and dense clumps characterized by
a dense and compact head followed by a tail. These clumps move
towards the centre of the box due to gravitational potential of the
cloud (rightmost slice, t = 1.4 Myr). Due to their high density, stellar
feedback is ineffective in destroying such clumps, resulting in their
rapid conversion into new stars, a process that slowly consumes all
the available molecular gas.

Another noticeable effect seen in the simulation is the formation
of stars in the compressed shell around H II regions, as seen in both
the first and in the second slice. Since the probability of forming
star is proportional to gas density, the formation of dense shells
around H II regions fosters the birth of new stars. This scenario of
self-propagating (or triggered) star formation has been frequently
investigated in previous works, both from an observational point
of view (Lada, Alves & Lada 1999; Deharveng et al. 2006, 2010;
Zavagno et al. 2006; Beerer et al. 2010; Liu et al. 2016; Yep & White
2020) and from simulations (Hosokawa & Inutsuka 2005, 2006a,b;
Dale, Bonnell & Whitworth 2007a; Dale et al. 2007b; Walch et al.
2013).

3.3 ISM phases evolution

The evolution of different gas phases in the whole computational
box can be studied with density–temperature phase diagrams, shown
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Shaping the structure of a GMC 4725

Figure 5. Phase diagrams of the gas in the cloud. The three rows show different evolutionary stages, at t = 0, 1, and 2 Myr, respectively. Each panel shows a
Mx-weighted PDF in the density–temperature (n − T) plane, where Mx is the mass of the species X. The three columns correspond to the species H2, H I, and
H II. As the cloud evolves with time, molecular gas is converted into atomic and ionized gas.

in Fig. 5. Different rows correspond to simulation snapshots at t =
0 Myr, t = 1 Myr, and t = 2 Myr. Colours represent the normalized
PDF, weighted by the mass of H2, H I, and H II, respectively. At
t = 0 Myr, the gas in the box is � 70 per cent molecular, with
the rest being either in atomic (∼ 5 per cent) or ionized form. This
happens because gas compression (shocks and gravitational collapse)
increases the temperature, fostering collisional dissociation of H2 and
ionization of H I. On the other side, the gas filling the box outside the
cloud has n < 102 cm−3 and T � 103–4 K, either in atomic or ionized
form.

The row at t = 1 Myr shows features due to the presence of stars,
heating the gas via both radiation and winds. At this stage, most
molecular gas (∼ 75 per cent of the total molecular gas) is present
in the form of cold (T < 30 K) and dense (n > 103−4 cm−3) clumps,
even if there is some less dense molecular gas at n < 103 cm−3.
The MH I-weighted map is populated mainly by gas in the range
n = 103 − 104 cm−3, with temperatures varying from 102 K to
104 K. Two horizontal branches (T � 103 K and T � 104 K) are
visible, and correspond to the edges of H II regions, where the gas is
compressed by radiation-driven shocks and EUV photons are not
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4726 D. Decataldo et al.

Figure 6. Upper: Time evolution of H2 mass, H I mass, H II mass, stellar
mass, and total gas mass (including also helium) in the whole computational
box (hence including both the cloud and the surrounding low density
medium). Lower: Time evolution of the volume occupied by H2, H I, and
H II in whole box; a cell is included in one phase if more than 50 per cent of
its mass is in such a phase.

able to penetrate. Warm medium with T < 500 K is associated
with PDRs, and contains around 20 per cent of H I. The MH II-
weighted map shows a clear horizontal line at T � 4 × 104 K, due
to photoionization heating of hydrogen and helium. These ionized
regions have densities ranging from 10 to 103 cm−3. Gas is heated
to even higher temperatures (T � 105–6 K) around massive stars, due
to the kinetic energy injection by winds.

The last row (t = 2 Myr) shows an advanced evolutionary stage
of the cloud, where most of molecular gas has been dissociated.
H2 survives only in very dense clumps (n > 104 cm−3) and a few
patches of low density gas, which are shadowed from radiation.
Also, H I is much less abundant than in the previous snapshot due to
photoionization. Indeed, the horizontal branch in the MH II-weighted
map is much more extended in this case (up to 104 cm−3).

3.4 SFE and SFR

The upper panel of Fig. 6 shows the time evolution of gas mass in
the box in the different phases (MH2 , MH I, and MH II), together with
the total gas mass Mtot (including also all the other species, as He)

and the stellar mass M�. All masses include all the gas in box, so
both the GMC and the surrounding gas.

As the cloud evolves, molecular gas has two possible fates: (1) it
is converted into atomic and ionized gas by stellar feedback, (2) it
goes into stars. This means that the efficiency of stellar feedback
determines the molecular gas mass which remains available for
star formation. MH2 goes to zero around tev � 2.2 Myr, marking
the complete evaporation of the GMC. H I mass increases as H2 is
dissociated, peaking between 1.2 and 1.7 Myr. Later, H I is ionized
and hence its mass tends to zero. H II mass grows as more ionizing
flux is produced, and at the end of the simulation the mass is either
in stars or H II, with a small percentage in H I.

The volume occupied by the different gas phases is shown in
the lower panel of Fig. 6. The volume occupied by the species
X (HI, H II, or H2) is defined as the sum of the volume of all
cells where the mass fraction μx = MX/(MH I + MH II + MH2 ) is
larger than 50 per cent.2 At t = 0 Myr, the gas in the cloud is in
fully molecular form (∼ 20 per cent of the total volume), while
the surrounding ISM is in atomic phase. Then, the volume of the
molecular phase decreases with time, both because of dissociation by
LW photons and gravitational collapse. In the meantime, the external
medium is ionized, explaining the decrease in H I volume and the
increase in H II volume between t = 1 Myr and t = 1.5 Myr. The
cloud collapse proceeds in the interval t � 1.5–2 Myr, corresponding
to the cloud free-fall time, with the formation of more dense clumps.
As a result, dense gas absorbs ionizing photons and the size of H II

regions reduces, and this can be seen in Fig. 6 as a dip in H II volume
and a correspondent peak in H i volume. After 2 Myr, dense clumps
are consumed by star formation, and ionizing radiation can again
propagate in the whole computational box, filling almost all the
volume.

When the cloud is completely evaporated, the total stellar mass
is M� � 7.4 × 104 M�, which means a global SFE = M�/MGMC �
74 per cent. Nevertheless, the correction for the fact that we neglected
the formation of low-mass stars (and hence the corresponding mass
removal) must be applied, as detailed at the end of Section 2.2. The
left-hand panel of Fig. 7 shows with dotted lines the values of H2

mass and stellar mass straight from the simulation, and the corrected
values with solid lines. We can see that the corrected value M ′

H2

approaches zero around t = 1.6 Myr, and by this time the total stellar
mass is M ′

� � 3.6 × M�, or SFE� 36 per cent.

3.5 Radiation in the GMC

Fig. 8 shows the maps of photon density-weighted Habing flux
G0 (6 eV <hν < 13.6 eV), photon density-weighted ionization
parameter (Uion, defined as the ratio between ionizing, hν > 13.6 eV,
photon density, and gas density) and gas mass-weighted temperature
T at t = 1.0 Myr. The flux is high in the neighbourhood of massive
stars, but it has not leaked yet from the whole cloud. Typical values
of G0 are 104–5 and Uion � 103 in the immediate proximity of massive
stars, as they are devoided of gas their surrounding. The map shows
mass-weighted temperatures of 3000 K inside the cloud, however
the maximum temperatures inside H II regions can reach values of
107–8 K near very massive stars, because of the mechanical feedback.

2We have verified that changing the threshold to 75 per cent or 90 per cent
does not yield any significant difference in the trend. We also obtain a similar
result by removing the threshold and weighting the volume of the cells
by μx.
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Shaping the structure of a GMC 4727

Figure 7. Left-hand panel: time evolution of H2 mass and stellar mass, and relative correction accounting for low mass stars (M < 1 M�), which are not
included in the simulation. Accounting for this correction, the cloud is destroyed in a shorter time (t � 1.6 Myr), and the final SFE is lower (∼ 36 per cent).
Right-hand panel: time evolution of the star formation rate, again plotted together with the low mass star correction. The shaded area mark the times at which
the cloud is destroyed (i.e. there is no H2 left) according to the low-M star correction.

Figure 8. Snapshots of the cloud properties at t = 1.0 Myr: from left to right, projections of (a) FUV flux G0 weighted by photon number, (b) ionization
parameter Uion weighted by photon number, and (c) temperature T weighted by gas mass. At this stage, photons have not leaked yet from the cloud, and the flux
is high only close to massive stars or stellar clusters.

An analysis of the radiation field in molecular clouds is particularly
relevant for cosmological simulations of galaxy formation, where
generally it is possible only to marginally resolve the internal
structure of molecular clouds (Leung et al. 2019). With a typical
resolution of tens of parsecs (Rosdahl et al. 2018; Pallottini et al.
2019), a cell represents a whole GMC and therefore its properties
are averaged, so local inhomogeneities cannot be taken into account.
GMC emission properties – in particular far-infrared lines, as [C II],
[N II], and [O III] and CO – has been shown to be sensitive to
their internal density structure (Vallini et al. 2017, 2018), while the
radiation field is typically assumed to be constant. In particular, [C II]
emission depends on G0, while [N II] and [O III] are strongly affected
by Uion. Hence, the approximation of an average uniform Uion (due to
resolution limits) can lead to an incorrect estimation of line emission
(see discussion in Olsen et al. 2018 and Pallottini et al. 2019).

In Fig. 9 we plot the G0 − n and Uion − n phase diagrams at t =
1 Myr, showing the normalized volume-weighted PDF. High density
gas (n > 103 cm−3) has Uion � 0, being able to self-shield from
ionizing radiation, while G0 can attain large values G0 > 10. On the

other hand, low density gas (n < 102 cm−3) typically shows G0 >

10–100 and ionization parameter Uion � 10−2, as this gas is associated
with H II regions. According to Pallottini et al. (2019) [C II] emission
mostly comes from regions in which n � 2 × 102 cm−3, G0 � 20,
and Uion is relatively low, implying that they are neutral (see also
Ferrara et al. 2019). Lines as [N II] and [O III] are instead emitted
from ionized regions with densities around 50–100 cm−3 and Uion

> 10−3.
The time evolution of G0 and Uion in the cloud are shown in Fig. 10:

the different lines show the volume-weighted average and the 25th,
50th, and 75th volume-weighted percentiles.3 The average values
of both G0 and Uion increase almost steadily during the simulation,
showing a slight drop around t � 1.5–2 Myr, corresponding to the
increase in H I seen in Fig. 6. At the end of the simulation, the

3The 25th volume-weighted percentile is defined as the value q25 such that q
< q25 in 25 per cent of volume. Analogously for the 50th percentile, i.e. the
median, and the 75th percentile.
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4728 D. Decataldo et al.

Figure 9. G0 − n (left-hand panel) and Uion − n (right-hand panel) phase-diagrams at t = 1 Myr. The PDF are volume-weighted and then normalized. Regions
with the density (n > 103) may have a high FUV flux (G0 > 102), while they are completely self-shielded from ionizing radiation. At low gas densities (n <

102), G0 can assume a variety of values from 10−3 to 103, while the ionization parameter is generally >10−3.

Figure 10. Time evolution of G0 (upper panel) and Uion (lower panel) in the
cloud. The solid line shows the evolution of the volume-weighted average
value, while the dashed, dotted-dashed and dotted lines show the 25th, 50th,
and 75th volume-weighted percentiles, respectively (q25, q50, and q75). The
larger scatter of the Uion distribution indicates that the ionization field is more
patchy than the Habing one.

volume-weighted 〈G0〉 stabilizes at a value of ∼103, and 〈Uion〉
reaches 102. The spread in the percentiles evolution is narrower
for G0 than Uion: defining the relative spread between percentiles
as δX = (q75 − q25)/q50, we have δUion larger than δG0 by a factor
107 at t = 1 Myr and by a factor ∼100 for t > 2 Myr. This means
that the distribution of G0 at a given time is more peaked, while the
distribution for Uion is more spread with a larger variance. Hence,
prediction on the intensity of [N II] and [O III] lines will be strongly

affected by the actual distribution of Uion, and the assumption of a
uniform ionizing field appears not to be satisfied in our cloud. A more
detailed analysis of emission properties from our simulated GMC is
postponed to a subsequent work.

Finally, we briefly discuss the time evolution of the escape fraction.
This is defined in band X, at time t, as the ratio

fX,esc(t) = NX,esc(< t)

NX,prod(< t)
, (13)

where:

(i) NX, esc(< t) is the total number of photons in band X which
have crossed the spherical surface of radius Rs = 20 pc (i.e. the
initial cloud radius) up to time t;

(ii) NX, prod(< t) is the total number of photons in band X produced
by all stars in the cloud up to time t.

In Fig. 11 we show the escape fractions in the FUV band (blue
line) and in the ionizing band (red line). FUV photons manage to
escape earlier from the cloud, with fFUV, esc > 0.01 already around
t � 0.2 Myr, since they are able to propagate to larger distances in
molecular gas before being absorbed. For the same reason, fFUV, esc(t)
> fion, esc(t) at any time. The drop in fesc in both bands around
2 Myr corresponds to the increase in mass and volume of the neutral
phase, apparent from Fig. 6. Later on, fesc increases again, and we
expect it to increase monotonically to large values while neutral gas
is progressively ionized. Note, however, that the ionizing photon
production goes to zero when massive stars (the main contributors
to Nion, prod) explode as SNe (t � 3 Myr). We find that throughout
the evolution fion, esc � 0.03, also in agreement with similar studies
(Howard et al. 2018; Kimm et al. 2019; He, Ricotti & Geen
2020).
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Shaping the structure of a GMC 4729

Figure 11. Time evolution of the escape fraction (see definition in equa-
tion 13) of FUV (blue line) and ionizing (red line) photons.

4 D ISCUSSION

Our simulation shows how stellar feedback shapes the structure of a
GMC, by ionizing, heating, and pushing the gas. H II regions form as
bubbles around massive stars, finally merging and leaving molecular
gas concentrated in dense clumps with tails (see 5th row in Fig. 3).
Similar substructures are found in other works featuring photoioniza-
tion feedback (e.g. Walch et al. 2015; Haid et al. 2019; He et al. 2019).
Nevertheless, the quantitative results on the IMF (for simulations
featuring sink particle formation), cloud dispersal time, and star for-
mation efficiency are sensitive on differences on the initial setup. For
example, Geen et al. (2018) show that simulations with different ini-
tial random seed of the turbulent velocity field achieve different val-
ues of the SFE (from ∼ 6 per cent to ∼ 21 per cent). Similarly, Haid
et al. (2019) evolve two clouds with comparable mass (∼ 105 M�) by
zooming-in different regions of a galaxy-scale simulation: the clouds
show different morphology (only one cloud shows a very dense blob
at the centre), SFEs (6 per cent and 13 per cent), and dispersal time
(only one cloud is dispersed in the simulation time, 3 Myr).

Other recent works on GMC simulations (e.g. Raskutti et al. 2016;
Howard et al. 2017; Kim et al. 2018) find SFE� 10 − 20 per cent
for clouds with similar properties to this work (M = 105 M�, n̄ =
120 cm−3), despite not including all feedback mechanisms simul-
taneously (photoionization/dissociation, radiation pressure, winds).
This is mainly due to a few significant differences with respect to
our setup, which result in more spread and less dense clouds: (1)
most works relax the cloud in a non-turbulent surrounding medium,
(2) gravity is turned off or a reduced gravitational constant is used
in the relaxation stage, (3) different initial cloud profiles are adopted
(isothermal profiles, Bonnor–Ebert spheres, etc.). As a consequence,
these clouds are less star forming and more subject to gas evaporation
by stellar feedback. Instead, in our simulation, we start with a
uniform, self-gravitating cloud, confined by a turbulent surrounding
medium. Star formation is enabled after 3 Myr, when the cloud gas
is denser and has already started collapsing towards the centre of the
box. Hence, it is natural to expect a more rapid star formation and
a higher SFE in our case. In addition, stellar feedback is sometimes
implemented in a different way. For instance, He et al. (2019) assume
a constant light-to-mass ratio for sink particles, hence overestimating
the UV photons emitted by low mass stars (as shown in Fig. 2, only
stars with mass M > 10 M� have a relevant contribution both in the
FUV and the EUV).

Nevertheless, it is interesting to notice that both in this and previous
theoretical works, the SFE is typically larger than what typically
observed (∼ 1–10 per cent; Lada et al. 2010; Murray et al. 2010;
Lada 2016; Lee et al. 2016; Ochsendorf et al. 2017) in local GMCs
in the Milky Way, despite the accurate implementation of stellar
feedback. A possible explanation is the absence of turbulence driving
in our simulation, meant to mimic external shear and compression
due to the environment in which the cloud could be embedded
in (turbulent motion in the spiral arms of the galaxy, supernova
explosions in the neighbourhood of the GMC, etc.).

In addition, the inclusion of magnetic fields could also decrease
the SFE of the cloud, since magnetic pressure entails lower clump
densities. As a result, clumps are less star forming and more easily
dissolved by radiation. Federrath & Klessen (2013) have analysed the
impact of different effects on star formation, finding that the effect
of an increase of the turbulence is twofold: (1) the increase of αvir

stabilizes the cloud against collapse, decreasing the SFE, (2) com-
pressive modes with higher Mach number M foster star formation
by creating local compression; moreover, the presence of solenoidal
modes (keeping M constant) decreases the SFE at least of an order
of magnitude, while magnetic fields with Alfvenic turbulence with
MA ∼ 1.3 decrease the SFE by a factor of two. Hence, the inclusion
of turbulence driving and magnetic fields in our simulation would
help us to obtain lower values for the SFE, that are closer to the
observed ones. We plan to address this issue in a future work.

5 C O N C L U S I O N S

We have studied the evolution of a typical GMC by running
a 3D radiative transfer (RT), zoom hydrosimulation, including a
full chemical network tracking H2 formation and dissociation, and
following individual stars forming inside the cloud. Multiple feed-
back mechanisms, such as photodissociation/ionization, radiation
pressure, stellar winds, and supernovae, are included simultaneously.

The simulation has been run with the RT version of the RAM-
SES code (Teyssier 2002; Rosdahl et al. 2013), by coupling the
RT module with the non-equilibrium chemical network generated
with KROME (Grassi et al. 2014) in the same fashion as Decataldo
et al. (2019) and Pallottini et al. (2019). We have implemented a
stochastic star formation recipe, drawing stars from a Kroupa (2001)
IMF and placing them in the simulation already in main sequence.
To save computational time, we consider only stars with masses
larger than 1 M� and then apply a correction to account for the mass
consumption by low-mass star formation. Each star emits radiation
with a spectrum depending on its mass, sampled with 10 photon bins,
and injects momentum isotropically in the interstellar medium via
winds. The simulated GMC has a mass M = 105 M�, radius R =
20 pc and initial virial parameter αvir = 2, meaning that the cloud is
initially unbound.

The cloud presents dense clumps and filaments before star forma-
tion due to turbulence and gravitational instabilities. When stars form,
they affect the surrounding environment. Thanks to the inclusion of
different mechanisms, and the accurate treatment of radiation and
chemistry, it has been possible to identify different phases in the
cloud evolution. In a first phase (up to t = 1 Myr), we assess the
effect of radiation and winds on the structure and composition of the
cloud. Ionized bubbles develops around massive stars (with densities
n � 100 cm−3 and T � 4 × 104 K) with dense edges (n � 103 cm−3)
corresponding to photodissociation regions (PDRs). The molecular
content of the cloud decreases by 50 per cent because of the effect of
radiation, even if dense molecular clumps (n > 104 cm−3) are able
to self-shield. At the end of this phase, the cloud presents an extended
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H I structure, whose collapse is prevented by the heating effect of non-
ionizing radiation. Later, we identify a second phase in which dense
clumps are consumed by rapid star formation (SFR� 0.1 M� yr−1),
so that radiation is free to escape and ionize the atomic gas in the
computational box.

After applying the correction for the formation of stars with mass
< 1 M�, we obtain that all the molecular gas in the cloud is exhausted
in 1.6 Myr, and the final SFE is 36 per cent. The short cloud lifetime
that we found supports the picture of short-living GMCs (Elmegreen
2000), which has also been supported by recent observations
(Chevance et al. 2020). The obtained SFE efficiency is higher than
the generally observed one, which is around 1–10 per cent (Lada et al.
2010; Murray et al. 2010; Lada 2016; Lee et al. 2016; Ochsendorf
et al. 2017), despite the accurate implementation of stellar feedback.
In fact, the initial turbulence is rapidly dissipated in our simulations
and the cloud collapses under its own self-gravity entailing an
high star formation rate (SFRmax = 0.1 M� yr−1). The inclusion of
turbulence driving, in order to effectively account for large-scale
phenomena injecting kinetic energy in the ISM, would certainly help
to sustain the turbulence level in the cloud, and hence decrease the
SFE. We plan to add this feature to our simulations in a future work.

We have then analysed the radiation field inside the GMC in
the Habing and the ionizing bands. G0 is rather homogeneous
throughout the cloud, attaining a value around 102 at the end of
the simulation. On the other hand, the ionization parameter Uion

shows a broader distribution, and hence a larger spatial modulation
inside the cloud. This is crucial for the interpretation of emission
from galaxy simulations, where generally individual GMCs are not
resolved, and therefore their properties are averaged. The distribution
of the radiation field strongly affects line emission calculations, and
the sub-grid patchiness of Uion should be taken into account when
computing the intensity of lines as [N II] and [O III] (Olsen et al. 2018;
Pallottini et al. 2019). Finally, we find that throughout the evolution
the escape fraction of ionizing photons from the cloud is fion, esc �
0.03, also in agreement with similar studies (Howard et al. 2018;
Kimm et al. 2019; He et al. 2020).

AC K N OW L E D G E M E N T S

This work used the DiRAC@Durham facility managed by the
Institute for Computational Cosmology on behalf of the Science and
Technology Facilities Council (STFC) Distributed Research using
Advanced Computing (DiRAC) HPC Facility (www.dirac.ac.uk).
The equipment was funded by BEIS (Business, Energy and Industrial
Strategy) capital funding via STFC capital grants ST/K00042X/1,
ST/P002293/1, ST/R002371/1 and ST/S002502/1, Durham Univer-
sity, and STFC operations grant ST/R000832/1. DiRAC is part
of the National e-Infrastructure. AF and AL acknowledge sup-
port from the European Research Council (ERC) Advanced Grant
INTERSTELLAR H2020/740120. Any dissemination of results
must indicate that it reflects only the author’s view and that the
Commission is not responsible for any use that may be made
of the information it contains. Support from the Carl Friedrich
von Siemens-Forschungspreis der Alexander von Humboldt-Stiftung
Research Award is kindly acknowledged (AF). MF acknowledges
support from the ERC under the European Union’s Horizon 2020
research and innovation programme (grant agreement No 757535).
MF acknowledges support by Fondazione Cariplo, grant number
2018-2329. We thank C. Federrath, T. Naab, and the participants of
Sexten Workshop 2020: ‘The Interstellar Medium of High Redshift
Galaxies’ for fruitful discussions. We acknowledge use of the
PYTHON programming language, ASTROPY (Astropy Collaboration

2013), MATPLOTLIB (Hunter 2007), NUMPY (Van der Walt, Colbert &
Varoquaux 2011), PYMSES (Labadens et al. 2012).

DATA AVAI LABI LI TY

The data underlying this article will be shared on reasonable request
to the corresponding author.

REFERENCES

Alves J., Lombardi M., Lada C. J., 2007, A&A, 462, L17
Anderson L. D., Bania T. M., Jackson J. M., Clemens D. P., Heyer M., Simon

R., Shah R. Y., Rathborne J. M., 2009, ApJS, 181, 255
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APPENDI X A : TESTS OF THE W I ND MODEL

In our implementation of stellar winds, mass, momentum, and kinetic
energy are injected in the 27 cells neighbouring the position of the
stellar particle, as detailed in Section 2.4. This implementation is
similar to the one in Gatto et al. (2017) and Haid et al. (2018,
H18 from here on) simulations, with the only difference that they
perform the injection over a sphere with the radius of four cells at
the maximum refinement level. We run three tests to compare the
momentum injection in the ISM. A star with mass 12 M�, 23 M�,
or 60 M� is placed at the centre of a uniform box with size 20 pc,
filled with uniform medium with density n = 100 cm−3 and initial
temperature T = 10 K. The same tests have been run in H18 (in
particular, their CNM case), and this allows for a direct comparison.
In particular, we compare the total momentum injection (including
both wind and radiation) in the surrounding medium. The results are
shown in Fig. A1 (cf. with their fig. 4). The three colours stand for
different stellar masses, and the results of our tests and H18 tests
are shown, respectively, with solid and dashed lines. For all the test
cases, we find a very good agreement with H18 at large times. A small
discrepancy, less than 10 per cent, can be noticed only at early times
(t < 0.5 Myr), and it can be attributed to (1) the different cooling
model adopted and (2) the fact that we adopt a constant momentum
injection from the wind (while H18 accounts for stellar evolution).
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Figure A1. Momentum injected in the ISM by stars with different masses
(12 M�, 23 M�, and 60 M�), placed at the centre of a uniform density (n =
100 cm−3, T = 10 K). The solid and dashed lines represent the results of our
tests and Haid et al. (2018) tests, showing a very good agreement.
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