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A B S T R A C T

The avian dawn chorus presents a challenging opportunity to test autonomous recording units (ARUs) and
associated recogniser software in the types of complex acoustic environments frequently encountered in the
natural world. To date, extracting information from acoustic surveys using readily-available signal recognition
tools (‘recognisers’) for use in biodiversity surveys has met with limited success. Combining signal detection
methods used by different recognisers could improve performance, but this approach remains untested. Here, we
evaluate the ability of four commonly used and commercially- or freely-available individual recognisers to detect
species, focusing on five woodland birds with widely-differing song-types. We combined the likelihood scores (of
a vocalisation originating from a target species) assigned to detections made by the four recognisers to devise an
ensemble approach to detecting and classifying birdsong. We then assessed the relative performance of in-
dividual recognisers and that of the ensemble models. The ensemble models out-performed the individual re-
cognisers across all five song-types, whilst also minimising false positive error rates for all species tested.
Moreover, during acoustically complex dawn choruses, with many species singing in parallel, our ensemble
approach resulted in detection of 74% of singing events, on average, across the five song-types, compared to 59%
when averaged across the recognisers in isolation; a marked improvement. We suggest that this ensemble ap-
proach, used with suitably trained individual recognisers, has the potential to finally open up the use of ARUs as
a means of automatically detecting the occurrence of target species and identifying patterns in singing activity
over time in challenging acoustic environments.

1. Introduction

Autonomous recording units (ARUs) are increasingly used to gather
ecological data for a diverse array of sound-producing animal taxa,
including insects, anurans, cetaceans, bats, primates and birds (Sugai
et al., 2019). Used appropriately, ARUs provide an efficient, standar-
dised and unbiased data-collection procedure at lower cost than tradi-
tional site visits by skilled observers (e.g. Zwart et al, 2014). They can
be deployed in situ for extended periods, recording multiple species at
multiple sites simultaneously, accumulating data on spatio-temporal
scales of ecological consequence, whilst limiting disturbance and re-
ducing potentially costly visits to distant and hard-to-access locations
(Blumstein et al., 2011). However, in common with other automated
data collection methods in ecology (e.g. camera-traps; Norouzzadeh
et al., 2018), the rate-limiting step in biodiversity studies using such
data, is that of extracting information from the considerable datasets
amassed. This can involve manually browsing many hours of sound
recordings on spectrograms, which is a laborious task (Sebastián-
González et al., 2015), potentially requiring costly teams of sound

analysts (e.g. Furnas and Callas, 2015; Sanders and Mennill, 2014).
Automated computer-aided signal recognition systems provide a po-
tential solution to the problem, and reliable systems will be crucial to
the viability of long-term, large-scale ecological studies using ARUs
(Blumstein et al., 2011). However, despite progress in recent years, the
performance of signal recognition systems has failed to keep pace with
advances in acoustic data collection and storage (Wimmer et al., 2013).

The process of automatically detecting and classifying birds from
sound recordings potentially presents a greater challenge than for other
taxa (Brandes, 2008; Briggs et al., 2012), as bird vocalisations are ty-
pically produced within a busy sonic environment (as opposed to the
ultra- or infra-sonic environments utilised by e.g. bats and cetaceans),
and are prone to masking from biophony (e.g. other birds and insects),
geophony (e.g. wind, rain and running water) and anthrophony (e.g.
road-traffic noise and engines). Furthermore, their songs are extremely
varied and complex, and when multiple species and individuals sing
simultaneously, such as during the dawn chorus, elements of song
overlap in time, frequency and amplitude (Luther and Wiley, 2009;
Priyadarshani et al., 2018). Consequently, sound recordings made
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during the dawn chorus often prove overwhelming for signal recogni-
tion systems, which then fail to interpret the species-specific vocalisa-
tions accurately. Species recognition during the dawn chorus has pre-
viously been identified as a particularly challenging research problem
for automated detection systems (e.g. Duan et al., 2013). Yet, best
practice for traditional bird surveys in many parts of the world is to
survey at or around dawn during the main breeding period, to maximise
the number of species detected per unit time (Bibby et al., 2000).
Whether a researcher wishes to detect the presence of a species of in-
terest, or to build a comprehensive list of species for biodiversity as-
sessment, for most species, the dawn chorus presents the optimal op-
portunity to achieve this efficiently. This also applies to surveys using
ARUs, especially given that battery life and data storage are often a
limitation (Burivalova et al., 2019). Furthermore, singing behaviour at
dawn often provides insight into breeding stage (Zhang et al., 2015),
fitness of individuals (Poesel and Kempenaers, 2000) and time and
energy budgets in birds (McNamara et al., 1987).

Despite the difficulties, numerous methods have been developed for
automated detection and classification of birdsong (see Blumstein et al.,
2011; Priyadarshani et al., 2018; Stowell and Plumbley, 2011 for re-
views), drawing upon research expertise in the fields of mathematics,
computer engineering, bioinformatics, acoustics and audio signal pro-
cessing. As a result, several sound analysis software packages have been
developed that include general-use automated signal recognition tools
(hereafter ‘recognisers’) aimed at facilitating the use of ARUs by ecol-
ogists with only a limited understanding of the complexities of ana-
lysing acoustic data (e.g. Charif et al., 2010; Katz et al., 2016). To date,
recognisers appear under-utilised in the ecological literature, and stu-
dies that have used them effectively typically document habitat occu-
pancy and rudimentary activity levels at limited spatio-temporal scales.
Many of these studies also focus on detection of distinctive, diagnostic
or uncomplicated vocalisations at times of day when masking from
background noise is low (e.g. Abrahams and Denny, 2018; Knight et al.,
2017; Swiston and Mennill, 2009; Zwart et al., 2014). Researchers at-
tempting more ambitious usage, such as detecting and recognising
passerine songs at numerous and varied locations, have been unable to
create recognisers that are fit for purpose (e.g. Sidie-Slettedahl et al.,
2015). Manual scanning of spectrograms remains the best option if an
accurate account of singing activity, or detection of multiple species, is
required (Joshi et al., 2017; Knight et al., 2017; Sanders and Mennill,
2014; Shonfield and Bayne, 2017; Swiston and Mennill, 2009). Al-
though recognisers are designed to facilitate signal recognition by re-
ducing the time required to analyse large datasets, they do not fully
automate the process (Charif, et al., 2010; Shonfield and Bayne, 2017).
The procedure therefore, invariably involves manual verification of the
detections returned, which, in itself, can be a prohibitive task.

For researchers to have confidence in the output returned, re-
cognisers must maximise the ratio of true-positive (TP) detections over
false-positive (FP) errors; to assume (likely) absence, they must elim-
inate FP errors entirely. To assist in this, many recognisers assign a
score value to each detection, which can be taken as a confidence
measure of how well the detection matches the target signal (Knight
et al., 2017). In theory, higher scoring detections are more likely to
originate from the target species. Many recogniser interfaces allow the
user to set a score threshold, and if signals are assigned a score below
the threshold, they will be omitted from the list of detections returned.
Setting the threshold to a high value has the desirable effect of reducing
the number of FP errors and increasing the number of true-negatives
(TN), but the trade-off is fewer TP detections and more false-negative
(FN) errors. Setting the threshold low will have opposite effects. Given
such trade-offs, and the imperfection of recogniser performance, the
score thresholds set are often based upon trial-and-error and will ulti-
mately depend upon the question being addressed or the priorities of
the research (Katz et al., 2016; Knight et al., 2017).

Despite their limitations, the various methods of signal detection
amongst different recognisers may each have particular strengths when

applied to certain situations and song-types, such that a combination of
methods could produce a more robust and universal recogniser tool.
Indeed, in both ecological studies and more widely, it is acknowledged
that if individual predictive techniques provide some independent in-
formation, a combination of techniques will yield lower mean error
than any one in isolation (Araújo and New, 2007). Here, we combine
the performance of recognisers from four sound analysis software
packages by using the scores assigned to detections to construct an
ensemble model. The performance of our ensemble is compared to that
of each of the recognisers in isolation in its ability to detect and classify
birdsong correctly within noisy recordings made during the dawn
chorus. We repeat this for five common British woodland bird species,
which, together, exhibit a wide variation in song structure. Our goal is
to evaluate which approaches to automated identification perform best
and to test whether combining different recognisers can enhance per-
formance across multiple species. We evaluate methods in terms of
increasing TPs and decreasing, or negating, FPs, with the aim of pro-
ducing a generic approach that could be more widely applied.

2. Materials and methods

2.1. Study species

Stowell and Plumbley (2011) recognise five broad song-types
amongst British birds. To ensure that we tested recognisers over a
varied range of songs, we used an example species with song compar-
able to each of these five song-type groups as follows: 1) chiffchaff
Phylloscopus collybita (bi-syllabic), 2) wren Troglodytes troglodytes (few
syllables, with a strong bigram structure), 3) robin Erithacus rubecula
(large vocabulary), 4) carrion crow Corvus corone (less-tonal), and 5)
woodpigeon Columba palumbus (low-pitched non-passerine).

2.2. Data collection

We collected acoustic data using ARUs (Song Meter 2+; Wildlife
Acoustics Inc, Maynard, USA) mounted on tree trunks c.4 m from
ground-level at each of 20 semi-natural mixed deciduous woodland
study sites throughout Great Britain (Fig. 1). Each ARU was fitted with
two omni-directional all-weather microphones (SMX-II; Wildlife
Acoustics Inc, Maynard, USA) with a typical sensitivity of −35 to −43
dBV/pa and a frequency response of 20 Hz–20,000 Hz (Sebastián-
González et al., 2015; Turgeon, et al., 2017). Recordings were made in
stereo, with a sample rate of 16000 Hz and 16-bit encoding. No high-
pass or bandwidth filters were applied. ARUs were configured with the
respective site co-ordinates and programmed to survey continuously for
105 min, commencing 60 min prior to local sunrise every day from
March to June inclusive. These surveys were repeated for each of the
three years 2014 to 2016. With the exception of chiffchaff, which was
absent from five sites, the study species were ubiquitous throughout our
study sites.

2.3. Test dataset

We extracted 300 samples from our full dataset of acoustic surveys
of the dawn chorus using stratified random sampling, ensuring that
samples were evenly distributed amongst all 20 study sites (15 per site)
and across all three years. Samples including persistent heavy rain and
strong winds were excluded from the test dataset and substituted with a
new, randomly-generated sample. A randomly selected 300 s block of
time was then extracted from each of the 300 samples. The final test
dataset comprised 1500 min (300 × 300 s) of acoustic survey.

2.4. Manual song detection

The test dataset was manually analysed by a single experienced
ornithologist (SB), who listened to each 300 s sample whilst
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simultaneously viewing its spectrogram, and recorded all the singing
events by each study species in turn (see Appendix A for definitions of
singing events). Behavioural Observation Research Interactive Software
(BORIS; Friard and Gamba, 2016) was used to record the timing of
singing events. We used the ‘live’ setting on this program whilst si-
multaneously viewing spectrograms on Raven Pro v1.4 sound analysis
software (Cornell lab of Ornithology, Ithaca, USA). If a song could not
be reliably assigned to a study species (too faint/quiet, too blurred,
masked by other calls, or otherwise undecipherable) it was excluded
from the analysis, as were vocalisations other than song (e.g. contact
and flight calls).

2.5. Automated song detection

2.5.1. Training dataset
We created individual recognisers for each study species from each

of four sound analysis software packages, using singing events taken
from a standardised training dataset. The full training dataset consisted
of one manually-selected 105 min acoustic survey of the dawn chorus

from each of our 20 study sites, or, in the case of chiffchaff, from each
study site that the species was present. This ensured that the song of
each study species was represented with examples of varying structure
and quality; thus, creating recognisers designed for general use across
multiple study sites. Acoustic surveys included within the test dataset
(see section 2.3) were exempt from selection for the training dataset.
Here, we provide a brief description of each of the four sound analysis
software packages and the recogniser tools. A detailed methodology for
recogniser construction is provided in Appendix B.

2.5.2. monitoR
MonitoR (Hafner and Katz, 2018b) is an R package offering two

template-matching systems for automated detection of acoustic signals:
cross-correlation and binary-point matching. We used the former for
our analyses, as this method performed best in preliminary tests with
our dataset. Template matching is a process in which a template of a
target species’ song is repeatedly scored for similarity against a moving
window of an acoustic survey. MonitoR provides a score, based upon
Pearson’s correlation coefficient (Pearson’s r), representing a detected
signal’s similarity to the template. We built recognisers following in-
structions in the demonstration vignette (Hafner and Katz, 2018a) and
the suggested workflow in Katz et al. (2016).

2.5.3. Raven pro
Raven Pro (v1.4) (hereafter ‘Raven’) sound analysis software offers

two methods for automated signal detection: a band limited energy
detector, and an amplitude detector. We used the former for our ana-
lyses, as preliminary tests showed that this performed better with our
dataset. The band limited energy detector operates by estimating the
background noise of a signal, and uses this to find sections of the signal
that exceed a user-specified signal-to-noise ratio (SNR) threshold within
a specified frequency band, and during a specified time. Raven assigns
an ‘Occupancy’ measurement to detections, which represents the per-
centage of samples within a selection that must exceed the background
noise SNR threshold in order for the signal to be considered a positive
detection. We used this measurement as a score. Raven offers a large
repertoire of additional measurements applicable to detections; we se-
lected the ‘Average Power (dB)’ measurement, as we surmised that this
value could also predict the probability that detections are correct. We
built recognisers following instructions available within the Raven v1.4
User’s Manual (Charif, et al., 2010).

2.5.4. Song Scope
Song Scope (v4.1.3A; Wildlife Acoustics Inc, Maynard, USA) uses

complex signal processing algorithms based upon Hidden Markov
Models (HMMs) to construct recognisers from a training dataset of
target vocalisations. The algorithms examine the spectral and temporal
features of individual syllables and how they are organised into song.
Song Scope assigns both a ‘Score’ and ‘Quality’ value to detections.
Score represents the statistical fit of the detection to the recogniser’s
model, and Quality indicates a signal quality confidence. Detections
must reach both a user-defined minimum Score and minimum Quality
to count. Song Scope also returns a ‘Level (dB)’ value, which is the peak
signal level of the vocalisation in detections. We built recognisers fol-
lowing instructions available within the Song Scope v4.0 documenta-
tion (Wildlife Acoustics Inc, 2011), whilst also consulting Agranat
(2009) for additional advice on settings.

2.5.5. Kaleidoscope pro
Like Song Scope, Kaleidoscope Pro (v5.1.2; Wildlife Acoustics Inc,

Maynard, USA) (hereafter ‘Kaleidoscope’) uses HMMs to detect and
classify groups of syllables based upon their spatio-temporal properties,
and how they combine to form phrases or song. It then groups detec-
tions into clusters based upon their similarity. Kaleidoscope assigns a
score to detections, based upon their distance from the centre of the
cluster. In this case, lower scores indicate better matches to the training

Fig. 1. Locations of study sites (filled black circles). One autonomous recording
unit (ARU) was installed at each site. All sites consisted of semi-natural mixed
deciduous woodland habitat.
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data. We constructed recognisers using the cluster analysis function,
following a tutorial video available from the software developer
(Wildlife Acoustics Inc, 2018a) and instructions within the Kaleido-
scope v5 documentation (Wildlife Acoustics Inc, 2018b).

2.6. Ensemble model

We used the scores assigned to the detections made by the four
recognisers, plus additional measurements provided by Raven (Power)
and Song Scope (Quality and Level), to construct an ensemble model for
each study species. We used generalised linear models (GLMs) with
binomial errors, implemented using the glm function in the stats
package in R (v3.5.2; R Core Team, 2018), to predict whether the study
species was singing or not within each acoustic survey segment of 1 s
duration (hereafter ‘segment’), with the recogniser scores and

additional measurements, and their interaction terms, as explanatory
variables. We used the R package MuMIn (Barton, 2018) to rank can-
didate models by Akaike information criterion (AIC), and selected the
highest ranking model. This process was repeated using cloglog, logit
and probit links; the link that produced the highest ranking model with
the lowest AIC was retained (Burnham and Anderson, 2002). To assess
the performance of individual recognisers in isolation, binomial GLMs
were used to model the probability of obtaining positive detections but
only including the recogniser scores from an individual recogniser in
three cases (monitoR, Raven and Kaleidoscope), or, for Song Scope,
with both Score and Quality as covariates. Again, all GLMs were re-
peated using cloglog, logit and probit links, and the links that produced
the models with the lowest AIC were chosen. See Appendix C for further
details on the modelling process, and Table C.1 for model specifica-
tions.

Fig. 2. The performance of an ensemble model and the four component recognisers when detecting and classifying the song of five bird species within acoustic
surveys made during the dawn chorus. Filled circles show the minimum distance between the curves and the point x = 0, y = 1 (roc01). Dashed lines show random
performance.
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2.7. Recogniser performance analysis

To assess the respective performances of each recogniser and the
ensemble, we used area under the receiver operating characteristic
curve (AUC-ROC). AUC-ROC was calculated for each species using the
R package ROCR (Sing et al., 2005), and curves were drawn using the
PRROC package (Grau et al., 2015). We then calculated i) the minimum
distance between the ROC curves and x = 0, y = 1 (roc01), and ii) the
minimum modelled probability of obtaining a positive detection at
which the false positive rate (FPR) remained at zero (i.e. the probability
threshold that negated FP errors but which returned TP detections), for
each recogniser and the ensemble, using the R package cutpointr
(Thiele, 2018). See Appendix D for further detail on this process.

We tested for statistical difference amongst the recognisers and the
ensemble in i) AUC-ROC, and ii) roc01 using linear mixed-effects
models (LMMs) implemented in the R package lme4 (Bates et al., 2015)
with model fit by maximum likelihood. AUC-ROC and roc01 perfor-
mance varied amongst the study species; hence, species was included as
a random intercept term in both models. We performed Tukey post-hoc
pairwise tests of recognisers using the R package emmeans (Length
et al., 2019). We confirmed that normality and homoscedasticity as-
sumptions were met by plotting the model residuals as Q-Q plots and
against fitted values respectively.

To test the ensemble’s ability to recognise broad-scale patterns in
singing activity over time, we applied the ensemble models to the
60 × 300 s acoustic surveys selected to be the model test data (see
Appendix C), omitting samples from which the study species was absent
(chiffchaff was excluded from this analysis due to the low number of
datapoints following these omissions), and including all 300 segments
of those that remained. We used the roc01 probabilities (as defined
above) as cutpoints, and correlated the number of segments within each
sample survey identified as positive detections by the ensemble against
the corresponding numbers identified by manual analysis. Pearson’s r
was calculated as a measure of similarity. To demonstrate the en-
semble’s potential to recognise fine-scale patterns in singing activity,
we manually selected a sample survey for each species, and aggregated
the segments into 30 × 10 s blocks. We then correlated the number of
segments within each 10 s block identified as positive detections by the
ensemble with the corresponding numbers identified by manual ana-
lysis, and calculated Pearson’s r.

3. Results

The ensemble model produced higher AUC-ROC values than all four
component recognisers in isolation for all study species (Fig. 2;
Table 1). The ensemble also attained lower roc01 values than all
component recognisers in isolation for all study species, with the ex-
ception of chiffchaff, where Song Scope attained a lower roc01 value
(Fig. 2; Table 1). No one recogniser in isolation performed consistently
better, in terms of AUC-ROC or roc01, than any other across all study
species (Fig. 2; Table 1). The sensitivity (i.e. the proportion of study

species’ 1 s singing events correctly identified as such) of the ensemble
model at the optimal (lowest) roc01 cutpoint value for each study
species averaged 74% amongst the species (chiffchaff = 70%,
wren = 74%, robin = 63%, carrion crow = 81% and woodpi-
geon = 82%; Fig. 2), whilst sensitivity averaged across all component
recognisers and study species at their respective optimal roc01 cutpoint
values was 59% (chiffchaff= 50%, wren = 70%, robin = 53%, carrion
crow = 62% and woodpigeon = 58%). These sensitivity values,
however, were achieved at a cost of varying FPRs (Table D.1). The
ensemble returned a minimum probability of obtaining a positive de-
tection, whilst suppressing FPR to zero, for all study species. At this
probability, FP errors were negated whilst TP detections remained. No
recogniser in isolation achieved this for all study species, and Raven did
not achieve this for any (Table D.2).

AUC-ROC was significantly different amongst the recognisers and
the ensemble (χ2(4) = 57.63, p < 0.001). Tukey post-hoc tests
showed that the ensemble attained significantly higher AUC-ROC than
did all recognisers in isolation (monitoR, p = 0.020; Raven,
p < 0.001; Song Scope, p < 0.001; Kaleidoscope, p < 0.001).
Additionally, both monitoR (p < 0.001) and Raven (p = 0.030) at-
tained significantly greater AUC-ROC than Kaleidoscope (Fig. 3a).
Likewise, the roc01 statistic was significantly different amongst the
recognisers and the ensemble (χ2(4) = 112.63, p < 0.001). Tukey
post-hoc tests again showed that the performance of the ensemble was
significantly better, with roc01 less than that of all other recognisers in
isolation (monitoR, p < 0.001; Raven, p = 0.036; Song Scope,
p < 0.001; Kaleidoscope, p < 0.001). Additionally, the roc01 of
monitoR (p < 0.001), Raven (p < 0.001) and Song Scope
(p < 0.001) were all significantly lower than that of Kaleidoscope
(Fig. 3b).

The number of segments within sample surveys identified by the
ensemble as positive singing events correlated positively with the
numbers identified by manual analysis for all species tested (Fig. 4).
Pearson’s r was moderate for three study species, and strong for carrion
crow (Fig. 4). Likewise, the number of segments within 10 s blocks of
chosen sample surveys identified by the ensemble as positive singing
events, correlated positively with the numbers identified by manual
analysis for all study species. Pearson’s r ranged from weak (chiffchaff)
to very strong (robin; Fig. 5).

4. Discussion

If automated acoustic recognisers are to be more widely adopted in
ecological studies, there is a need for improved recogniser performance
in detecting and classifying vocalisations within noisy acoustic surveys.
We assessed the individual performance of four readily-available re-
cognisers and found that their ability to detect the singing events of bird
species with contrasting vocalisations was highly variable. In parallel,
we developed an ensemble approach, whereby scores assigned to de-
tections made by the four recognisers were combined to model prob-
abilities of singing events by individual species. Our ensemble model

Table 1
The area under the receiver operating characteristic curve (AUC-ROC) and the minimum distance from the ROC curve and the point x = 0, y = 1 (roc01) for an
ensemble model and the four component recognisers when detecting and classifying the song of five bird species within acoustic surveys made during the dawn
chorus. Lower roc01 values are optimal as they represent greater sensitivity (the proportion of species’ 1 s singing events correctly identified as such) relative to the
corresponding false positive rate (the proportion of species’ 1 s non-singing events incorrectly identified as 1 s singing events). The ensemble attained the lowest
roc01 values for all species, with the exception of chiffchaff, where Song Scope roc01 was lowest.

Species Ensemble monitoR Raven Song Scope Kaleidoscope
AUC-ROC roc01 AUC-ROC roc01 AUC-ROC roc01 AUC-ROC roc01 AUC-ROC roc01

Chiffchaff 0.658 0.528 0.606 0.616 0.502 0.689 0.640 0.496 0.548 0.829
Wren 0.756 0.412 0.661 0.472 0.696 0.442 0.647 0.479 0.641 0.523
Robin 0.699 0.476 0.604 0.633 0.591 0.588 0.570 0.608 0.653 0.525
Carrion crow 0.836 0.268 0.669 0.512 0.782 0.337 0.738 0.393 0.739 0.433
Woodpigeon 0.832 0.291 0.779 0.334 0.676 0.437 0.753 0.385 0.626 0.733

S.A. Brooker, et al. Ecological Indicators 117 (2020) 106609

5



performed significantly better than all component recognisers in iso-
lation when tested on the song of five species in acoustic surveys made
during the dawn chorus at 20 woodland sites throughout Great Britain.
The mean probability of the ensemble correctly identifying individual
singing events across our five study species was 74%, compared to 59%
probability when the respective performances of the component re-
cognisers were averaged across the study species. The ensemble worked
by ‘weighting’ the scores of the component recognisers, improving
classification of the ‘true signal’, and reducing both the error and un-
reliability of the recognisers when operated in isolation (Araújo and
New, 2007). Hence, the ensemble takes the particular strengths from
each recogniser’s detection method, resulting in a favourable perfor-
mance across all species tested. Considering that our study species re-
present the five broad song-types recognised amongst British birds (cf.
Stowell and Plumbley, 2011), and are likely to be representative of
song-types more broadly, it is reasonable to postulate that our ensemble
method would perform favourably across other bird communities and
also across other taxa and regions.

The performance of the individual recognisers was inconsistent
across our five study species, reflecting the suitability of their respective
signal detection methods to particular song structures, frequency
ranges, and background noise; no individual recogniser was compre-
hensive in its ability (c.f. Brandes, 2008). For example, Raven con-
centrates on detecting the energy within a specified frequency band,
and does not consider the internal structure of a song (Duan et al.,

2013). It is, therefore, prone to a high FPR. This was especially apparent
with chiffchaff song, where Raven’s performance was barely better than
random (Fig. 2; Table 1). Despite chiffchaff song being of a relatively
simple structure, Raven was unable to discriminate between the target
signal and background noise in the 3.5–7 kHz frequency band in the
period around sunrise, when most species participate in the chorus.
Song Scope performed considerably better in this situation, despite its
method of detecting song structure using HMMs also being sensitive to
noise (Briggs et al., 2012; Duan et al., 2013). By contrast, Song Scope
performed poorly for wren, despite wren song being delivered at the
same time as chiffchaff, and in a broadly overlapping frequency band.
This may be due to the high amplitude of wren song increasing the SNR,
allowing Raven to detect it more easily, whereas there was sufficient
variability in wren song structure across all dates and sites in the test
dataset to limit discrimination by Song Scope. In deciduous woodland,
wren typically sing at lower elevations (c.3 m; Holland et al., 1998)
than chiffchaff (which sings high in the canopy; Rodrigues, 1996). In
our study, wren song was, thus, not only closer to the ARU micro-
phones, which were set at c.4 m, but was also on a much more similar
transverse plane, which can be beneficial for sound propagation be-
neath the woodland canopy at dawn (Wiley and Richards, 1978). The
resultant difference in amplitude might explain the difference in their
detection by Raven. In a prior comparison of recogniser performance,
detecting the distinctive call of common nighthawk Chordeiles minor in
less complex acoustic conditions at twilight, Knight et al. (2017) found

Fig. 3. Results of linear mixed-effects models (LMMs)
testing for difference in a) the area under the receiver
operating characteristic curve (AUC-ROC), and b) the
minimum distance between the ROC curve and
x = 0, y = 1 (roc01) of an ensemble model and the
four component recognisers when detecting and
classifying the song of five bird species within
acoustic surveys made during the dawn chorus.
Lower roc01 values are optimal as they represent
greater sensitivity relative to the corresponding false
positive rate. Thick horizontal bars represent mean
values, and thin bars represent ± 1SE, having ac-
counted for the random intercept effect of species.
Data points of species are plotted; n = 155 for each
recogniser.
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that Song Scope performed best (as measured using AUC-ROC), fol-
lowed by monitoR, then Raven, then Kaleidoscope. From our study
species, carrion crow most closely resembles common nighthawk in
terms of the structure of its vocalisation, but we obtained a very dif-
ferent order in AUC-ROC performance, i.e. Raven then Kaleidoscope/
Song Scope, then monitoR (Fig. 2; Table 1), highlighting the potential
problems of relying on only one recogniser for detection. It is apparent,
therefore, that relative performances of individual recognisers are
variable, and dependent upon the species and the situation within
which acoustic surveys are made, and, no doubt, in the methods applied
by the user during their construction. By comparison, the relative
performance of our ensemble model remained consistently high across
all species tested.

In many applications of ARUs, the minimum requirement is de-
tecting the occurrence, or occupancy probability, of a species of interest
at a given location (e.g. Furnas and Callas, 2015). Unfortunately, re-
cognisers invariably return FP errors from acoustic surveys, which are
particularly problematic when the species of interest is absent from the
location, and which contravene a major assumption of many occupancy
models (MacKenzie et al., 2006). This error can be reduced, or resolved,
if there is a minimum probability of obtaining a positive detection at
which the FPR remains at zero. We showed that none of the recognisers
tested in isolation could achieve this probability cutpoint across all five
of our study species (no individual recogniser enabled the detection of
more than three species), but that this was achievable using our en-
semble model (Table D.2). This means that to determine occurrence for
each of our study species, we need only consider the detections made at
or above the minimum threshold probability. Within this reduced da-
taset, we should be confident that the detections are of the target spe-
cies only. If no detections are returned at or above the minimum
probability, and the target species is otherwise a reliable contributor to
the dawn chorus, we could infer that the species is absent. The more TP
detections that exceed the minimum probability (Table D.2), the more
confident this assumption should be. Importantly, an ensemble

approach might, thus, enable the use of ARUs to determine apparent
species presence-absence data for sites, if recognisers are available for
all candidate species.

When accurate accounts of daily or seasonal patterns in song fre-
quency or singing behaviour is important, a large majority of the
singing events within acoustic surveys must be detected (Shonfield and
Bayne, 2017), whilst FP errors remain negligible. In this regard, a good
recogniser will minimise the distance from the ROC curve to the point
x = 0, y = 1 (where the distance is denoted roc01). This was beyond
the capabilities of all individual recognisers tested for most of our study
species singing during the dawn chorus, and the ensemble also fell short
for some species in its performance here (Fig. 2; Table 1). This was
particularly true for chiffchaff, where sensitivity at the optimal roc01
was 70%, which was attained at the cost of a 48% FPR (Fig. 2; Table
D.1). The best performing ensemble model was for carrion crow, where
sensitivity at the optimal roc01 was 81% at a cost of a 28% FPR (Fig. 2;
Table D.1). Nevertheless, the roc01 for the ensemble across the five
study species was significantly less than for all component recognisers
in isolation (Fig. 3b), and, for all study species except Song Scope’s
chiffchaff recogniser, the ensemble model had a lower or equal FPR for
any given sensitivity value (Fig. 2).

An ensemble approach based on the best available current re-
cognisers is still only partly capable of correctly detecting and classi-
fying all individual singing events of species. In particular, when the
singing activity of our study species in acoustic surveys was low, the
ensemble had high FP rates (note high y-intercepts in Fig. 4). When the
singing activity of the species was greater, the ensemble correlated well
with the observed number of singing events over broad timescales (i.e.
300 s; Fig. 4). The ensemble also demonstrated potential for very high
performance in recognising singing activity patterns over fine time-
scales (i.e. 10 s) for most species tested (Fig. 5), and although the en-
semble model for chiffchaff largely failed to identify the nuances in
timing of singing events, it still correctly estimated the mean number of
events across the sample (Fig. 5). However, further development of

Fig. 4. The number of 1 s segments within each of
n × 300 s acoustic surveys of the dawn chorus
identified as positive singing events by manual ana-
lyses versus the number predicted by automated
analyses using an ensemble recogniser model, and
the Pearson’s correlation coefficient, for four bird
species with differing song-types. Wren, n = 45;
robin, n = 40; carrion crow, n = 28; woodpigeon,
n = 37.
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individual recognisers and the ensemble approach will be required for
reliable application to studies on song output and singing behaviour.

Building ensemble recogniser models can be a lengthy process, as
they require familiarity with the controls and construction of each
component recogniser. Nonetheless, if they are used to examine large
acoustic datasets, the enhanced performance of ensembles over the use
of the component recognisers in isolation will likely out-weigh the in-
itial time invested and, once constructed, they can be applied to a wide
range of species, study sites and datasets. An alternative to investing in
building an ensemble recogniser would be to allocate effort to training
an individual recogniser. However, diminishing returns, together with
the relatively narrow domain of performance of each individual re-
cogniser, suggest that the outcome would be unlikely to match an en-
semble approach in its breadth. Ours and previous studies suggest that
major improvements can still be made to available recognisers. Future
improvements to any one recogniser are also likely to improve the
performance of an ensemble modelling approach, enabling a much
wider utility of ARUs for ecological studies.

With both diversity and abundance of species declining at greater

rates than ever before in human history (IPBES, 2019), there is a
pressing need to monitor the state of our wildlife. We present a method
based on five species with different vocal characteristics that improves
acoustic signal recognition performance significantly. Our ensemble
method offers the potential for inexpensive, robust monitoring of spe-
cies. Clearly, the method needs to be tested on a wider range of species,
but the potential use of ARUs for widespread use is now within our
grasp. Our ensemble approach could be used for a range of purposes,
including to provide evidence for: policy makers (e.g. the presence of
qualifying species in protected areas), those wishing to provide evi-
dence of the presence of species on sites notified for developments (e.g.
Environmental Impact Assessments), and scientists exploring ecological
and behavioural research questions.
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