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Abstract

Ergodicity of random dynamical systems with a periodic measure is obtained on a Polish space. In the 
Markovian case, the idea of Poincaré sections is introduced. It is proved that if the periodic measure is PS-
ergodic, then it is ergodic. Moreover, if the infinitesimal generator of the Markov semigroup only has equally 
placed simple eigenvalues including 0 on the imaginary axis, then the periodic measure is PS-ergodic and 
has positive minimum period. Conversely if the periodic measure with the positive minimum period is 
PS-mixing, then the infinitesimal generator only has equally placed simple eigenvalues (infinitely many) 
including 0 on the imaginary axis. Moreover, under the spectral gap condition, PS-mixing of the periodic 
measure is proved. The “equivalence” of random periodic processes and periodic measures is established. 
This is a new class of ergodic random processes. Random periodic paths of stochastic perturbation of the 
periodic motion of an ODE is obtained.
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1. Introduction

Ergodicity is significant for the theory of random dynamical systems in describing their large 
time behaviour and irreducibility. However, important results have been proved only under the 
regime of stationary measures and stationary processes. They are not applicable to systems with 
periodicity. In this paper we will break this restriction to provide an ergodic theory when “peri-
odicity” exists. This scenario, regarded as random periodic, is defined in a very general situation 
of a separable Banach space, applicable for both discrete random mappings and continuous time 
stochastic flows.

It is well known but still worth mentioning in this context that the notion of periodic paths 
has been a major concept in the theory of dynamical systems since Poincaré’s pioneering work 
([27]). Moreover, periodic phenomena exist in many real world problems. But, by nature, many 
real world systems are very often subject to the influence of internal or external randomness. Peri-
odicity, nonlinearity and randomness are present and interweave in many real world phenomena. 
Random periodicity is ubiquitous and can be found, for example, in daily temperature varia-
tions, economic and business cycles, internet traffic volumes, activity of sunspots and transition 
between ice age and interglacial period.

But periodicity and randomness do not seem to match each other naturally, so the first major 
task is to define the random periodicity in a general setting. The study of random periodicity has 
attracted considerable interests in literature recently.

Physicists have attempted to study random perturbations to periodic solutions for some time. 
They used first order linear approximations or asymptotic expansions in a small noise regime, 
e.g. see [33]. The approach in [33] was to seek Y(t + τ, ω) returning to a neighbourhood of 
Y(t, ω) for each noise realisation, where τ > 0 is a fixed number. This suggests that almost 
surely each sample path is in a neighbourhood of its mean, which is not far from the original 
unperturbed periodic path. This reveals certain information about the “periodicity” under small 
noise perturbations. However, in many situations, the sample path may not always stay in a small 
neighbourhood of its mean even when noise is small. One of the obstacles to make more progress 
was the lack of a rigorous mathematical definition and appropriate mathematical tools. There 
were some scattering attempts in mathematics literature raising and discussing random periodic 
orbits for time-one mappings ([25]). Our work provides a systematic approach applicable for 
both time-one mappings ([26]) and flows.

New observation was made in [34] which says that for each fixed t , {Y(kτ + t, ω)}k∈N should 
be a stationary path of the τ -mesh discrete random dynamical system, where τ denotes the pe-
riod. This then led to the rigorous definition of random periodic paths and a series of new results 
([18], [19], [26], [34]). An alternative way to understand random periodic behaviour is to study 
periodic measures which describe periodicity in the sense of distributions ([22]). There are a 
few works in the literature attempting to study statistical solutions of certain types of SDEs with 
periodic forceings; motivated in the context of studying the climate change problem when the 
seasonal cycle is taken into considerations ([21]); some mean field models in chemical reactions 
([30]) and Ornstein-Uhlenbeck processes ([7], [28]). However, it seems that the periodic measure 
was written in the form (3.10) for the first time in [20]1 (see also [15], [12]). Our formulation 
includes an entrance law and time periodicity of the measure function. We note here that the time 
periodicity of the measure function in (3.10) was suggested by Has’minskii in [22], but the en-

1 This paper is now replaced by the current paper and will not be submitted for a publication.
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trance law was missing in his formulation except for discrete transition semigroup at the integral 
multiples of the period. It is important to note from our work that both the periodic condition and 
entrance law at all time are not redundant in the definition given in [20].

The concept of random periodic paths has led to more progress on investigations of various 
issues in stochastic dynamics and modelling real world problems. They include an intriguing 
observation of random periodic paths in the stochastic Timmerman-Jin model of El Nino phe-
nomenon arising in climate dynamics ([5]); bifurcations of stochastic reaction diffusion equations 
([31]); periodic random attractors of stochastic lattice systems ([2]); stochastic resonance ([9]); 
strange attractors of a particular hyperbolic random dynamical systems where infinite number of 
random periodic paths were found ([23]); anticipating random periodic solutions of SDEs ([15]); 
numerical analysis of random periodic solutions and periodic measures of SDEs ([12], [13]).

For Markovian random dynamical systems, we introduce the idea of Poincaré sections 
{Ls}s≥0 with Ls+τ = Ls such that for any x ∈ Lt , P(s, x, Ls+t ) = 1, s, t ≥ 0. Thus P(kτ, x, Ls)

= 1 when x ∈ Ls . Note at integral multiples of the period kτ , the discrete τ -mesh random dy-
namical system {�(kτ)}k∈N and its transition probability {P(kτ)}k∈N , are in a stationary regime 
on each Poincaré section. We can apply the Krylov-Bogoliubov procedure and the Chapman-
Kolmogorov equation to find invariant measure ρs with respect to {P(kτ)}k∈N on each Poincaré 
section Ls . These {ρs}s≥0, form a periodic measure with respect to {P(t)}t≥0. Moreover, if 
{P(kτ)}k∈N is irreducible on each Ls , then we can prove that the Poincaré sections are uniquely 
determined.

For a periodic measure {ρs}s∈R, its average over a period ρ̄ = 1
τ

∫ τ

0 ρsds is an invariant mea-
sure with respect to {P(t)}t≥0. Thus we can construct a canonical dynamical system on a path 
space from the invariant measure, of which the ergodicity defines that of the invariant measure 
ρ̄. The periodic measure {ρs}s∈R is called ergodic if ρ̄ is ergodic. In a non-degenerate random 
periodic regime, the invariant measure ρ̄ cannot weakly mixing and the transition probability 
P(t, ·, �) does not converge. However, we will prove,

RN(�) :=
∫
X

| 1

N

N−1∑
k=0

τ∫
0

(P (kτ + s, x,�) − ρs(�))ds|ρ̄(dx) → 0,

as N → ∞ for each � ∈ B(X) if and only if the periodic measure is ergodic.
The concept of Poincaré sections is a key tool for establishing criteria for the convergence of 

RN . Observe that for each s ∈ R, ρs is an invariant measure of the τ -mesh discrete Markovian 
semigroup {P(kτ)}k∈N on the Poincare section Ls . We call the periodic measure is PS-ergodic 
(PS-mixing) if for each s, the measure ρs as an invariant measure of {P(kτ)}k∈N on Ls is ergodic 
(mixing). We will prove that if the periodic measure is PS-ergodic, then it is ergodic.

We will classify between a real random periodic regime and a degenerate stationary case. In 
the case of non-degenerate periodic measure with a minimum period τ > 0, there is an angle 
variable which is not constant, unlike the stationary case. Thus the transformation operator has 
infinitely many eigenvalues on the unit circle. In particular, if the infinitesimal generator of the 
Markov semigroup only has equally placed simple eigenvalues including 0 on the imaginary 
axis, then the periodic measure is PS-ergodic and has positive minimum period. Conversely if 
the periodic measure with the positive minimum period is PS-mixing, then the infinitesimal gen-
erator only has equally placed simple eigenvalues (infinitely many) including 0 on the imaginary 
axis. This is clearly distinguished from the mixing stationary case in which the Koopman-von 
Neumann Theorem says there is only one simple eigenvalue 0 on the imaginary axis.
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It is noted that the spectral structure of the Markov semigroup is more fruitful than that of the 
transformation operator on the path space. In this context, it is worthy mentioning that in the case 
of the stationary regime, many results on spectral gaps have been obtained, which give how far the 
rest of spectra of the generator are away from the 0 eigenvalue (cf. see [6], [32] etc). Moreover, 
the spectral gap gives mixing property and convergence rate of transitional probability to the 
invariant measure. This fundamentally important result has brought many powerful analysis tools 
to the study of ergodicity and mixing of the invariant measure of stochastic systems. In this paper, 
we prove if the semigroup has a spectral gap on each Poincaré section, then the periodic measure 
is PS-mixing and for any � ∈ B(Rd), as k → ∞,

∫
X

| 1

τ

(k+1)τ∫
kτ

P (s, x,�)ds − ρ̄(�)|ρ̄(dx) ≤ e−δkτ .

This result, together with the result of eigenvalues on the imaginary axis, provides a clear an-
alytic characterisation of the PS-mixing property in terms of the spectra of the corresponding 
semigroup. However, it is still open to see whether or not the spectral gap of differential operator 
implies the spectral gap of its semigroup on Poincaré sections.

Our ergodic theory give an innovative insight into the stochastic resonance and reveals a rigor-
ous proof of the transition between ice age and interglacial period proposed in [3] and the partial 
differential equation for expected transition times ([16], [17]).

Random periodic paths describe random periodicity in a pathwise manner, while periodic 
measure gives a description in terms of the law. They are not immediately equivalent, but both 
indispensable concepts for understanding random periodicity, as stationary processes and invari-
ant measures for the stationary regime. In this paper, we will prove that they can be “equivalent” 
in the following sense. First random periodic paths give rise to a periodic measure and conversely 
we are able to construct an enlarged probability space by adding trajectories of the random dy-
namical systems to be part of the new noise paths space, in which we can construct random 
periodic paths. Moreover, one can prove that the law of the random periodic paths is the very 
periodic measure.

We would also like to point out that what we normally observe in the real world is only 
one realisation of a random periodic process, rather than a periodic measure. However, random 
periodicity could be difficult to statistically test without appealing to the periodic distribution 
idea, especially when noise is large. On the other hand, to find a periodic measure from one 
realisation is an difficulty. To overcome this difficulty, we appeal to establish the law of large 
numbers and central limit theorem. We will publish these results in a different publication ([14]).

2. Random periodic paths and examples

In this part, we will study random periodicity of random dynamical systems of cocycles. This 
is necessary because on one hand random periodicity exists naturally for systems of cocycles. In 
this case, the integration of a periodic measure, if exists, over the time of one period is an invariant 
measure. Thus its ergodicity makes sense as that of the average invariant measure. On the other 
hand however, the above observation is not valid for stochastic periodic semi-flows. One cannot 
define an invariant measure from the integration of periodic measures thus ergodicity cannot be 
defined in the same way as above. But in the second part of this paper, we will use the idea of 
lifting stochastic periodic semi-flows to a cocycle on a cylinder, and periodic measure to that of 
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the cocycle on the cylinder, of which the ergodicity can be studied. Thus the first fundamental 
task is to study the ergodicity of coycles.

Let X be a Polish space and B(X) be its Borel σ -algebra. In this section, we consider a 
measurable cocycle random dynamical system � on (X, B(X)) over a metric dynamical system 
(	, F , P, (θ(t))t∈R+) with a one-sided time set R+ := {t ∈ R : t ≥ 0}, � : R+ × 	 ×X → X. It 
is (BR+ ⊗F ⊗B(X), B(X))-measurable and satisfies the cocycle property:

�(0,ω) = idX and �(t + s,ω) = �(t, θ(s)ω)�(s,ω), for all s, t ∈R+,

for almost all ω ∈ 	. The map θ(t) : 	 → 	 is P -measure preserving and measurably invertible. 
Therefore it can be extended to R− as well by setting θ(t) = θ(−t)−1 when t ∈ R−. There is 
no need to require the map �(t, ω) :X → X to be invertible, thus our work is applicable to both 
SDEs and SPDEs.

First recall the definition of random periodic paths given in [18], [19].

Definition 2.1. A random periodic path of period τ of the random dynamical system � : R+ ×
	 ×X → X is an F -measurable map Y :R × 	 → X such that for almost all ω ∈ 	,

�(t, θ(s)ω)Y (s,ω) = Y(t + s,ω), Y (s + τ,ω) = Y(s, θ(τ )ω), (2.1)

for any t ∈R+, s ∈R. It is called a random periodic path with the minimal period τ if τ > 0 is the 
smallest number such that (2.1) holds. It is a stationary path of � if Y(s, θ(−s)ω) = Y(0, ω) =:
Y0(ω) for all s ∈R, ω ∈ 	, i.e. Y0 : 	 → X is a stationary path if for almost all ω ∈ 	,

�(t,ω)Y0(ω) = Y0(θ(t)ω), for any t ∈R+.

The first part of the definition of the random periodic path suggests that a random periodic 
path {Y(s, ω)}s∈R is indeed a pathwise trajectory of the random dynamical system. The second 
part of the definition says that it has some periodicity. But it is different from a periodic path 
in the deterministic case, Y(s + τ, ω) is not equal to Y(s, ω), but Y(s, θ(τ )ω). We call this 
random periodicity. Starting at Y(s, ω), after a period τ , trajectory does not return to Y(s, ω), but 
to Y(s, ·) with different realisation θ(τ )ω. So it is neither completely random, nor completely 
periodic, but a mixture of randomness and periodicity. In fact, the path {Y(s + τ, ω)}s∈R repeats 
the path {Y(s, θ(τ )ω)}s∈R, rather than {Y(s, ω)}s∈R as in the deterministic case. This kind of 
random periodicity can be numerically checked as demonstrated in [12].

Let φ(s, ω) = Y(s, θ(−s)ω), s ∈ R. It is easy to see that φ satisfies the definition in [34]

�(t,ω)φ(s,ω) = φ(t + s, θ(t)ω), φ(s + τ,ω) = φ(s,ω), t ∈R+, s ∈R. (2.2)

Therefore φ is a periodic function and define

Lω = {(φ(s,ω) : s ∈ [0, τ )}. (2.3)

It is easy to see from the first formula in (2.2) that Lω is an invariant set, i.e.

�(t,ω)Lω = Lθ(t)ω,
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for any t ∈R+. But needless to say that random periodic solution gives more detailed information 
about the dynamics of the random dynamical system than a general invariant set. Unlike the 
periodic solution of deterministic dynamical systems, the random dynamical system does not 
follow the closed curve, but move from one closed curved to another when time evolves. This 
is fundamentally different from the deterministic case, which makes it hard to study. However, 
this natural definition in random case makes it possible to gain new understanding of random 
phenomena with some periodic nature, where strict deterministic periodicity is not applicable.

The above definition is given for the continuous time case only. All the results are given in 
this setting as well. They all apply to the case when the time is discrete, i.e. when R is replaced 
by Z = {· · · , −2, −1, 0, 1, 2, · · · } and R+ by N = {0, 1, 2, · · · }.

It is not the purpose of this paper to discuss the existence of the random periodic path. In this 
paper, we only give one example of random dynamical systems that has a random periodic path.

The problem of a random perturbation to periodic motions is of great interests to both math-
ematicians and physicists. If an ordinary differential equation (ODE) has a periodic path, does a 
stochastic differential equation with the coefficients of the ODE as its drift possess a random pe-
riodic path? This can be regarded as stochastic perturbations of periodic motion of the dynamical 
system generated by the ODE. If the noise is nondegenerate (strictly elliptic), we can see that 
random periodic solution is synchronised to a stationary solution.

Zhao-Zheng (2009) provided a first example of stochastic differential equation with a random 
periodic path. This is SDE (2.4) with W1 = W2 instead of two independent Brownian motions. 
In this case, the random periodic path was written explicitly in Zhao-Zheng (2009). But when 
W1 and W2 are independent Brownian motions, SDE (2.4) still has a random periodic path with 
a positive minimum period, but its proof is much more involved. Note the noise in (2.4) is de-
generate.

Example 2.2. Consider the following stochastic differential equation on R2

{
dx1 = [−x2 + x1(1 − x2

1 − x2
2)]dt + x1dW1(t),

dx2 = [x1 + x2(1 − x2
1 − x2

2)]dt + x2dW2(t).
(2.4)

Here W1(t) and W2(t) are two independent one-dimensional two-sided Brownian motions on the 
probability space (	, F , P) with (W1(0), W2(0))T = (0, 0)T . Denote W(t) = (W1(t), W2(t))

T . 
Set F t

s = σ(W(u) − W(v) : s ≤ v ≤ u ≤ t), F t−∞ = Vs≤tF t
s and θ : R × 	 → 	 the measure 

preserving metric dynamical system given by

(θsω)(t) = W(t + s) − W(s), s, t ∈R.

Denote by � = (�1, �2) : [0, ∞) × R2 × 	 → R2 the cocycle generated by the solutions of 
(2.4).

It is well known that the noiseless system{
dx1
dt

= −x2 + x1(1 − x2
1 − x2

2),

dx2
dt

= x1 + x2(1 − x2
1 − x2

2),
(2.5)

has a periodic solution (x1(t), x2(t)) = (cos t, sin t). In the following proposition, we will study 
the existence of random periodic path which can be regarded as a random perturbation of the 
periodic motion of the deterministic dynamical system generated by (2.5).
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Proposition 2.3. Equation (2.4) has a unique random periodic solution x∗(t) = (x∗
1 (t), x∗

2 (t)) 	=
(0, 0) with a positive minimum period satisfying for a.s. ω ∈ 	,

x∗(t + π,ω) = −x∗(t, θπω), (2.6)

x∗(t + 2π,ω) = x∗(t, θ2πω). (2.7)

Proof. Let us use the polar coordinates by letting x1 = r cosϕ, x2 = r sinϕ. Then we have

{
dr = r(1 − r2 + 1

4 sin2(2ϕ))dt + r cos2 ϕ dW1(t) + r sin2 ϕ dW2(t),

dϕ = dt + 1
4 sin(4ϕ)dt + 1

2 sin(2ϕ) d(W2(t) − W1(t)).
(2.8)

This generates a stochastic flow (r, ϕ) : [0, ∞) × (R+ ×R) × 	 → (R+ ×R). Let us first look 
at the angle equation. Note that the coefficients b(ϕ) = 1 + 1

4 sin(4ϕ) and σ(ϕ) = 1
2 sin(2ϕ) are 

periodic functions of period π2 and π respectively. Thus we can consider the equation as an SDE 
on a circle of radius 1

2 i.e. we can consider ϕ̃t = ϕt mod π , then ϕ̃t is a random dynamical 
system cocycle on the circle S 1

2
. By the fact that S 1

2
is compact, so there is an invariant measure 

ρϕ̃ for ϕ̃. Therefore by Birkhoff ergodic theorem, we have as T → ∞,

1

T

T∫
0

sin2(2ϕt )dt = 1

T

T∫
0

sin2(2ϕ̃t )dt →
∫
S 1

2

sin2(2x)ρϕ̃(dx).

When ϕ̃ = 0 or π2 , dϕt = dϕ̃t = dt , then it is obvious that ρϕ̃ cannot be supported at {0, π2 }. Thus

β :=
∫
S 1

2

sin2(2x)ρϕ̃(dx) > 0, a.s. (2.9)

Now we consider ψt = ϕt − t , then

dtψt = 1

4
sin(4ψt + 4t)dt + 1

2
sin(2ψt + 2t)d(W 2

t − W 1
t ). (2.10)

Denote by ψt(α) as the solution of (2.10) with initial condition ψ0 = α. Note ψt satisfies a 
stochastic differential equation with coefficients periodic in time with period π . Inspired by 
Carvehille-Chappell-Elworthy [4] (see also Rogers-Williams [29]), we consider the gradient flow 
on the circle S 1

2
and its Lyapunov exponent. Define �t(α) = ∇αψt (α). Then it is easy to see that

dt�t = cos(4ψt + 4t)�tdt + √
2 cos(2ψt + 2t)�td(

W 2
t − W 1

t√
2

).

This is a linear stochastic differential equation for �t . Note that W 2
t −W 1

t√
2

is equivalent to a stan-
dard one-dimensional Brownian motion, so by Itô’s formula, we can solve
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�t(α) = exp{
t∫

0

cos(4ψr + 4r)dr −
t∫

s

cos2(2ψr + 2r)dr

+
t∫

0

cos(2ψr + 2r)d(W 2
r − W 1

r )}

= exp{−
t∫

0

sin2(2ψr + 2r)dr +
t∫

0

cos(2ψr + 2r)d(W 2
r − W 1

r )}.

Thus the Lyapunov exponent is computed as follows by using (2.9),

λ = lim
t→∞

1

t
log |�t(α)|

= − lim
t→∞

1

t

t∫
s

sin2(2ϕr)dr

= −β < 0, a.s.

Then there exists a tempered random variable C(ω) > 0 such that for a.s. ω ∈ 	

|ψs+kπ (θ−kπω,α) − ψs+kπ (θ−kπω,α′)| ≤ C(ω)e−βkπ .

In particular, for a.s. ω, for k < l,

|ψs+kπ (θ−kπω,α) − ψs+lπ (θ−lπω,α)| ≤ C(ω)e−βkπ .

Thus {ψs+kπ (θ−kπω, α)}k is a Cauchy sequence and therefore it has a limit, denoted by ψ∗
s (ω). 

The limit does not depend on α. Note, for t ≥ 0,

ψt+s+kπ (θ−kπω,α) = ψt(θsω) ◦ ψs+kπ (θ−kπω,α) → ψt(θsω)ψ∗
s (ω).

But for a.s. ω ∈ 	

ψt+s+kπ (θ−kπ ,α) → ψ∗
t+s(ω).

Thus for a.s. ω ∈ 	, t ≥ 0,

ψt(θsω)ψ∗
s (ω) = ψ∗

t+s(ω).

Moreover, for a.s. ω ∈ 	

ψs+π+kπ (θ−kπω,α) = ψs+(k+1)π (θ−(k+1)π θπω,α) → ψ∗
s (θπω)

and for a.s. ω ∈ 	
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ψs+π+kπ (θ−kπω,α) → ψ∗
s+π (ω).

Thus for a.s. ω ∈ 	

ψ∗
s+π (ω) = ψ∗

s (θπω).

This means that SDE (2.10) has a random periodic solution with period π . Set

ϕ∗
s (ω) = s + ψ∗

s (ω), for any s ∈R. (2.11)

Then it is easy to see that

ϕ∗
s+π (θ−πω) = π + ϕ∗

s (ω) (2.12)

ϕ∗
s+2π (θ−2πω) = 2π + ϕ∗

s (ω). (2.13)

Moreover, let ϕs(·) denote the stochastic flow generated by the second equation of SDE (2.8). 
Then for t ≥ 0,

ϕt (θsω)ϕ∗
s (ω) = ϕ∗

t+s(ω). (2.14)

Consider SDE (2.8), the radius and angle coordinates together generate a cocycle satisfying for 
s, t ≥ 0,

(rt (θsω),ϕt (θsω)) ◦ (rs(ω),ϕs(ω)) = (rt+s(ω),ϕt+s(ω)).

On the other hand, inspired by Arnold [1], let ξ = 1
r2 , then

dξ = ξ(−3 + 4(cos4 ϕ + sin4 ϕ))dt + 2dt

+ξ(−2 cos2 ϕdW1(t) − 2 sin2 ϕdW2(t)). (2.15)

Denote by ϕt,s(ϕ), ξt,s(ξ, ϕ) the solution of the second equation in SDE (2.8) and the solution 
of (2.15) respectively for t ≥ s with ϕs,s(ϕ) = ϕ and ξ(s, s, ξ, ϕ) = ξ . Then given (ξs, ϕs) being 
measurable with respect to F s−∞, one can solve ξ easily as follows, for t ≥ s,

ξ(t, s, ξs, ϕs) = ξs exp{−3(t − s) + 2

t∫
s

(cos4(ϕv,s(ϕs)) + sin4(ϕv,s(ϕs)))dv

−2

t∫
s

cos2(ϕv,s(ϕs))dW1(v) − 2

t∫
s

sin2(ϕv,s(ϕs))dW2(v)}

+2

t∫
exp{−3(t − u) + 2

t∫
(cos4(ϕv,s(ϕs)) + sin4(ϕv,s(ϕs)))dv
s u
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−2

t∫
u

cos2(ϕv,s(ϕs))dW1(v) − 2

t∫
u

sin2(ϕv,s(ϕs))dW2(v)} du.

Given (rs, ϕs), consider (ξs, ϕs) = ( 1
r2
s
, ϕs). It follows that for t ≥ s,

r(t, s, rs , ϕs) = (ξ(t, s, ξs, ϕs))
− 1

2

=
⎡
⎣exp{3(t − s) − 2

t∫
s

(cos4(ϕv,s(ϕs)) + sin4(ϕv,s(ϕs)))dv

+2

t∫
s

(cos2(ϕv,s(ϕs))dW1(v) + sin2(ϕv,s(ϕs))dW2(v))}
⎤
⎦

1
2

·
⎡
⎣ 1

r2
s

+ 2

t∫
s

exp{3(u − s) − 2

u∫
s

(cos4(ϕv,s(ϕs)) + sin4(ϕv,s(ϕs)))dv

+2

u∫
s

(cos2(ϕv,s(ϕs))dW1(v) + sin2(ϕv,s(ϕs))dW2(v))}du

⎤
⎦

− 1
2

,

defines the solution of the first equation of (2.8) for any t ≥ s with initial condition rs at the time 
t = s. Recall ϕ∗ given in (2.11). Define, for any s ∈ R,

r∗
s :=

⎡
⎣2

s∫
−∞

exp{−3(s − u) + 2

s∫
u

(cos4 ϕ∗
v + sin4 ϕ∗

v )dv

−2

s∫
u

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du

⎤
⎦

− 1
2

.

Then for any t ≥ s,

r(t, s, r∗
s , ϕ∗

s ,ω) =
[ s∫
−∞

exp{−3(t − u) + 2

t∫
u

(cos4 ϕ∗
v + sin4 ϕ∗

v )dv

−2

t∫
u

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du

+
t∫

exp{−3(t − u) + 2

t∫
(cos4 ϕ∗

v + sin4 ϕ∗
v )dv
s u
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−2

t∫
u

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du
]− 1

2
(2.16)

=
[ t∫
−∞

exp{−3(t − u) + 2

t∫
u

(cos4 ϕ∗
v + sin4 ϕ∗

v )dv

−2

t∫
u

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du
]− 1

2

= r∗
t (ω).

Moreover, let W̃i(v) = θπWi(v) = Wi(v + π) − Wi(v), i = 1, 2, then by the change of variables 
and (2.12),

r∗
s+π (ω) =

[ s+π∫
−∞

exp{−3(s + π − u) + 2

s+π∫
u

(cos4 ϕ∗
v + sin4 ϕ∗

v )dv (2.17)

−2

s+π∫
u

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du
]− 1

2

=
[ s+π∫
−∞

exp{−3(s + π − u) + 2

s∫
u−π

(cos4 ϕ∗
v (θπω) + sin4 ϕ∗

v (θπω))dv

−2θπ ◦
s∫

u−π

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du
]− 1

2

=
[ s∫
−∞

exp{−3(s − u) + 2

s∫
u

(cos4 ϕ∗
v (θπω) + sin4 ϕ∗

v (θπω))dv

−2θπ ◦
s∫

u

(cos2 ϕ∗
vdW1(v) + sin2 ϕ∗

vdW2(v))}du
]− 1

2

= r∗
s (θπω).

That is to say that r∗ is random periodic with period π . Let

(x∗
1 (s), x∗

2 (s)) = (r∗
s cosϕ∗

s , r∗
s sin(ϕ∗

s )).

Then from (2.12) and (2.17), we know that

(x∗(s + π,ω), x∗(s + π,ω)) = (r∗
s+π cosϕ∗

s+π (ω), r∗
s+π sinϕ∗

s+π (ω))
1 2
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= −(r∗
s (θπω) cos(ϕ∗

s (θπω)), r∗
s (θπω) sin(ϕ∗

s (θπω)))

= −(x∗
1 (s, θπω), x∗

2 (s, θπω)),

i.e. (2.6) holds. Similarly, by (2.13) and (2.17), we can prove that (2.7) also holds. Now by (2.14)
and (2.16), we know that for t ≥ 0,

�(t, θsω)(x∗
1 (s,ω), x∗

2 (s,ω)) = (�1(t, θsω),�2(t, θsω))(x∗
1 (s,ω), x∗

2 (s,ω))

= (r∗
t+s(ω) cos(ϕ∗

t+s(ω)), r∗
t+s(ω) sin(ϕ∗

t+s(ω)))

= (x∗
1 (t + s,ω), x∗

2 (t + s,ω)).

That is to say we have a random periodic solution (x∗
1 (s, ω), x∗

2 (s, ω)) 	= (0, 0), s ∈ R with peri-
odic 2π . It is clear from (2.6) that the minimum period is strictly positive. �
Remark 2.4. (i). We have done some numerical simulations to equation (2.4). To explain the 
numerical simulations, note (2.1) (or (2.7)) implies

x∗(s − 2π,ω) = x∗(s, θ−2πω) for all s ∈ R.

This means the paths x∗(·, ω) and x∗(·, θ−2πω) are identical if we shift each coordinate of 
x∗(·, θ−2πω) to the left by τ . By the same reason, if x∗(·, ω) is a stationary path, then for any t , 
x∗(·, ω) and x∗(·, θ−tω) are identical if we shift each coordinate of x∗(·, θ−tω) to the left (when 
t > 0) or the right (when t < 0) by |t |, since a stationary path is when (2.1) holds for τ being 
any real number. The numerical simulations demonstrated in Fig. 1 describe that x∗

1 (·, ω) and 
x∗

1 (·, θ−2πω) are identical up to a shift, while x∗
1 (·, θ−πω) is not identical to them. But our simu-

lations suggest x∗
1 (· −π, ω) = −x∗

1 (·, θ−πω), which is exactly what we proved in Proposition 2.3. 
This provides numerical evidence that x∗ is not a stationary path.

(ii). It is obvious from (2.6) and (2.7) that (x∗
1 , x∗

2 ) is the random periodic path with a positive 
minimum period. It is also easy to draw the conclusion that 2π

n
, n being even members, cannot be 

the minimum period. The minimum period has to be of the form 2π
n

with n being an odd number. 
But it is not clear whether or not 2π is indeed its minimum period.

(iii). To compare the situation with a stationary solution case, we consider a similar perturbed
equation with additive noise:

{
dx1 = [−x2 + x1(1 − x2

1 − x2
2)]dt + dW1(t),

dx2 = [x1 + x2(1 − x2
1 − x2

2)]dt + dW2(t).
(2.18)

This equation has a stationary path. Indeed numerical simulations demonstrate that x∗
1(·, ω), 

x∗
1 (·, θ−πω) and x∗

1 (·, θ−2πω) are identical up to a shift (Fig. 2). We have done simulations of 
pull-back of some other values of time as well. Though not presented here for the interests of 
space, they are all identical up to a shift.

3. Periodic measures

We start our investigation with proving a simple but important result that under the assumption 
of the existence of random periodic paths, the random Dirac measure with the support on sections 
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Fig. 1. Multiplicative noise-random periodic solutions: from the left to right, path of first coordinate with one realisation 
ω, its pullbacks θ−πω and θ−2πω respectively. Red paths are identical up to a shift and the blue path is the flipped over 
image of the red paths up to a shift.. (For interpretation of the colours in the figure(s), the reader is referred to the web 
version of this article.)

of the random periodic curve Lω is the periodic measure and its time average is an invariant 
measure. To make this clear, we consider a standard product measurable space (	̄, F̄) = (	 ×
X, F ⊗ B(X)) and the skew-product of the metric dynamical system (	, F , P, (θ(t))t∈R) and 
the cocycle �(t, ω) on X, �̄(t) : 	̄ → 	̄,
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Fig. 2. Additive noise-stationary solutions: from the left to right, path of first coordinate with one realisation ω, its 
pullbacks θ−πω and θ−2πω respectively. Red paths are identical up to a shift, so do blue paths.

�̄(t)(ω̄) = (θ(t)ω,�(t,ω)x), where ω̄ = (ω, x), t ∈R+. (3.1)

Recall

PP (	 ×X) := { μ : probability measure on (	 ×X,F ⊗B(X))
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with marginal P on (	,F)}

and

P(X) := {ρ : probability measure on (X,B(X))}.

Definition 3.1. A map μ :R → PP (	 ×X) is called a periodic probability measure of period τ
on (	 ×X, F ⊗B(X)) for the random dynamical system � if

μτ+s = μs and �̄(t)μs = μt+s , for any t ∈R+, s ∈R. (3.2)

It is called a periodic measure with minimum period τ > 0 if τ is the smallest number such 
that (3.2) holds. It is an invariant measure if it also satisfies μs = μ0 for any s ∈ R i.e. μ0 is an 
invariant measure of � if μ0 ∈ PP (	 ×X) and

�̄(t)μ0 = μ0, for any t ∈R+. (3.3)

Theorem 3.2. If a random dynamical system � :R+ × 	 ×X → X has a random periodic path 
Y : R × 	 → X, it has a periodic measure on (	 ×X, F ⊗ B(X)) μ : R → PP (	 × X) given 
by

μs(A) =
∫
	

δY(s,ω)(Aθ(s)ω)P (dω), (3.4)

where Aω is the ω-section of A. Moreover, the time average of the periodic measure defined by

μ̄ = 1

τ

τ∫
0

μsds, (3.5)

is an invariant measure of � whose random factorisation is supported by Lω defined in (2.3).

Proof. It is obvious that P is the marginal measure of μs on (	, F), so μs ∈ PP (	 × X). To 
check (3.2), first note for t ∈ R+, �̄(t)−1(A) = {(ω, x) : (θ(t)ω, �(t, ω)x) ∈ A}. Then it is easy 
to see that for t ∈ R+

(�̄−1
t (A))ω = �−1(t,ω)Aθ(t)ω. (3.6)

Then (3.2) follows a standard argument. Thus μs, s ∈ R defined by (3.4) is a periodic measure 
as claimed in the theorem. To see μ̄ defined by (3.5) is an invariant measure, note for any A ∈
F ⊗B(X) and t ∈R+, by what we have proved for μs ,

�̄(t)μ̄(A) = 1

τ

τ∫
�̄(t)μs(A)ds = 1

τ

τ∫
μt+s(A)ds = 1

τ

τ∫
μs(A)ds = μ̄(A). (3.7)
0 0 0
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Thus μ̄ is an invariant measure. To see its support, by (3.5), (3.4) and Fubini’s Theorem, for any 
A ∈ F̄ ,

μ̄(A) = 1

τ

τ∫
0

μs(A)ds = 1

τ

τ∫
0

∫
	

δY(s,θ(−s)ω)(Aω)P (dω)ds

=
∫
	

1

τ

τ∫
0

δY(s,θ(−s)ω)(Aω)dsP (dω).

This leads to its factorisation given by

(μ̄)ω = 1

τ

τ∫
0

δY(s,θ(−s)ω)ds = 1

τ

τ∫
0

δφ(s,ω)ds,

which is supported by Lω. �
Remark 3.3. For a random periodic path Y , it is easy to see that the factorization of μs defined 
in Theorem 3.2 is

(μs)ω = δY(s,θ(−s)ω), (3.8)

and satisfies

(μs+τ )ω = (μs)ω, �(t,ω)(μs)ω = (μt+s)θ(t)ω. (3.9)

Now consider a Markovian cocycle random dynamical system � on a filtered dynamical 
system (	, F , P, (θt )t∈R, (F t

s )s≤t ), i.e. for any s, t, u ∈ R, s ≤ t , θ−1
u F t

s = F t+u
s+u and for any 

t ∈ R+, �(t, ·) is measurable with respect to F t
0. We also assume the random periodic solution 

Y(s) is adapted, that is to say that for each s ∈ R, Y(s, ·) is measurable with respect to F s−∞ :=
∨r≤sF s

r .
Denote the transition probability of Markovian process �(t, ω)x on the Polish space X with 

Borel σ -field B(X) by (cf. Arnold [1], Da Prato and Zabczyk [10])

P(t, x,B) = P({ω : �(t,ω)x ∈ B}), t ∈R+, B ∈ B(X),

and for any probability measure ρ on (X, B(X)), define

(P ∗(t)ρ)(B) =
∫
X

P(t, x,B)ρ(dx), for any t ∈R+, B ∈ B(X).

Definition 3.4. A measure function ρ : R → P(X) is called a periodic measure of period τ on 
the phase space (X, B(X)) for the Markovian random dynamical systems � if it satisfies
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ρs+τ = ρs and ρt+s(B) =
∫
X

P(t, x,B)ρs(dx) s ∈ R, t ∈R+. (3.10)

It is called a periodic measure with minimal period τ if τ > 0 if the smallest number such that 
(3.10) holds. It is called an invariant measure if it also satisfies ρs = ρ0 for all s ∈ R, i.e. ρ0 is an 
invariant measure for the Markovian random dynamical system � if

ρ0 = P ∗(t)ρ0, for all t ∈R+. (3.11)

Remark 3.5. In [22], Has’minskii suggested that

P ∗
kτ ρs = ρkτ+s = ρs. (3.12)

It is easy to construct a counter example which satisfies (3.12), but not (3.10). For example we 
consider a RDS with two different periodic measures of the same period with non-overlapping 
supports. Then we can construct a new measure function {ρs}s∈[0,τ ) by choosing one periodic 
measure for certain time and another periodic measure for other time. The measure function can 
be extended to all s ∈ R by imposing the periodicity in time. Then the new measure function still 
satisfies (3.12), but does not satisfy (3.10). Certainly it does not make sense to say it is a periodic 
measure of the Markov semigroup as it is constructed from two different periodic measures. In 
fact, both conditions in the definition (3.10) are not redundant.

Theorem 3.6. Assume the Markovian cocycle � : R+ × 	 × X → X has an adapted random 
periodic path Y :R × 	 → X. Then the measure function ρ :R → P(X) defined by

ρs := E(μs)· = EδY(s,θ(−s)·) = EδY(s,·), (3.13)

which is the law of the random periodic path Y , is a periodic measure of � on (X, B(X)). Its 
time average ρ̄ over a time interval of exactly one period defined by

ρ̄ = 1

τ

τ∫
0

ρsds, (3.14)

is an invariant measure and satisfies that for any B ∈ B(X), t ∈R

ρ̄(B) = E(
1

τ
m{s ∈ [0, τ ) : Y(s, ·) ∈ B})

= E(
1

τ
m{s ∈ [t, t + τ) : Y(s, ·) ∈ B}). (3.15)

Proof. Firstly it is easy to see from the definition of random periodic path that for any 
B ∈ B(X), ρs+τ (B) = ρs(B). Secondly, from (3.8) we have (μt+s)ω = δY(t+s,θ(−t−s)ω) =
δ�(t,θ(−t)ω)Y (s,θ(−t−s)ω). Therefore for any B ∈ B(X), t ∈ R+, by measure preserving property 
of θ , independency of �(t, θ(s)ω) and F s−∞,
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ρt+s(B) = Eδ�(t,θ(s)·)Y (s,·)(B)

= P({ω : �(t, θ(s)ω)Y (s,ω) ∈ B})
=

∫
X

P(t, x,B)P (ω : Y(s,ω) ∈ dx)

=
∫
X

P(t, x,B)ρs(dx)

= P ∗(t)ρs(B). (3.16)

Therefore ρ satisfies Definition 3.4 so is a periodic measure on (X, B(X)). To prove the second 
part of the theorem, similar to the computation in (3.7), we have for any t ∈ [0, τ), 

∫ τ

0 ρt+sds =∫ τ

0 ρsds, and by using Fubini’s Theorem,

τ∫
0

P ∗(t)ρsds = P ∗(t)(
τ∫

0

ρsds).

It then follows easily that ρ̄ is an invariant measure of � satisfying (3.11). To prove the last part 
of the theorem, from (3.14), (3.13), and using Fubini’s Theorem, we know for any B ∈ B(X),

ρ̄(B) = 1

τ

τ∫
0

P(ω : Y(s,ω) ∈ B)ds

= 1

τ

τ∫
0

(EδY(s,·)(B))ds

= E(
1

τ

τ∫
0

δY(s,·)(B)ds)

= E(
1

τ
m{s ∈ [0, τ ) : Y(s, ·) ∈ B}).

However, since ρ̄ is an invariant measure, so from (3.16) we know that for any t ∈ R+

ρ̄(B) = P ∗(t)ρ̄(B)

= 1

τ

τ∫
0

ρt+s(B)ds

= E(
1

τ

t+τ∫
t

δY (s,·)(B)ds)

= E(
1
m{s ∈ [t, t + τ) : Y(s, ·) ∈ B}). (3.17)
τ
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For t ∈R−, it is easy to verify P ∗(−t)ρs+t = ρs and therefore

ρ̄(B) = P ∗(−t)ρ̄(B)

= 1

τ

t+τ∫
t

P ∗(−t)ρs+t (B)ds

= 1

τ

t+τ∫
t

ρs(B)ds.

Thus the result for t ∈ R− follows a similar argument as (3.17). In conclusion, we can see that 
(3.15) is true for any t ∈ R. �
Remark 3.7. The proof of ρ̄ being an invariant measure does not depend on ρs being defined 
by (3.13). As long as ρs, s ∈ R, is a periodic measure of {P(t)}t≥0, ρ̄ defined by (3.14) is an 
invariant measure of {P(t)}t≥0.

We observe that identity (3.15) says that the expected time spent inside a Borel set by the 
random periodic path over a time interval of exactly one period starting at any time is invariant, 
i.e. independent of the starting time. This shows that the random periodicity of a random periodic 
path by means of invariant measures. In the following we will establish the ergodic theory and 
the mean ergodic theory for periodic measures and random periodic paths. They push (3.15) and 
the above observation much further in the case when a random periodic path exists. They say 
that on the long run, the average time that the random periodic path spends on a Borel set B over 
one period is equal to ρ̄(B) both in law and in the long time average a.s.

4. Poincaré sections and ergodicity with periodicity

We start to study the ergodicity of the random dynamical systems when periodicity exists. It is 
noted that the classical ergodic theorem dealing with invariant measures and stationary processes 
from Khas’minskii and Doob’s theorems fails to work in the stochastic periodic regime. Doob’s 
classical method says that if the Markov transition probability measures P(t, x, ·), x ∈ X, are 
mutually equivalent at a certain time t0 > 0 (t0-regular), then the invariant measure is strongly 
mixing and unique. Khas’minskii’s theorem provides sufficient condition of verifying the regu-
larity which says that if the Markovian semigroup is t0-irreducible for certain t0 > 0 and strong 
Feller at certain t1 > 0, then the Markov semigroup is (t0 + t1)-regular.

However, in a random periodic regime, if the periodic measure has a minimum period τ >

0, the invariant measure is not mixing and the t0-regularity of the Markovian semigroup is no 
longer true any more. This crucial assumption in Doob’s Theorem excludes random periodic 
case automatically. The irreducibility condition may not be always true on the whole space, in 
particular, if the support of ρs is not the whole space for a given s, then for a nonempty open set 
� lying outside of supp(ρs), �(s)x reaches � with probability 0 for any x ∈ supp(ρ0). Even the 
irreducibility condition is satisfied, the strong Feller condition is a strict requirement which may 
not be satisfied in many situations e.g. when the corresponding second order differential operator, 
which is the infinitesimal generator of the Markovian semigroup in the case of diffusions, is not 
strictly elliptic.
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Our idea here is to study, for any s ∈ [0, τ), the τ -mesh discrete time random dynamical 
systems at integral multiples of the period �(kτ, ω) : Ls → Ls , k ∈ N = {0, 1, 2, · · · }. Here 
Ls = supp(ρs). For each s ∈ [0, τ), the measure ρs on Ls is an invariant measure with respect 
to P(kτ), k ∈ N . This brings us back to the stationary regime. Then we are in the right set-up 
to discuss the irreducibility and mixing property of �(kτ) on Ls . Then through the Markovian 
property, periodicity and the Chapman-Kolmogorov equation, we can obtain the ergodicity of 
the original random dynamical system if ρs is a mixing invariant measure of the discrete Markov 
semigroup P(kτ).

We abstract the above idea to give the following definition first without assuming even the 
existence of periodic measures in the first place.

Definition 4.1. The sets Ls ⊂ X, s ≥ 0, are called the Poincaré sections of the transition proba-
bility P(t, ·, ·), t ≥ 0, if

Ls+τ = Ls,

and for any x ∈ Ls , t ≥ 0,

P(t, x,Ls+t ) = 1. (4.1)

Remark 4.2. (i). In fact, Ls, s ≥ 0 can be extended to any s ∈R by the periodicity of L..

(ii). It is easy to see for each Poincaré section Ls , we have

P(kτ, x,Ls) = 1, for any x ∈ Ls.

This means starting from x ∈ Ls , �(kτ, ω)x returns to the set Ls with probability one at any 
time being a multiple integral of the period. This could be regarded as the Poincaré returning map 
property in the random regime, mirroring the celebrated Poincaré mapping in the deterministic 
case. However, the map �(kτ, ω) does not have a fixed point on Ls . This is very different from 
the deterministic case.

(iii). It is worth pointing out that under the condition of existence of periodic measures, nontrivial 
Poincaré sections automatically exist. To see this, let Ls := supp(ρs). Then for any t ≥ 0

∫
Ls

P (t, x,Lt+s)ρs(dx) = ρt+s(Lt+s) = 1. (4.2)

This, together with the fact that 0 ≤ P(t, x, Lt+s) ≤ 1, implies that

P(t, x,Lt+s) = 1 for ρs-almost all x ∈ Ls, for any t ≥ 0. (4.3)

(iv). Only from Definition 4.1, the choice of the Poincaré sections may not be unique. For 
example in all cases, Ls = X, s ≥ 0 is also a trivial choice of Poincaré sections satisfying Defi-
nition 4.1. We will further add irreducibility condition below to guarantee a unique choice of the 
Poincaré sections up to a shift (Lemma 4.9). But the irreducibility is not immediately needed in 
the following compactness theorem.
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Recall a Markovian semigroup {P(t)}t≥0, is said to be stochastically continuous ([10]) if

lim
t→0

P(t, x,B(x, γ )) = 1, for all x ∈ X, γ > 0.

Denote by Bb(X), the space of all bounded Borel measurable functions on X, and Cb(X) the 
space of all bounded continuous functions on X. For any φ ∈ Bb(X), define

P(t)φ(x) =
∫
X

P(t, x, dy)φ(y), for t ≥ 0.

Recall that the stochastically continuous semigroup {P(t)}t≥0, is called a Feller semigroup if for 
any φ ∈ Cb(X), we have P(t)φ ∈ Cb(X) for any t ≥ 0. It is called a strong Feller semigroup at a 
time t0 > 0 on a subset � of X if for any φ ∈ Bb(X), we have P(t0)φ(x)|x∈� ∈ Cb(�).

Define now for any � ∈ B(X),

RN(x,�) := 1

N

N∑
k=1

P(kτ, x,�),

and

(R∗
Nν)(�) :=

∫
X

RN(x,�)ν(dx),

for a measure ν ∈ P(X). Note if ν has a support in L0, then

(R∗
Nν)(L0) = 1

N

N∑
k=1

∫
X

P(kτ, x,L0)ν(dx) = 1.

So supp(R∗
Nν) ⊂ L0.

With the help of the Krylov-Bogoliubov theorem, we can prove the following existence theo-
rem for a periodic measure.

Theorem 4.3. Assume Ls, s ∈ R are Poincaré sections of Markovian semigroup {P(t)}t≥0 and 
P(t) is a Feller semigroup on L0. If for some ν ∈ P(X) with its support in L0 and a subsequence 
Ni with Ni → ∞ as i → ∞ such that

R∗
Ni

ν → ρ0,

weakly as i → ∞. Define for any � ∈ B(X), if s ≥ 0

ρs(�) =
∫
L0

P(s, x,�)ρ0(dx),

and if s < 0,
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ρs(�) = ρs+kτ (�),

where k is the smallest integer such that s + kτ ≥ 0. Then ρs, s ∈ R, is a periodic measure with 
respect to the semigroup {P(t)}t≥0. For each s ∈ R, supp(ρs) ⊂ Ls . In particular ρs(Ls) = 1.

Proof. By the Krylov-Bogoliubov Theorem, it is easy to see that ρ0 is an invariant measure of 
P(kτ), k = 0, 1, 2, · · · , and ρ0(L0) = 1. Thus supp(ρ0) ⊂ L0 as ρ0 is a probability measure. 
From the definition of ρs , when s ≥ 0, by (4.1),

ρs(Ls) =
∫
L0

P(s, x,Ls)ρ0(dx) = ρ0(L0) = 1.

Similarly, supp(ρs) ⊂ Ls . Thus when s ≥ 0, by Chapman-Kolmogorov equation, Fubini’s theo-
rem and the fact that ρ0 is the invariant measure of P(τ), for any � ∈ B(X),

ρs+τ (�) =
∫
L0

∫
X

P(s, y,�)P (τ, x, dy)ρ0(dx)

=
∫
X

P(s, y,�)

∫
L0

P(τ, x, dy)ρ0(dx)

=
∫
X

P(s, y,�)ρ0(dy)

= ρs(�).

Moreover, for any t ≥ 0, s ≥ 0, by a similar argument as above,

(P ∗(t)ρs)(�) =
∫
X

P(t, x,�)

∫
L0

P(s, y, dx)ρ0(dy)

=
∫
L0

∫
X

P(t, x,�)P (s, y, dx)ρ0(dy)

=
∫
L0

P(t + s, y,�)ρ0(dy)

= ρt+s(�).

That is to say ρs, s ≥ 0 is the periodic measure of the transition semigroup {P(t)}t≥0. For s < 0, 
it is obvious to verify the result. �

This theorem could be regarded as the extension of Krylov-Bogoliubov theorem to the pe-
riodic measure case. Though the theorem looks very different from the Poincaré-Bendixson 
theorem in the first sight, but in spirit it is indeed like the Poincaré-Bendixson theorem as a 
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random counterpart in the level of measures. Though the Poincaré map does not have a fixed 
point in the pathwise sense, but

P ∗(kτ ) : P(Ls) → P(Ls)

has a fixed point ρs ∈ P(Ls) for all s ∈ R. All these invariant measures of P(kτ) together form 
a periodic measure.

Now we start to consider ergodicity. Recall ρ̄ = 1
τ

∫ τ

0 ρsds as the invariant measure. Con-
sider a set of finite sequence of real numbers I = {t1, t2, · · · , tn}, t1 < t2 < · · · < tn and by the 
Chapman-Kolmogorov equation and a standard procedure ([10]), we can construct {P

ρ̄

I , I as a 
set of sequences of distinct real numbers} is a consistent family of finite dimensional distribu-
tions, where

P
ρ̄

I (X× · · ·X× A × · · · ×X) = ρ̄(A).

By the Kolmogorov extension theorem, there exists a unique probability measure P ρ̄ on 
(	∗, F∗) = (XR, B(XR)) with a family of finite-dimensional distributions {P ρ̄

I }I . For any 
ω∗ ∈ 	∗, denote its canonical process by Wt(ω

∗) = ω∗(t), which is a Markovian process and 
a measurably invertible map θ∗ : R × 	∗ → 	∗ by (θ∗

t ω∗)(s) = ω∗(t + s), t, s ∈ R. It follows 
that (	∗, F∗, θ∗

t , P ρ̄) defines a dynamical system, which is called the canonical dynamical sys-
tem associated with the semigroup Pt, t ≥ 0 and invariant measure ρ̄. It is well known that if 
Pt , t ≥ 0 is stochastically continuous, then the linear transformation operator Ut : Hρ̄

C → Hρ̄

C , 

where Hρ̄

C = L2
C(	∗, F∗, P ρ̄) defined by

Utξ(ω∗) = ξ(θ∗
t ω∗), ξ ∈Hρ̄

C, ω∗ ∈ 	∗, t ∈ R, (4.4)

is continuous in t , and (	∗, F∗, θ∗
t , P ρ̄) is a continuous metric dynamical system. The invariant 

measure ρ̄ is called ergodic if (	∗, F∗, θ∗
t , P ρ̄) is ergodic i.e.

lim
T →∞

1

T

T∫
0

P ρ̄(θ∗−tA ∩ B)dt = P ρ̄(A)P ρ̄(B), for any A,B ∈F∗.

We say that the periodic measure {ρt }t∈R, is ergodic if its average ρ̄ as an invariant measure is 
ergodic. Also recall that an invariant measure ρ̄ is called weakly mixing if (	∗, F∗, θ∗

t , P ρ̄) is 
weakly mixing i.e. there is a set I ⊂ [0, ∞) of relative measure 1 such that

lim
t→∞,t∈I

P ρ̄(θ∗−tA ∩ B) = P ρ̄(A)P ρ̄(B), for any A,B ∈ F∗.

The ergodicity and mixing property of discrete random dynamical systems, which will also be 
needed in this paper, can also be defined similarly by replacing the integral by summation and 

lim
t→∞,t∈I

by the limit along the discrete time sequence respectively.

It is well-known that the following statements are equivalent (cf. Theorem 3.2.4, [10]):
(i) ρ̄ is ergodic;
(ii) if Utξ = ξ for all t ∈ R+, then ξ is constant;
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(iii) if P(t)φ = φ for all t ∈ R+, then φ is a constant;
(iv) if a set � ∈ B(X) satisfies for all t ∈ R+

PtI� = I�, ρ̄-a.e.

then either ρ̄(�) = 0 or ρ̄(�) = 1;
(v) for any � ∈ B(X), lim

T →∞
1
T

∫ T

0 P(s, x, �)ds → ρ̄(�), in L2(X, ρ̄(dx)).

Moreover, the following statements are also equivalent:
(vi) ρ is weakly mixing;
(vii) if Utξ = eiλt ξ for all t ∈R+, λ is a real number, then λ = 0 and ξ is constant;
(viii) if P(t)φ = eiλtφ for all t ∈R+, λ is a real number, then λ = 0 and φ is a constant;
(ix) there exists I ⊂ [0, ∞) of relative measure 1 such that

lim
t→∞,t∈I

P (t, x,−) → ρ.

The equivalence of (vi) and (vii) is the Koopman-von Neumann Theorem. From equivalence 
of (vi) and (ix) in the above, it is easy to see there is no way one can establish the mixing property 
for ρ̄ in the regime of random periodicity unless it is degenerated to the stationary case.

Now we assume a periodic measure {ρs}s∈R exists with Ls = supp(ρs). Set

L :=
⋃

{Ls : s ∈ [0, τ )}. (4.5)

Then it is easy to see that

ρ̄(L) = 1

τ

τ∫
0

ρs(L)ds = 1. (4.6)

This implies that supp(ρ̄) ⊂ L. Moreover, for any closed set B ⊂ X, note ρ̄(B) = 1 iff ρs(B) = 1
for almost all s ∈ [0, τ). So for these s, Ls ⊂ supp(ρ̄).

We first prove a simple but useful lemma. For this we consider

Condition A. The Markovian cocycle � : R+ × 	 × X → X has a periodic measure ρ : R →
P(X) and for any � ∈ B(X), we have when N → ∞,

∫
X

|
τ∫

0

(
1

N

N−1∑
k=0

P(s + kτ, y,�) − ρs(�))ds|ρ̄(dy) → 0, (4.7)

where ρ̄ = 1
τ

∫ τ

0 ρsds.

Lemma 4.4. Assume the Markovian semigroup P(t) is stochastically continuous. Then the in-
variant measure ρ̄ is ergodic if and only if Condition A holds. Moreover, in this case L de-
fined by (4.5) is the unique set (up to a ρ̄-measure 0 set) with positive ρ̄-measure satisfying 
P(t, x, L) = IL(x).
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Proof. First assume Condition A holds. For any � ∈ B(X), if

(P (t)I�)(·) = P(t, ·,�) = I�(·), ρ̄-a.e.,

then it turns out from Condition A that

∫
X

| 1

τ

(k+1)τ∫
kτ

I�(y)ds − ρ̄(�)|ρ̄(dy) =
∫
X

|I�(y) − ρ̄(�)|ρ̄(dy) = 0,

so

ρ̄(�) = I�(y), ρ̄-a.e.

This implies that I�(y) is a constant for ρ̄-a.e. y ∈X. Thus

ρ̄(�) = 0 or 1.

By Theorem 3.2.4 in [10], ρ̄ is ergodic. Moreover, from the fact that supp(ρ̄) ⊂ L, it is easy to 
see that in the case ρ̄(�) = 1, � = L up to a ρ̄-measure 0 set. The last claim is proved.

Conversely, assume ρ̄ is ergodic. Then 1
T

∫ T

0 P(s, x, �)ds → ρ̄(�) in L2(X, ρ̄(dx)). Thus 

1
Nτ

N−1∑
k=0

∫ τ

0 P(s + kτ, x, �)ds → ρ̄(�) in L2(X, ρ̄(dx)). Then Condition A follows from above 

and Cauchy-Schwarz inequality. �
With this lemma, we only need to verify Condition A in order to prove the ergodicity for an 

invariant measure generated by periodic measures.

Definition 4.5. The τ -periodic measure {ρs}s∈R is called to be PS-ergodic (PS-mixing) if for 
each s ∈ [0, τ), ρs as the invariant measure of the τ -mesh discrete Markovian semigroup 
{P(kτ)}k∈N , at integral multiples of the period on the Poincaré section Ls , is ergodic (mixing).

Theorem 4.6. Let the Markovian semigroup P(t) be stochastically continuous and have a τ -
periodic measure {ρs}s∈R. Assume {ρs}s∈R is PS-ergodic. Then Condition A is satisfied and 
the invariant measure ρ̄ is ergodic. Moreover, if τ > 0 is the minimum period of the periodic 
measure, then Ls1 ∩ Ls2 = ∅ when s1, s2 ∈ [0, τ), s1 	= s2.

Proof. According to Theorem 3.4.1 in [10], as for any fixed s ∈ [0, τ), ρs as the invariant mea-
sure of P(kτ)|Ls , k ∈ N , is ergodic, so for any φ ∈ L2(Ls, ρs), we have as N → ∞,

1

N

N−1∑
k=0

P(kτ)φ(·) →< φ,1 >L2(Ls ,ρs )
, in L2(Ls, ρs).

Now consider φ(·) = P(t, ·, �) for an arbitrarily given � ∈ B(X). Note P(kτ)φ(·) = P(t +
kτ, ·, �) and < φ, 1 >L2(L ,ρ )= ρt+s(�). Thus as N → ∞
s s
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1

N

N−1∑
k=0

P(t + kτ, ·,�) → ρt+s(�), in L2(Ls, ρs). (4.8)

It then follows by applying Fubini theorem, Jensen’s inequality and Lebesgue’s dominated con-
vergence theorem that

∫
X

|
τ∫

0

(
1

N

N−1∑
k=1

P(t + kτ, x,�) − ρt (�))dt |ρ̄(dx)

= 1

τ

τ∫
0

∫
X

|
τ∫

0

[ 1

N

N−1∑
k=1

P(t + kτ, x,�) − ρt+s(�)]dt |ρs(dx)ds

≤ 1

τ

τ∫
0

τ∫
0

∫
X

| 1

N

N−1∑
k=1

P(t + kτ, x,�) − ρt+s(�)|ρs(dx)dtds

≤ 1

τ

τ∫
0

τ∫
0

⎡
⎣∫
X

| 1

N

N−1∑
k=1

P(t + kτ, x,�) − ρt+s(�)|2ρs(dx)

⎤
⎦

1
2

dtds

→ 0,

as k → ∞. Thus Condition A holds and the other results of the first part of the theorem follow.
To prove the last result, from the PS-ergodicity of the periodic measure, we know that 

1
N

N−1∑
k=0

P(kτ, x, �) → ρs(�) in L2(X, ρs(dx)), for any � ∈ B(X). So there exists a subsequence 

such that along the subsequence, the above convergence holds for ρs-a.e. x. As τ > 0 is a min-
imum period, so for any s1, s2 ∈ [0, τ), s1 	= s2, ρs1 	= ρs2 . Let � ∈ B(X) be such that ρs1(�) 	=
ρs2(�). For ρs1, ρs2 , there exists a common subsequence Nm → ∞ as m → ∞ such that for any 

� ∈ B(X), 1
Nm

Nm−1∑
k=0

P(kτ, x, �) → ρs1(�) for ρs1 -a.e. x and 1
Nm

Nm−1∑
k=0

P(kτ, x, �) → ρs2(�) for 

ρs2 -a.e. x. Set

A = {x ∈ X : 1

Nm

Nm−1∑
k=1

P(kτ, x,�) → ρs1(�)},

B = {x ∈ X : 1

Nm

Nm−1∑
k=1

P(kτ, x,�) → ρs2(�)}.

So ρs1(A) = 1 and ρs2(B) = 1. But it is clear that A ∩ B = ∅. Thus the last claim of the theorem 
is asserted. �

Now we study the irreducibility condition. For 0 ≤ s < τ , consider
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Definition 4.7 (The ksτ -irreducibility condition on a Poincaré section Ls). For a fixed s ∈ [0, τ), 
if there exists ks ∈ N \ {0}, such that for an arbitrary nonempty relatively open set � ⊂ Ls , we 
have

P(ksτ, x,�) > 0, for ρs-a.e. x ∈ Ls, (4.9)

then we call the Markovian semigroup {P(t)}t≥0, is ksτ -irreducible on the Poincaré section Ls . 
If for a certain map s �→ ks ∈ N \ {0}, s ∈ [0, τ), the semigroup is ksτ -irreducible for each s ∈
[0, τ), then we call the Markovian semigroup is ksτ, s ∈ [0, τ), irreducible on Poincaré sections 
Ls, s ∈ [0, τ).

Definition 4.8 (The ksτ -regularity on a Poincaré section Ls). A Markovian semigroup {P(t)}t≥0, 
is said to be t0-regular if all transitional probability measures P(t0, x, ·), x ∈ X, are mutually 
equivalent. For a fixed s ∈ [0, τ), it is said to be ksτ -regular for a certain ks ∈ N \ {0} on a 
Poincaré section Ls , if all transitional probability measures P(ksτ, x, ·), x ∈ Ls , are mutually 
equivalent. If for a certain map s �→ ks ∈ N \ {0}, s ∈ [0, τ), the semigroup is ksτ -regular on Ls

for each s ∈ [0, τ), then we call the Markovian semigroup is ksτ, s ∈ [0, τ), regular on Poincaré 
sections Ls, s ∈ [0, τ).

Lemma 4.9. Assume the Markovian semigroup {P(t)}t≥0 has Poincaré sections {Ls}s∈R and 
periodic measure {ρs}s∈R with supp(ρs) ⊂ Ls . If P(t) satisfies the ks0τ -irreducibility condition 
on Ls0 for some ks0 ∈ N \ {0}, then Ls0 = supp(ρs0). Moreover, if the semigroup satisfies the 
ksτ -irreducibility condition on the Poincaré sections Ls for all s ∈ [0, τ), then Ls = supp(ρs)

for any s ∈R.

Proof. By the ks0τ -irreducibility condition on a Poincaré section Ls0 , we know that there exists 
ks0 ∈N \ {0} such that for an arbitrary nonempty relatively open set � ⊂ Ls0 , we have

P(k0τ, x,�) > 0, for ρs0 -a.e. x ∈ Ls0 .

So for this �, we have

ρs0(�) =
∫

Ls0

P(k0τ, x,�)ρs0(dx) > 0.

Thus Ls0 = supp(ρs0). The last claim follows easily from the above. �
Remark 4.10. Under the irreducible conditions on Poincaré sections, it is easy to know that for 
any fixed s ∈ [0, τ) and any open set �s ⊂ Ls = supp(ρs) with ρs(Ls \ �̄s) > 0, we have for any 
x ∈ Ls ,

P(kτ, x, �̄s) < 1.

This suggests that �s does not satisfy the requirement being a Poincaré section at time s. Thus, 
Ls = supp(ρs), s ∈ [0, τ) are minimal Poincaré sections.
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Theorem 4.11. Let the Markovian semigroup P(t) be stochastically continuous and have a τ -
periodic measure {ρs}s∈R. Denote Ls = supp(ρs) and L = ⋃

0≤s<τ Ls . Assume the semigroup is 
ksτ -regular, s ∈ [0, τ), on Poincaré sections for certain map s �→ ks ∈ N \ {0}, s ∈ [0, τ). Then 
the periodic measure is PS-mixing and thus ergodic.

Proof. Note first that ρs is an invariant measure w.r.t. P(kτ), for any k ∈ N . Due to the ksτ -
regularity assumption, Doob’s theorem ([11]) can be applied to the discrete semigroup on the 
Poincaré section Ls , so the invariant measure ρs of {P(kτ)}k∈N , is ergodic on Ls and for any 
x ∈ Ls , � ∈ B(X),

P(kτ, x,�) → ρs(�), as k → ∞. (4.10)

To see this, first note that Doob’s theorem implies that (4.10) holds for any � ∈ B(X) ∩ Ls . 
But (4.10) is true for any � ∈ B(X), as for any x ∈ Ls , P(kτ, x, �) = P(kτ, x, � ∩ Ls) and 
ρs(�) = ρs(� ∩ Ls) since supp(ρs) = Ls . Therefore P(kτ, x, ·) → ρs(·) weakly by Proposition 
2.4 in [24]. This implies that the periodic measure is PS-mixing. Thus it is PS-ergodic and thus 
ergodic. �

The regularity of the semigroup condition can be checked.

Lemma 4.12. Assume the Markovian semigroup P(t), t ≥ 0, is ksτ -irreducible, s ∈ [0, τ), on the 
Poincaré sections Ls = supp(ρs), s ∈ [0, τ) for certain map s �→ ks ∈ N \ {0}, and strong Feller 
at k∗

s τ on Ls for each s ∈ [0, τ), where s �→ k∗
s ∈ N \ {0} is a certain map. Then the semigroup 

is (ks + k∗
s )τ -regular on the Poincaré sections.

Proof. The proof is done by a similar proof as the one of Khas’minskii’s theorem ([22]) on each 
Poincaré section. �
5. Random periodic verses stationary: sufficient-necessary conditions

It is not a trivial task to check whether or not the minimum period of a random periodic solu-
tion is strictly positive. In this section, we will develop some equivalent sufficient and necessary 
conditions in four different notions. In particular, we will characterise it with an analytic as-
sumption that the infinitesimal generator of the corresponding Markov semigroup of the random 
dynamical system has infinitely many simple eigenvalues { 2mπ

τ
i}m∈Z, and no other eigenvalues 

on the imaginary axis.
First note it is evident that if the invariant measure ρ̄ is ergodic, and there exists a set I ⊂

[0, τ) with positive Lebesgue measure such that for each s ∈ I , ρs is not ergodic with respect to 
P(t), t ≥ 0, then ρ̄ 	= ρs for any s ∈ I . In this case, the periodic measure is not degenerated to an 
invariant measure. In the following we will mainly consider the case when the periodic measure 
{ρs}s∈R is PS-ergodic.

Recall first the following standard definition.

Definition 5.1. Let Ut : Hρ̄

C → Hρ̄

C be the transformation operator defined by (4.4). A measur-
able function α : 	∗ → [0, 2π) is said to be an angle variable for the canonical dynamical system 
(	∗, F∗, (θ∗(t))t∈R, P ρ̄), if there exists a constant λ ∈R such that for every t ∈ R,
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Utα = λt + α (mod 2π),P ρ̄-a.s. (5.1)

Remark 5.2. (i) If α is an angle variable with λ, then Ute
iα = eiλt eiα , so eiλt is an eigenvalue of 

Ut and ξ = eiα is the corresponding eigenvector in Hρ̄

C .
(ii) The following results in this paragraph are also well-known. We summarise them here as 

they are needed. As Ut is a unitary operator and U∗
t = U−t , so according to Stone’s theorem, the 

infinitesimal operator of Ut, t ∈ R, is of the form iA, where A is a self-adjoint operator acting 
on Hρ̄

C . The operator A is called the infinitesimal generator of the canonical dynamical system 

(	∗, F∗, (θ∗(t))t∈R, P ρ̄). Assume there exist λ ∈R and ξ ∈ Hρ̄

C ∩ D(A) such that

Aξ = λξ. (5.2)

Then

Utξ = eiAt ξ = eiλt ξ. (5.3)

Let ξ = |ξ |eiα . Then (Ut |ξ |)ei(Utα) = |ξ |ei(λt+α). It then follows that Ut |ξ | = |ξ |, t ∈ R. So if ρ̄
is ergodic, then ξ is a constant and we can assume that |ξ | = 1. Consequently ξ = eiα , where α
is a real valued random variable with values on [0, 2π). From (5.3), we know that α is an angle 
variable satisfying (5.1).

Recall the Koopman-von Neumann theorem which says that ρ̄ is weakly mixing if and only 
if any angle variable is constant and the operator A has only one eigenvalue 0. Moreover, 0 is a 
simple eigenvalue of A.

Note that the semigroup P(t) is a map from L2(X, dρ̄) to L2(X, dρ̄). Recall the following 
well-known result (Theorem 3.2.1 in [10]): there exist, ξ ∈Hρ̄

C , γ ∈ C with |γ | = 1 such that

Utξ = γ ξ,

iff there exist φ ∈ L2(X, dρ̄), γ ∈C with |γ | = 1 such that

P(t)φ = γφ

and ξ(ω∗) = φ(ω∗(0)). That is to say that all the eigenvalues of P(t) on the unit circle agree 
with all the eigenvalues of the Ut . This will help in the proof of the next theorem to identify the 
spectra of semigroup Ut on the space of square integrable functions on the path space XR to the 
spectra on the unit circle of semigroup P(t) on the space of square integrable functions on the 
phase space X.

It is worth noting that the spectral analysis of the latter is easier to handle than the former 
one. Moreover, the spectral structure of the latter is richer than that of the former one. This extra 
information of the spectra of the semigroup gives more information about the dynamics of the 
Markov random dynamical system, e.g. mixing property and convergence rate of the transitional 
probability to the invariant measure in the stationary case. We will prove in the next subsection 
that spectral gap of the semigroup on L2(Ls, ρs) for all s ∈ R leads to the PS-mixingness of 
{ρs}s∈R and the mixing rate is given by the spectral gap.
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Moreover, the spectra of the semigroup P(t) can be analysed by studying the spectra of its 
infinitesimal generator. Recall the definition of the infinitesimal generator L of the semigroup 
P(t) : L2(X, dρ̄) → L2(X, dρ̄) given by

Lφ = lim
t→0+

P(t)φ − φ

t
, (5.4)

for all φ ∈ D(L), where

D(L) := {φ ∈ L2(X, dρ̄) : lim
t→0+

P(t)φ − φ

t
exists in L2(X, dρ̄)}.

Following Theorem 4.6, we are now ready to prove the following theorem.

Theorem 5.3. Assume the transition probability is stochastically continuous and has a periodic 
measure {ρs}s∈R of period τ . Assume the τ -periodic measure is PS-mixing. Then one of the 
following three cases happens:

Case (i). The period τ is the smallest number such that (3.10) holds.
Case (ii). There exist k ∈ N \ {0, 1}, s, ̃s ∈ [0, τ), s < s̃, such that τ = k(s̃ − s) and τ̃ = s̃ − s is 

the smallest real number τ such that (3.10) holds.
Case (iii). For any s, t ∈R, ρs = ρt . So ρ̄ = ρs is an invariant measure for {P(t)}t≥0.

Case (i) implies the following equivalent statements:

(ia). There exists a nontrivial angle variable with λ = 2lπ
τ

for some l ∈ N \ {0} and no 
nontrivial angle variables with λ < 2lπ

τ
;

(ib). The infinitesimal generator A of Ut has infinite many simple eigenvalues { 2lmπ
τ

}m∈Z
for some l ∈N \ {0}, and no other eigenvalues;

(ic). The infinitesimal generator L of the semigroup P(t) has infinite many simple eigen-
values { 2lmπ

τ
i}m∈Z for some l ∈ N \ {0}, and no other eigenvalues on the imaginary axis.

Case (ii) implies the following equivalent statements:

(iia). There exists a nontrivial angle variable with λ = 2lπ
τ̃

for some l ∈ N \ {0} and no 
nontrivial angle variables with λ < 2lπ

τ̃
for some τ̃ = τ

k
, with some k ∈N \ {0, 1};

(iib). The infinitesimal generator A of Ut has infinite many simple eigenvalues 
{ 2lmπ

τ̃
}m∈Z for some l ∈ N \ {0} and some τ̃ = τ

k
, with some k ∈ N \ {0, 1}, and no other 

eigenvalues;

(iic). The infinitesimal generator L of the semigroup P(t) has infinite many simple eigen-
values { 2lmπ

τ̃
i}m∈Z for some l ∈ N \ {0} and some τ̃ = τ

k
, with some k ∈ N \ {0, 1}, and no 

other eigenvalues on the imaginary axis.

Case (iii) is equivalent to the following equivalent statements:

(iiia). The angle variable is a constant and λ = 0;
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(iiib). The infinitesimal generator A of Ut has one simple eigenvalue 0 and no other 
eigenvalues;

(iiic). The infinitesimal generator L of the semigroup P(t) has only one simple eigenval-
ues 0, and no other eigenvalues on the imaginary axis.

(iiid). There exists s ∈ [0, τ) and a sequence sk → s, sk > s such that Ls ∩ Lsk 	= ∅.

Conversely, if there exists a nontrivial angle variable with λ = 2π
τ

and no nontrivial angle 
variables with λ < 2π

τ
, then τ is the minimum period of the periodic measure; if there exists a 

nontrivial angle variable with λ = 2π
τ̃

and no nontrivial angle variables with λ < 2π
τ̃

for some 
τ̃ = τ

k
, k ∈ N \ {0}, the minimum period of the periodic measure is no less than τ̃ ; if the angle 

variable is a constant and λ = 0, then the periodic measure has no positive minimum period, i.e. 
the periodic measure is a stationary measure.

Proof. It is obvious that there are only 3 possible cases (i), (ii) and (iii). First assume that for 
each s ∈ R, ρs as an invariant measure of {P(kτ)}k∈N is mixing.

Case (i). Now we prove that (i) implies (ia).
First suppose (i) holds. Note as a special case of Theorem 3.4.2 in [10], for any � ∈ B(X),

P(t + kτ, x,�) → ρt (�) in L2(L0, ρ0),

as k → ∞. But all the measures ρt are different for different t ∈ [0, τ). It follows from apply-
ing Theorem 3.4.1 in [10] that the invariant measure ρ̄ is definitely not weakly mixing. Thus by 
Koopman-von Neumann theorem, there is an angle variable that is not constant. Then by Re-
mark 5.2, there is an angle variable α such that (5.1) holds and λ 	= 0 and (5.3) is satisfied. By 
Proposition 3.2.1 in [10], there exists a function φ ∈ L2

C(X, dρ̄) such that

P(t)φ = eiλtφ, for any t ≥ 0, ρ̄-a.s.,

and ξ defined in (5.3) is given by ξ(ω∗) = φ(ω∗(0)). In particular, there exists s ∈ [0, τ) such 
that 

∫
Ls

(φ(x))2ρs(dx) > 0 and

P(kτ)φ(x) = eikλτ φ(x), for any k ∈N, x ∈ Ls.

However, the discrete random dynamical system �(kτ), by Remark 4.2 (ii), starting from Ls

will return on Ls with probability 1. Furthermore on Ls , the invariant measure ρs of �(kτ)|Ls

is mixing. By Theorem 3.4.1 in [10], eikλτ = 1 and φ|Ls is constant. This suggests that λkτ is 
divisible by 2π for any k. In particular, λτ is divisible by 2π , so λτ = 2lπ for certain l ∈N \ {0}. 
We can certainly choose the smallest such λ, still denoted by λ without causing any confusions. 
The claim that (i) implies (ia) is asserted.

The equivalence of (ia) and (ib) follows from Remark 5.2.
We now prove the equivalence of (ib) and (ic). If (ib) is true, then Ut has eigenvalues 

{ 2lmπ
τ

i}m∈Z for some l ∈ N \ {0}. Thus by the result that the eigenvalues of P(t) on the unit 
circle are the same as the eigenvalues of Ut , so { 2lmπ

τ
i}m∈Z for some l ∈N \ {0}, are only eigen-

values of P(t) on the unit circle, and they are simple. Then it follows from the definition (5.4)
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of L, { 2lmπ
τ

i}m∈Z for some l ∈ N \ {0} are only simple eigenvalues of L on the imaginary axis. 
The converse can be proved similarly.

Case (ii). The proof that (ii) implies (iia) and equivalence of (iia), (iib) and (iic)) can be done by 
a similar argument as in the proof in case (i).

Case (iii). The equivalence of (iii) and (iiia). The part from (iii) to (iiia) was already given when 
we consider the Case (i). Now we assume (iiia) holds. In this case ρ̄ is weakly mixing. In both 
Case (i) and Case (ii), ρ̄ is not weakly mixing. So Case (iii) must occur and (iii) holds.

The equivalence of (iiia) and (iiib) follows from Koopman-von Neumann theorem and the 
equivalence of (iiia) with ρ̄ being weakly mixing. The proof of the equivalence of (iiib) and (iiic) 
can be done similarly as the proof of the equivalence of (ib) and (ic).

We finally prove that (iii) and (iiid) are equivalent. Suppose (iiid) is true, we need to prove that 
ρt = ρs for any s, t ∈ R. First note under the stochastic continuity assumption, it is well known 
that for any φ ∈ Cb(X),

lim
t→0

∫
X

φ(y)P (t, x, dy) = φ(x). (5.5)

For each k, set τk = sk − s. Then τk → 0 as k → ∞, and by Theorem 4.6, ρs+τk
= ρs . Define for 

any t > s, there exists Nk ∈ N and 0 ≤ λk < τk such that t = s + Nkτk + λk . It is obvious that 
λk → 0 as k → ∞. So by the Chapman-Kolmogorov equation, (5.5) and Lebesgue’s dominated 
convergence theorem,

< φ,ρt > =
∫
X

φ(y)ρt (dy)

=
∫
X

φ(y)ρs+Nkτk+λk
(dy)

=
∫
X

φ(y)

∫
X

P(λk, x, dy)ρs+Nkτk
(dx)

=
∫
X

φ(y)

∫
X

P(λk, x, dy)ρs(dx)

=
∫
X

(

∫
X

φ(y)P (λk, x, dy))ρs(dx)

→
∫
X

φ(x)ρs(dx)

= < φ,ρs > .

So < φ, ρs >=< φ, ρt > for any φ ∈ Cb(X). Thus ρt = ρs . The result (iii) is proved.
The converse part that (iii) implies (iiid) is trivial.
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Now we prove the converse part of the theorem. We assume there exists a nontrivial angle 
variable with λ = 2π

τ
and no nontrivial angle variables with λ < 2π

τ
. Note from Remark 5.2, 

(5.1) is always true since ρ̄ is ergodic. We now prove (i) by contradiction. If τ is not the smallest 
number such that (3.10) holds, then either Case (ii) or Case (iii) should happen. If Case (ii) 
happens, then by a similar argument as in the last paragraph, we can show that λ = 2lπ

τ̃
, and no 

nontrivial angle variables with λ < 2lπ
τ̃

, for certain l ∈ N \ {0}, where τ̃ is the number given in 
(ii). This is a contraction. If Case (iii) happens, then ρ̄ is equal to ρs for any s and is weakly 
mixing. The proof is completely independent of any argument in this part, so we can use the 
result without causing any confusions. This then leads us to conclude that λ = 0 following the 
Koopman-von Neumann theorem. This is also a contradiction. Claim (i) follows.

Now assume there exists a nontrivial angle variable with λ = 2π
τ̃

and no nontrivial angle vari-
ables with λ < 2π

τ̃
for some τ̃ = τ

k
, k ∈ N \ {0}. If the minimum period of the periodic measure 

is less than τ̃ , say τ̃ ∗ < τ̃ . Then from the result in case (ii) that we have proved, there is an angle 
variable with λ = 2lπ

τ̃∗ for some l ≥ 1 and no any nontrivial angle variable with λ < 2lπ
τ̃∗ . This is a 

contradiction with the assumption. The claim that the minimum period of the period measure is 
no less than τ̃ is proved.

The very last claim has been already proved in case (iii). �
Noting the relation of the eigenvalues of the infinitesimal generator L on the imaginary axis 

and the angle variable mentioned above already, we can state the converse part of Theorem 5.3
differently.

Corollary 5.4. Assume the transition probability is stochastically continuous and has a periodic 
measure {ρs}s∈R of period τ , which is PS-mixing. If the infinitesimal generator L has simple 
eigenvalues { 2mπ

τ
i}m∈Z and no other eigenvalues on the imaginary axis, then the period τ is the 

minimum period of the periodic measure; if the infinitesimal generator L has simple eigenvalues 
{ 2mπ

τ̃
i}m∈Z, where τ̃ = τ

k
for some k ∈N, k ≥ 1 and no other eigenvalues on the imaginary axis, 

then the minimum period of the periodic measure is no less than τ̃ ; if the infinitesimal generator 
L has simple eigenvalue {0} and no other eigenvalues on the imaginary axis, then the periodic 
measure has no positive minimum period, i.e. the periodic measure is a stationary measure.

We can also present Theorem 5.3 as a sufficient-necessary condition to distinguish random 
periodic and stationary regimes.

Theorem 5.5. Assume the transition probability is stochastically continuous and has a periodic 
measure {ρs}s∈R of period τ , which is PS-mixing. Then the minimum period of the periodic 
measure is τ̃ = τ

k
, for certain k ∈ N \ {0}, if and only if the infinitesimal generator L has sim-

ple eigenvalues { 2lmπ
τ

i}m∈Z, for some l ∈ N \ {0}, and no other eigenvalues on the imaginary 
axis. The periodic measure has no positive minimum period if and only if that the infinitesimal 
generator L has simple eigenvalue {0}, and no other eigenvalues on the imaginary axis.

Proof. The theorem follows from Theorem 5.3 and Corollary 5.4 easily. �
Dropping out the PS-mixing condition, the next theorem says that the PS-ergodicity can be 

obtained entirely based on the information of the spectral structure of the infinitesimal gener-
ator. Moreover, the Poincaré sections can also be defined by the eigenfunctions. This theorem 
improves significantly the result in the last part of Theorem 5.3.
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Theorem 5.6. Assume the transition probability is stochastically continuous and has a periodic 
measure {ρs}s∈R of period τ .

(i). If the infinitesimal generator L has simple eigenvalues { 2mπ
τ

i}m∈Z, and no other eigenval-
ues on the imaginary axis, then the periodic measure {ρs}s∈R is PS-ergodic and τ is the minimum 
period. Moreover, the eigenfunction φ0m corresponding to the eigenvalue, λm = 2mπ

τ
i, m ∈ Z, is 

given by

φ0m(x) = ei 2mπ
τ

t , when x ∈ Lt . (5.6)

Moreover, the Poincaré sections are given by the eigenfunction, denoted by φ0, corresponding to 
the eigenvalue 2π

τ
i,

Lt = {x ∈X : φ0(x) = ei 2π
τ

t }, f or t ∈R. (5.7)

(ii). If the infinitesimal generator L has simple eigenvalues { 2mπ
τ̃

i}m∈Z, where τ̃ = τ
l
, for a 

l ∈ N , and no other eigenvalues on the imaginary axis, then the periodic measure {ρs}s∈R is 
PS-ergodic and the minimum period of the invariant measure is at least τ̃ .

Proof. (i). Let φ0 ∈ L2
C(L0, ρ0) satisfy

P(kτ)φ0 = φ0, for any k ∈N. (5.8)

We will prove that φ0 is constant on L0. Denote λ = i 2π
τ

. Set for t ∈R

φt
0(x) := eλtP (kτ − t)φ0(x) = eλt

∫
L0

P(kτ − t, x, dy)φ0(y), x ∈ Lt , (5.9)

where k is the smallest integer such that kτ ≥ t . It is easy to know that

φτ
0 (x) = eλτφ0(x) = φ0(x), x ∈ L0.

Now by Jensen’s inequality we see that φt
0 ∈ L2

C(Lt , ρt ) for each t . It is easy to notice that 
{φt

0}t∈R is periodic in t . Moreover, it is noted that for any s, t ≥ 0,

P(s)φt+s
0 (x) = eλ(t+s)P (s)P (kτ − (t + s))φ0(x)

= eλ(t+s)P (kτ − t)φ0(x)

= eλseλtP (kτ − t)φ0(x)

= eλsφt
0(x), x ∈ Lt . (5.10)

Define

φ0(x) = φt
0(x), for x ∈ Lt , t ∈ R.

Then φ0 is well-defined on the whole space X and (5.10) is equivalent to
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P(s)φ0 = eλsφ0, for all s ≥ 0. (5.11)

Thus

Lφ0 = λφ0. (5.12)

Now as the eigenvalue λ of L is simple, so there is a unique, up to constant multiplication, φ0
satisfying (5.12). However, it is observed that

φ0(x) = φt
0(x) = eλt , for x ∈ Lt , (5.13)

clearly satisfies (5.11) and (5.12). In particular, φ0(x) is constant on L0. Thus, ρ0 is ergodic 
with respect to {P(kτ)}k∈N . This means the periodic measure is PS-ergodic. Note that φ0(x) are 
different when x is in different Poincaré sections, and they are constant when x is in a single 
Poincaré section. So Ls ∩ Lt = ∅ when s, t ∈ [0, τ), s 	= t . Thus τ is the minimum period. It is 
then obvious that Lt can be constructed as (5.7).

Similarly, one can prove that the eigenfunction φ0m corresponding to the eigenvalue, λm =
2mπ

τ
i, m ∈ Z, is given by (5.6).

(ii). Similar to the proof in (i), we also assume φ0(x), x ∈ L0 satisfies (5.8). Consider λ = i 2π
τ̃

. 
Using the same procedure as above, one can construct the same eigenfunction as (5.13), but with 
λ given in this part. The eigenfunction also satisfies (5.11) and (5.12). In particular, φ0(x) is 
constant on L0. Thus, ρ0 is ergodic with respect to {P(kτ)}k∈N , so the periodic measure is PS-
ergodic. Note that φ0(x) are different when x is in different Poincaré sections Lt for 0 ≤ t < τ̃ , 
and they are constant when x remains in a single Poincaré section. So Ls ∩ Lt = ∅ when s, t ∈
[0, τ̃ ), s 	= t . Thus the minimum period of the periodic measure is at least τ̃ . �
Proposition 5.7. Assume the transition probability is stochastically continuous and has a pe-
riodic measure {ρs}s∈R of period τ , which is PS-ergodic. Then there exist k ∈ N \ {0}, s, ̃s ∈
[0, τ ], s < s̃, such that τ = k(s̃ − s) and τ̃ = s̃ − s is the smallest real number τ such that (3.10)
holds if and only if there exist s, ̃s ∈ [0, τ ], s < s̃ such that Ls ∩ Ls̃ 	= ∅ and Ls ∩ Lr = ∅ for any 
r ∈ (s, ̃s).

Proof. Assume there exist s, ̃s ∈ [0, τ ], s < s̃ such that Ls ∩ Ls̃ 	= ∅ and Ls ∩ Lr = ∅ for any 
r ∈ (s, ̃s). Then by Theorem 4.6, we have ρs̃ = ρs . Thus

ρs+τ̃ = ρs̃ = ρs = ρs+τ , (5.14)

where s̃ = s + τ̃ . Now for any � ∈ B(X), by the Chapman-Kolmogorov equation and (5.14),

ρs(�) = ρs+τ (�)

=
∫
X

P(τ − τ̃ , x,�)ρs+τ̃ (dx)

=
∫

P(τ − τ̃ , x,�)ρs(dx)
X
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= ρs+τ−τ̃ (�)

· · ·
= ρs+τ−kτ̃ (�),

where k > 0 is an integer (unique) such that 0 ≤ τ − kτ̃ < τ̃ . Thus ρs = ρs+τ−kτ̃ . Note if τ > kτ̃ , 
then s < s + τ − kτ̃ < s + τ̃ = s̃. Because Ls = supp(ρs) = supp(ρs+τ−kτ̃ ) = Ls+τ−kτ̃ , so it 
contradicts with the assumption that Ls ∩ Lr = ∅ for any r ∈ (s, ̃s). Thus by the contradiction 
argument, we conclude that τ = kτ̃ . Note for any s′ ≥ s, � ∈ B(X),

ρs′+τ̃ (�) =
∫
X

P(s′ − s, x,�)ρs+τ̃ (dx)

=
∫
X

P(s′ − s, x,�)ρs(dx)

= ρs′(�). (5.15)

We now claim that τ̃ > 0 is the smallest number such that (5.15) holds. If this is not true, there 
exists τ ′ ∈ (0, τ̃ ) such that for any � ∈ B(X),

ρs′+τ ′(�) = ρs′(�).

Let m be an integer number such that s + mτ̃ ≥ s′. So by the same argument as (5.15), we know

ρs+mτ̃+τ ′ = ρs+mτ̃ = ρs.

But

ρs+mτ̃+τ ′(�) =
∫
X

P(τ ′, x,�)ρs+mτ̃ (dx)

=
∫
X

P(τ ′, x,�)ρs(dx)

= ρs+τ ′(�).

Thus

ρs+τ ′ = ρs.

This again is in contradiction with ρr 	= ρs when s < r < s + τ̃ . Similar as above we can prove 
that when s′ < s, (5.15) is also true and τ̃ is the smallest number for such an equality for all 
s ∈R.

Conversely, if there exist k ∈ N \ {0}, s, ̃s ∈ [0, τ ], s < s̃, such that τ = k(s̃ − s) and τ̃ = s̃ − s

is the smallest real number τ such that (3.10) holds, it is trivial that there exist s̃, s ∈ [0, τ ], ̃s > s

such that τ̃ = s̃ − s and Ls = Ls̃ . The result then follows from Theorem 4.6. �
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6. Spectral gap and PS-mixing

We further this study here to prove that a spectral gap of the semigroup implies the conver-
gence of the transition probability to the periodic measure along the subsequence {P(kτ)}k∈N
on Poincaré sections. Under the spectral gap assumption, we obtain that the periodic measure 
{ρs}s∈R is PS-mixing and the mixing rate.

Assume em ∈ L2(X, ρ̄(dx)) is the eigenfunction of L with ||em||L2(X,ρ̄(dx)) = 1 correspond-

ing to the eigenvalue λm = 2mπ
τ

i on the imaginary axis, for each m ∈ Z. It is well-known that 
e0 = 1. Define

Ĥ = span{em,m ∈Z} ⊂ L2(X, ρ̄(dx)),

and

H̃ = Ĥ⊥ = {f ∈ L2(X, ρ̄(dx)),< f, em >= 0,m ∈Z},

where < f, g >=< f, g >L2 .
Consider

Qs(kτ) := P(kτ)|Ls : L2(Ls, ρs(dx)) → L2(Ls, ρs(dx)).

We say the discrete semigroup {P(kτ)}k∈N , has spectral gap or is of exponential contraction on 
the Poincaré section Ls if there exists a δ > 0 such that

lim
k→∞

1

kτ
ln ||Qs(kτ)|H̃||s < −δ < 0, (6.1)

where ||Qs(kτ)||s is the operator norm of Qs(kτ) on L(L2(Ls, ρs(dx)) ∩ H̃).
We prove the following result.

Proposition 6.1. Assume the Markovian semigroup {P(t)}t≥0, has a periodic measure {ρs}s∈R
of period τ > 0, and the corresponding infinitesimal operator L has simple eigenvalues λm =
2mπ

τ
i, m ∈ Z only on the imaginary axis. If the semigroup {P(kτ)}k∈N , has a spectral gap on 

the Poincaré section L0, then for each s ∈ R, the invariant measure ρs of {P(kτ)}k∈N is mixing 
and for any f ∈ L2(X, ρ̄(dx)), we have that for a.e. s ≥ 0, k ∈N ,

||P(kτ + s)f −
∫
Ls

f (x)ρs(dx)||L2(L0,ρ0(dx)) ≤ e−δkτ ||f ||L2(Ls,ρs (dx)). (6.2)

Moreover, if the semigroup {P(kτ)}k∈N , has a spectral gap on each Poincaré section Lt for 
t ∈ [0, τ), then the periodic measure {ρs}s∈R is PS-mixing, has minimum period τ and for any 
f ∈ L2(X, ρ̄(dx)), k ∈N ,

∫
| 1

τ

(k+1)τ∫
P(t)f (x)dt −

∫
f (x)ρ̄(dx)|ρ̄(dx) ≤ e−δkτ ||f ||L2(X,ρ̄(dx)). (6.3)
X kτ X
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Proof. By the spectral gap assumption of the semigroup P(t) on the Poincaré section L0, it 
is easy to see that ρ0 as the invariant measure of {P(kτ)}k∈N on L0 is mixing, and for any 
f ∈ H̃ ∩ L2(L0, ρ0(dx))

||P(kτ)f ||L2(L0,ρ0(dx)) ≤ e−δkτ ||f ||L2(L0,ρ0(dx)). (6.4)

For any f ∈ L2(X, ρ̄(dx)), it is easy to see that f ∈ L2(Ls, ρs(dx)) for a.e. s ∈ [0, τ). Con-
sider for any fixed t, s ∈ [0, τ) and f ∈ L2(Lt+s , ρt+s(dx)), note by Jensen’s inequality

||P(s)f ||L2(Lt ,ρt (dx)) =
⎡
⎢⎣∫

Lt

(

∫
X

P(s, x, dy)f (y))2ρt (dx)

⎤
⎥⎦

1
2

≤
⎡
⎢⎣∫

Lt

∫
X

P(s, x, dy)f 2(y)ρt (dx)

⎤
⎥⎦

1
2

=
⎡
⎢⎣ ∫
Lt+s

f 2(y)ρt+s(dy)

⎤
⎥⎦

1
2

= ||f ||L2(Lt+s ,ρt+s (dx)), (6.5)

so P(s)f ∈ L2(Lt , ρt (dx)) and there exist ̂P(s)f ∈ Ĥ and ˜P(s)f ∈ H̃ such that

P(s)f = ̂P(s)f + ˜P(s)f .

Here

̂P(s)f =
∑
m∈Z

< em,P (s)f > em.

By (6.4), we derive that for any f ∈ L2(Ls, ρs(dx)),

||P(kτ)[P(s)f − ̂P(s)f ]||L2(L0,ρ0(dx)) ≤ e−δkτ ||P(s)f − ̂P(s)f ||L2(L0,ρ0(dx)). (6.6)

Note that for any k ∈N, s ≥ 0,

P(kτ)̂P(s)f =
∑
m∈Z

< em,P (s)f > e
2mπ

τ
kτ iem =

∑
m∈Z

< em,P (s)f > em = ̂P(s)f . (6.7)

That is to say that ̂P(s)f is an eigenfunction of P(kτ) corresponding to eigenvalue 1. By The-
orem 5.3, ρ0 is an ergodic invariant measure with respect to {P(kτ)}k∈N , on L0, so ̂P(s)f is 
constant on L0 by Theorem 3.2.4 in [10].
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Moreover, from (6.6) and (6.7), we have

||P(kτ + s)f − ̂P(s)f ||L2(L0,ρ0(dx)) ≤ e−δkτ ||P(s)f − ̂P(s)f ||L2(L0,ρ0(dx))

≤ e−δkτ ||P(s)f ||L2(L0,ρ0(dx))

≤ e−δkτ ||f ||L2(Ls ,ρs (dx)). (6.8)

Now note that ̂P(s)f is constant on L0, so by Jensen’s inequality and (6.8), we have

∫
L0

(P (kτ + s)f )(x)ρ0(dx) → ̂P(s)f ,

as k → ∞. However, by Fubini theorem and (3.10),

∫
L0

(P (kτ + s)f )(x)ρ0(dx) =
∫
Ls

f (x)ρs(dx).

Thus ̂P(s)f = ∫
Ls

f (x)ρs(dx) and so (6.2) holds for any f ∈ L2(Ls, ρs(dx)).
If the semigroup {P(kτ)}k∈N has spectral gap on each Poincaré section, it is easy to see that 

the periodic measure {ρs}s∈R is PS-mixing. Similarly, (6.2) holds for f ∈ L2(Lt+s , ρt+s(dx))

i.e. ∫
Lt

[P(kτ + s)f (x) −
∫

Ls+t

f (x)ρt+s(dx)]2ρt (dx) ≤ e−2δkτ ||f ||2
L2(Lt+s ,ρt+s (dx))

. (6.9)

But for any f ∈ L2(X, ρ̄(dx)), we know f ∈ L2(X, ρt (dx)) for a.e. t . In particular we have (6.9)
for a.e. t ∈ [0, τ). In particular ρt is mixing with respect to {P(kτ)}k∈N on Lt . So it follows from 
applying Fubini’s theorem, Jensen’s inequality and (6.9) that

∫
X

∣∣∣∣∣∣
1

τ

(k+1)τ∫
kτ

P (s)f (x)ds −
∫
X

f (x)ρ̄(dx)

∣∣∣∣∣∣ ρ̄(dx)

=
∫
X

∣∣∣∣∣∣
1

τ

τ∫
0

P(kτ + s)f (x)ds − 1

τ

τ∫
0

∫
X

f (x)ρs(dx)ds

∣∣∣∣∣∣ ρ̄(dx)

≤ 1

τ 2

τ∫
0

∫
X

τ∫
0

∣∣∣∣∣∣P(kτ + s)f (x) −
∫
X

f (x)ρs+t (dx)

∣∣∣∣∣∣dsρt (dx)dt

= 1

τ 2

τ∫ τ∫ ∫ ∣∣∣∣∣∣P(kτ + s)f (x) −
∫

f (x)ρs+t (dx)

∣∣∣∣∣∣ρt (dx)dsdt
0 0 X X
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≤ 1

τ 2

τ∫
0

τ∫
0

⎡
⎢⎣∫
X

∣∣∣∣∣∣P(kτ + s)f (x) −
∫
X

f (x)ρs+t (dx)

∣∣∣∣∣∣
2

ρt (dx)

⎤
⎥⎦

1
2

dsdt

≤ 1

τ

τ∫
0

e−δkτ ||f ||L2(Lt ,ρt (dx))dt

≤ e−δkτ ||f ||L2(X,ρ̄(dx)).

The proof is completed. �
Theorem 6.2. Assume the same conditions as in Proposition 6.1. Then the periodic measure is 
ergodic and for any � ∈ B(X),

∫
Rd

| 1

τ

(k+1)τ∫
kτ

P (s, x,�)ds − ρ̄(�)|ρ̄(dx) ≤ e−δkτ . (6.10)

Proof. The result follows from taking f = I�, where � ∈ B(Rd) in (6.3). Thus Condi-
tion A is satisfied with exponential convergence and so the periodic measure is ergodic from 
Lemma 4.4. �
7. Construction of random periodic paths from a periodic measure

In general, with the original probability space, similar to the case that an invariant measure 
does not give a stationary process, neither a periodic measure gives a random periodic path. In 
the following, an enlarged probability space and an extended random dynamical system will be 
constructed such that on the enlarged probability space, a pull-back flow is a random periodic 
path of the extended random dynamical system. This construction is much more demanding than 
constructing the periodic measure from a random periodic path.

Now we consider a Markovian random dynamical system. If it has a periodic measure on 
(X, B(X)), then we can construct a periodic measure on the product measurable space (	 ×
X, F ⊗ B(X)). Here we use Crauel’s construction of invariant measures on the product space 
from invariant measures of transition semigroup on phase space ([8]).

Theorem 7.1. Assume the Markovian random dynamical system � has a periodic measure ρ :
R → P(X) on (X, B(X)). Then for any s ∈ R

(μs)ω := lim
n→∞�(nτ + s, θ(−nτ − s)ω)ρ0, (7.1)

exists. Let

μs(dx, dω) = (μs)ω(dx) × P(dω).

Then μs is a periodic measure on the product measurable space (	 ×X, F ⊗ B(X)) for � and 
E(μs)· = ρs , s ∈ R.
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Proof. First note that ρ0 is a forward invariant measure under P ∗(nτ), n ∈ N . By Crauel [8], 
we know that the following limit exists

(μ0)ω := lim
n→∞�(nτ, θ(−nτ)ω)ρ0.

By cocycle property of �, we have that for any B ∈ B(X) for any s ∈R+,

lim
n→∞�(nτ + s, θ(−nτ − s)ω)ρ0(B)

= lim
n→∞(�(s, θ(−s)ω) ◦ �(nτ, θ(−nτ)θ(−s)ω)ρ0)(B)

= lim
n→∞(�(nτ, θ(−nτ)θ(−s)ω)ρ0)(�(s, θ(−s)ω)−1B)

= (μ0)θ(−s)ω(�(s, θ(−s)ω)−1B)

= �(s, θ(−s)ω)(μ0)θ(−s)ω(B)

= : (μs)ω(B). (7.2)

When s ∈R−, we can also obtain that the above limit still exists by decomposing s = −mτ + s0, 
s0 ∈ [0, τ), and considering

lim
n→∞�(nτ + s, θ(−nτ − s)ω)ρ0(B)

= lim
n→∞(�(s + mτ, θ(−(s + mτ))ω)

◦�((n − m)τ, θ(−(n − m)τ)θ(−(s + mτ))ω)ρ0)(B)

= : (μs)ω(B).

Now, from the cocycle property and (7.1) and the argument of taking limits in (7.2), we know 
that for t ∈ R+,

�(t,ω)(μs)ω = lim
n→∞�(t,ω) ◦ �(nτ + s, θ(−nτ − s)ω)ρ0

= lim
n→∞�(nτ + t + s, θ(−nτ − t − s)θ(t)ω)ρ0

= (μt+s)θ(t)ω. (7.3)

It then follows from a standard argument that for any A ∈ F ⊗ B(X), by (3.6) and (7.3), for 
t ∈ R+

(�̄(t)μs)(A) = μt+s(A).

Moreover, it is easy to see that

(μs+τ )ω = lim
n→∞�((n + 1)τ + s, θ(−(n + 1)τ − s)ω)ρ0 = (μs)ω,

so
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μs+τ = μs.

Then μ. is a periodic measure on the product measurable space (	 ×X, F ⊗B(X)) for �.
Next let us prove for any B ∈ B(X), s ∈ R, E(μs)ω(B) = ρs(B). First, we will show that for 

any B ∈ B(X), E(μ0)ω(B) = ρ0(B). In fact, by the Lebesgue’s dominated convergence theorem, 
the Fubini theorem and measure preserving property of θ ,

E(μ0)ω(B) =
∫
	

lim
n→∞�(nτ, θ(−nτ)ω)ρ0(B)P (dω)

= lim
n→∞

∫
	

ρ0(�(nτ, θ(−nτ)ω)−1(B))P (dω)

= lim
n→∞

∫
	

∫
X

I�(nτ,θ(−nτ)ω)−1B(x)dρ0(x)P (dω)

= lim
n→∞

∫
X

∫
	

I�(nτ,θ(−nτ)ω)−1B(x)P (dω)dρ0(x)

= lim
n→∞

∫
X

∫
	

IB(�(nτ, θ(−nτ)ω)x)P (dω)dρ0(x)

= lim
n→∞

∫
X

P(nτ, x,B)dρ0(x)

= ρ0(B).

Similarly and also applying the above result, we have for s ∈R+,

E(μs)ω(B) = lim
n→∞

∫
X

P(s + nτ, x,B)dρ0(x)

= lim
n→∞

∫
X

∫
X

P(s, y,B)P (nτ, x, dy)ρ0(dx)

= lim
n→∞

∫
X

P(s, y,B)

∫
X

P(nτ, x, dy)ρ0(dx)

=
∫
X

P(s, y,B)dρ0(dy)

= ρs(B).

If s ∈ R−, there exists m ∈ Z+, s0 ∈ [0, τ) such that s = −mτ + s0. So similarly as above
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E(μs)ω(B) = lim
n→∞

∫
	

�(s0 + (n − m)τ, θ(−s0 − (n − m)τ)ω)ρ0(B)P (dω)

= lim
n→∞

∫
X

P(s0 + (n − m)τ, x,B)dρ0(x)

= ρs0(B)

= ρs(B).

In summary, we proved the last claim of the theorem for all s ∈ R. �
We assume that the cocycle � generates a periodic probability measure μ on the product 

measurable space (	̄, F̄) = (	 ×X, F ⊗B(X)). The following observation of an extended prob-
ability space, a random dynamical system and the correct construction of an invariant measure μ̂
are key to the proof of the following theorem, which enables us to construct periodic paths from 
periodic measures.

Set Iτ = [0, τ) of the additive modulo τ , B(Iτ ) = {∅, Iτ }, 	̂ = Iτ ×	 ×X, F̂ = B(Iτ ) ⊗F ⊗
B(X), ω̂ = (s, ω, x) ∈ 	̂. Define the skew product �̂ :R+ × 	̂ → 	̂ as

�̂(t)ω̂ = (s + t mod τ, θ(t)ω,�(t,ω)x)

= (s + t − [ s + t

τ
]τ, θ(t)ω,�(t,ω)x), t ∈R+. (7.4)

Theorem 7.2. Assume that a random dynamical system � generates a periodic probability 
measure μ on the product measurable space (	 × X, F ⊗ B(X)). Then a measure μ̂ on the 
measurable space (	̂, F̂) defined by,

μ̂(Iτ × A) = 1

τ

τ∫
0

μs(A)ds, μ̂(∅ × A) = 0, (7.5)

for any A ∈ F ⊗ B(X), is a probability measure and �̂(t) : 	̂ → 	̂ defined by (7.4) is measure 
μ̂-preserving, and

�̂(t1)�̂(t2) = �̂(t1 + t2), for any t1, t2 ∈R+. (7.6)

If we extend � to a map over the metric dynamical system (	̂, F̂ , μ̂, (�̂(t))t∈R+) by

�̂(t, ω̂) = �(t,ω), t ∈ R+, (7.7)

then �̂ is a RDS on X over �̂ and has a random periodic path Ŷ : R+ × 	̂ → X constructed as 
follows: for any ω̂∗ = (s, ω∗, x∗(ω∗)) ∈ 	̂,

Ŷ (t, ω̂∗) := �(t + s, θ(−s)ω∗)x∗(θ(−s)ω∗), t ∈R+. (7.8)
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Proof. It is easy to see that the proof of (7.6) is a matter of straightforward computations and 
μ̂ is a probability measure. To verify �̂(t)μ̂ = μ̂, for any t ∈ R+, first using (3.2) and a similar 
argument as (3.7), we have that for any t ∈ [0, τ),

�̂(t)μ̂(Iτ × A) = 1

τ

τ∫
0

μs(�̄
−1(t)A)ds

= 1

τ

τ∫
0

μs+t (A)ds

= μ̂(Iτ × A).

It is trivial to note that �̂(t)μ̂(∅ × A) = μ̂(∅ × A). So �̂(t) is μ̂-preserving for t ∈ [0, τ). This 
can be easily generalised to any t ∈ R+ using the group property of �̂. Moreover, it is trivial to 
see that �̂ is a cocycle on X over �̂. Again, the construction of Ŷ given by (7.8) is key to the 
proof, from which the actual proof itself is quite straightforward. In fact, for ω̂ = (s, ω, x), we 
have Ŷ (t, ω̂) = �(t +s, θ(−s)ω)x. Moreover, for any r, t ∈R+, we have by the cocycle property

�̂(r, �̂(t)ω̂)Ŷ (t, ω̂) = �(r, θ(t)ω)�(t + s, θ(−s)ω)x = �(r + t + s, θ(−s)ω)x = Ŷ (r + t, ω̂).

(7.9)
Note that �̂(τ )ω̂ = (s, θ(τ )ω, �(τ, ω)x), so we have by the cocycle property

Ŷ (t, �̂(τ )ω̂) = �(t + s, θ(τ − s)ω)�(τ, θ(−s)ω)x

= �(t + s + τ, θ(−s)ω)x = Ŷ (τ + t, ω̂). (7.10)

The proof is completed. �
Remark 7.3. It is not clear how to extend the definition of Y to R− in general. However, if the 
cocycle �(t, ω) :X → X is invertible for any t ∈ R+ and ω ∈ 	, for instance in the case of SDEs 
in a finite dimensional space with some suitable conditions, it is obvious to extend Y to R−.

One implication of Theorems 7.1 and 7.2 is that starting from a periodic measure ρs ∈
P(X), ρs+τ = ρs, s ∈ R, one can construct a (enlarged) probability space (	̂, F̂, μ̂) and an ex-
tended random dynamical system, with which the pull-back of the random dynamical system is 
a random periodic path. In the following we will prove that the transition probability of �̂(t, ω̂)x

is actually the same as P(t, x, ·) and the law of the random periodic solution Ŷ is ρs , i.e.

L̂(Ŷ (s, ·)) = ρs, for any s ∈R+.

We call Ŷ a random periodic process as its law is periodic.
In the following, by Ê we denote the expectation on (	̂, F̂ , μ̂).

Lemma 7.4. Assume ρs is a periodic measure of a Markovian random dynamical system �. Let 
the metric dynamical system (	̂, F̂ , μ̂, (�̂(t))t∈R+), the extended random dynamical system �̂
and the random periodic process Ŷ be defined in Theorem 7.2. Then for any B ∈ B(X)
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μ̂{ω̂ : Ŷ (t, ω̂) ∈ B} = ρt (B),

and

P̂ (t, y,B) = μ̂{ω̂ : �̂(t, ω̂)y ∈ B} = P(t, y,B).

Thus ρ· is a periodic measure of �̂ as well.

Proof. Note in (7.5), for any A ∈ F ⊗ B(X), by the periodicity of μs and measure preserving 
property of θ ,

μ̂(Iτ × A) = 1

τ

τ∫
0

μs(A)ds

= 1

τ

τ∫
0

μ−s(A)ds

= 1

τ

τ∫
0

∫
	

(μ−s)ω(Aω)P (dω)ds

= 1

τ

τ∫
0

∫
	

(μ−s)θ(−s)ω(Aθ(−s)ω)P (dω)ds. (7.11)

From the proof of Theorem 7.2, we know that, for any ω̂ = (s, ω, x),

Ŷ (t, ω̂) = �(t + s, θ(−s)ω)x,

is a random periodic process on the probability space (	̂, F̂, μ̂, (�̂(t))t∈R+). Then for any t ∈
R+ and B ∈ B(X), by (7.11), (7.3) and definition of Ŷ ,

μ̂(ω̂ : Ŷ (t, ω̂) ∈ B) =
∫
	̂

IB(Ŷ (t, ω̂))μ̂(dω̂)

= 1

τ

τ∫
0

∫
	

∫
X

IB(Ŷ (t, ω̂))(μ−s)θ(−s)ω(dx)P (dω)ds

= 1

τ

τ∫
0

∫
	

∫
X

IB(�(t + s, θ(−s)ω)x)(μ−s)θ(−s)ω(dx)P (dω)ds

= 1

τ

τ∫ ∫ ∫
IB(y)[�(t + s, θ(−s)ω)(μ−s)θ(−s)ω](dy)P (dω)ds
0 	 X
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= 1

τ

τ∫
0

∫
	

∫
X

IB(y)(μt )θ(t)ω(dy)P (dω)ds

= E[(μt )θ(t)·(B)] = E[(μt )·(B)]
= ρt (B).

Now we consider �̂(t, ω̂) = �(t, ω), the extended random dynamical system on X over the 
probability space (	̂, F̂ , μ̂). For any y ∈ X, note again ω̂ = (s, ω, x),

P̂ (t, y,B) = μ̂(ω̂ : �̂(t, ω̂)y ∈ B)

=
∫
	̂

[IB(�̂(t, ω̂)y)]μ̂(dω̂)

= 1

τ

τ∫
0

∫
	

∫
X

IB(�̂(t, ω̂)y)(μs)ω(dx)P (dω)ds

= 1

τ

τ∫
0

∫
	

∫
X

IB(�(t,ω)y)(μs)ω(dx)P (dω)ds

=
∫
	

IB(�(t,ω)y)P (dω)

= P(t, y,B).

The last claim follows easily from the above two results already proved. �
Acknowledgments

We would like to acknowledge the financial supports of a Royal Society Newton fund grant 
(ref. NA150344) and an EPSRC Established Career Fellowship to HZ (ref. EP/S005293/1).

References

[1] L. Arnold, Random Dynamical Systems, Springer-Verlag, Berlin, 1998.
[2] P.W. Bates, K.N. Lu, B.X. Wang, Attractors of non-autonomous stochastic lattice systems in weighted spaces, 

Physica D 289 (2014) 32–50.
[3] R. Benzi, G. Parisi, A. Sutera, A. Vulpiani, Stochastic resonance in climatic change, Tellus 34 (1982) 10–16.
[4] A.P. Carverhill, M.J. Chappell, K.D. Elworthy, Characteristic Exponents for Stochastic Flows, Lecture Notes in 

Mathematics, vol. 1158, Springer, Berlin, 1986, pp. 52–80.
[5] M.D. Chekroun, E. Simonnet, M. Ghil, Stochastic climate dynamics: random attractors and time-dependent invari-

ant measures, Physica D 240 (2011) 1685–1700.
[6] M.F. Chen, Eigenvalues, Inequalities, and Ergodic Theory, Probability and Its Applications, Springer-Verlag, 2005.
[7] A. Chojnowska-Michalik, Periodic distribution for linear equations with general additive noise, Bull. Pol. Acad. 

Sci., Math. 38 (1990) 23–33.
[8] H. Crauel, Markov measures for random dynamical systems, Stoch. Stoch. Rep. 37 (3) (1991) 153–173.
[9] A.M. Cherubini, J.S.W. Lamb, M. Rasmussen, Y. Sato, A random dynamical systems perspective on stochastic 

resonance, Nonlinearity 30 (2017) 2835–2853.

http://refhub.elsevier.com/S0022-0396(20)30299-0/bibC582DEC943FF7B743AA0691DF291CEA6s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibA59DD2AF3BF0F82029EB63521027672Fs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibA59DD2AF3BF0F82029EB63521027672Fs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibAF996E7B4FE9B699AEDB72FB52ED6888s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib505FB3245746986EC5C2B92D05A3A9F0s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib505FB3245746986EC5C2B92D05A3A9F0s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib2A3062E46709566A24A376D8BD0512F3s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib2A3062E46709566A24A376D8BD0512F3s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibA1A8887793ACFC199182A649E905DAABs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibF3C16E530A7077CD73C335AAB655F56Es1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibF3C16E530A7077CD73C335AAB655F56Es1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibBEB7B12B25FDBA7D05394591E6ABC059s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibC9374C0F93C2794690A26CCDEED9F4A2s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibC9374C0F93C2794690A26CCDEED9F4A2s1


7428 C. Feng, H. Zhao / J. Differential Equations 269 (2020) 7382–7428
[10] G. Da Prato, J. Zabczyk, Ergodicity for Infinite Dimensional Systems, London Mathematical Society Lecture Note 
Series, vol. 229, Cambridge University Press, 1996.

[11] J.L. Doob, Asymptotic properties of Markoff transition probabilities, Trans. Am. Math. Soc. 63 (1948) 394–421.
[12] C.R. Feng, Y. Liu, H.Z. Zhao, Numerical approximation of random periodic solutions of stochastic differential 

equations, Z. Angew. Math. Phys. 68 (2017) 119.
[13] C.R. Feng, Y. Liu, H.Z. Zhao, Numerical analysis of the weak schemes of random periodic solutions of stochastic 

differential equations, submitted for publication.
[14] C.R. Feng, Y.J. Liu, H.Z. Zhao, ARMA model for random periodic processes, in preparation.
[15] C.R. Feng, Y. Wu, H.Z. Zhao, Anticipating random periodic solutions–I. SDEs with multiplicative linear noise, 

J. Funct. Anal. 271 (2016) 365–417.
[16] C. Feng, H. Zhao, J. Zhong, Existence of geometric ergodic periodic measures of stochastic differential equations, 

arXiv :1904 .08091, submitted for publication.
[17] C. Feng, H. Zhao, J. Zhong, Expected exit time for time-periodic stochastic differential equations and applications 

to stochastic resonance, arXiv :1912 .05476, submitted for publication.
[18] C.R. Feng, H.Z. Zhao, B. Zhou, Pathwise random periodic solutions of stochastic differential equations, J. Differ. 

Equ. 251 (2011) 119–149.
[19] C.R. Feng, H.Z. Zhao, Random periodic solutions of SPDEs via integral equations and Wiener-Sobolev compact 

embedding, J. Funct. Anal. 262 (2012) 4377–4422.
[20] C.R. Feng, H.Z. Zhao, Random periodic processes, periodic measures and strong law of large numbers, Preprint, 

arXiv :1408 .1897v2 [.org /pdf], 2014.
[21] B. Gershgorin, A.J. Majda, A test model for fluctuation-dissipation theorems with time-periodic statistics, Physica 

D 239 (2010) 1741–1757.
[22] R.Z. Has’minskii, Stochastic Stability of Differential Equations, second edition, Springer, 2012.
[23] W. Huang, Z. Lian, K.N. Lu, Ergodic theory of random Anosov systems mixing on fibers, arXiv :1612 .08394, 2016.
[24] N. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North Holland-Kodansha, Tokyo, 

1981.
[25] M. Klunger, Periodicity and Sharkovsky’s Theorem for random dynamical systems, Stoch. Dyn. 1 (2001) 299–338.
[26] P. Lian, H.Z. Zhao, Pathwise properties of random mappings, in: H.Z. Zhao, A. Truman (Eds.), New Trends in 

Stochastic Analysis and Related Topics–Volume in Honour of Professor K.D. Elworthy, World Scientific, 2012, 
pp. 227–300.

[27] H. Poincaré, Memoire sur les courbes definier par une equation differentiate, J. Math. Pures Appl. 3 (1881) 375–442, 
J. Math. Pures Appl. 3 (1882) 251–296, J. Math. Pures Appl. 4 (1885) 167–244, J. Math. Pures Appl. 4 (1886) 
151–217.

[28] N. Rezvani Majid, M. Röckner, The structure of entrance laws for time-inhomogeneous Ornstein-Uhlenbeck pro-
cesses with Lévy noise in Hilbert spaces, arXiv :1507 .06093.

[29] L.C.G. Rogers, D. Williams, Diffusions, Markov Processes and Martingales, Vol. 2, Itô Calculus, 2nd edition, 
Cambridge University Press, 2000.

[30] M. Scheutzow, Periodic behaviour of stochastic Brusselator in the mean-field limit, Probab. Theory Relat. Fields 72 
(1986) 425–462.

[31] B.X. Wang, Existence, stability and bifurcation of random complete and periodic solutions of stochastic parabolic 
equations, Nonlinear Anal. 103 (2014) 9–25.

[32] F.Y. Wang, Functional Inequalities, Markov Semigroup and Spectral Theory, Chinese Sciences Press, Beijing, New 
York, 2005.

[33] B. Weiss, E. Knobloch, A stochastic return map for stochastic differential equations, J. Stat. Phys. 58 (1990) 
863–883.

[34] H.Z. Zhao, Z.H. Zheng, Random periodic solutions of random dynamical systems, J. Differ. Equ. 246 (2009) 
2020–2038.

http://refhub.elsevier.com/S0022-0396(20)30299-0/bib1A2AF2AC72405F32C150873F4700B282s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib1A2AF2AC72405F32C150873F4700B282s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib7893C49DD38EA6FBD9A109883A58999Fs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib9955E7D02AD3153D6F744C3A1C431BC7s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib9955E7D02AD3153D6F744C3A1C431BC7s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib0CE780BCA55E118A82E2095D8B1CC782s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib0CE780BCA55E118A82E2095D8B1CC782s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibCCCCE204C5EE9899B742676F62584426s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibCCCCE204C5EE9899B742676F62584426s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib22F09BA2927CC0309CA5E6DBC9C8C8E1s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib22F09BA2927CC0309CA5E6DBC9C8C8E1s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibCDFCA0178B6ED86A4D0247AA4FF33BEBs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibCDFCA0178B6ED86A4D0247AA4FF33BEBs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib9FB2CE6FDFEC094B903221F5A75000F0s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib9FB2CE6FDFEC094B903221F5A75000F0s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib06589E8698F37F84E5D3275147DA3F86s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib06589E8698F37F84E5D3275147DA3F86s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibF01AED8EDADB78E12B7BA453A732B289s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibF01AED8EDADB78E12B7BA453A732B289s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib4BF3FD6A0C4F4AC570903654C28FB2BBs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib2B4C3F7824A4DE1216A63BE9ADD078FFs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib4FB2E4B7D8EB3D6F4181AC9456F23B0Cs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib4FB2E4B7D8EB3D6F4181AC9456F23B0Cs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib06353B6401E97E779162E80438E4EEB6s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibC0114A5BE10BD8B2E1E5A3006739C499s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibC0114A5BE10BD8B2E1E5A3006739C499s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibC0114A5BE10BD8B2E1E5A3006739C499s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib74D8B5796B42E9BDE0D710B2B26B7BA2s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib74D8B5796B42E9BDE0D710B2B26B7BA2s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib74D8B5796B42E9BDE0D710B2B26B7BA2s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibE48669511AD800514F7734A53A46A567s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibE48669511AD800514F7734A53A46A567s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib038C0DC8A958FFEA17AF047244FB6960s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib038C0DC8A958FFEA17AF047244FB6960s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib7DE8DF4D1AC76300D0763A874729F3EFs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib7DE8DF4D1AC76300D0763A874729F3EFs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibE08392BB89DEDB8ED6FB298F8E729C15s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bibE08392BB89DEDB8ED6FB298F8E729C15s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib5FAE7C5A56B5C0AEB6AAD2E1D322FF0Cs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib5FAE7C5A56B5C0AEB6AAD2E1D322FF0Cs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib5B583F63195913C8B5F612C8DE036EBAs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib5B583F63195913C8B5F612C8DE036EBAs1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib6BC5F377F0EB8EDE1534DE218C9C13C7s1
http://refhub.elsevier.com/S0022-0396(20)30299-0/bib6BC5F377F0EB8EDE1534DE218C9C13C7s1

	Random periodic processes, periodic measures and ergodicity
	1 Introduction
	2 Random periodic paths and examples
	3 Periodic measures
	4 Poincaré sections and ergodicity with periodicity
	5 Random periodic verses stationary: sufficient-necessary conditions
	6 Spectral gap and PS-mixing
	7 Construction of random periodic paths from a periodic measure
	Acknowledgments
	References


