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a b s t r a c t

Perylene tetracarboxylic acid bisimides are compounds that show intense visible light absorption and
exhibit excellent chemical, photochemical and thermal stability. As such, they have been widely used
as dyes and have a range of industrial applications. These dyes have also been investigated for various
applications in aqueous media as chromonic liquid crystals: lyotropic systems characterised by the asso-
ciation of aromatic mesogenic cores into stacked structures. In this study, we focus on one perylene dye
bis-(N,N-diethylaminoethyl) perylene-3,4,9,10-tetracarboxylic diimide dihydrochloride, PER, and study
its self-assembly in aqueous solution through both atomistic and coarse-grained molecular models.
All-atom molecular dynamics simulations demonstrate spontaneous self-assembly into chromonic H-
aggregate stacks with an interparticle twist between molecules. The coarse-graining of complex chromo-
nic mesogens introduces a wealth of subtle complexities that presents a significant challenge to over-
come. Consequently, we developed coarse-grained (CG) models using both bottom-up and top-down
approaches: the multiscale coarse-graining method (MS-CG) in the form of hybrid force matching (FM)
and the MARTINI 3 force field, respectively. We discuss the successes/deficiencies of these approaches
and introduce changes to improve upon their performance and representability. For the MARTINI 3
model, careful optimisation of parameters allows it to exactly reproduce the atomistic self-assembly
behaviour including the relevant thermodynamic properties in solution. The bottom-up CG model, pro-
duced using a conventional MS-CG treatment, fails to reproduce most of the target properties, but the
implementation of the potentials into a combined FM-MARTINI 3 framework allows the recovery of
the correct self-assembly behaviour in solution.

� 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Perylene tetracarboxylic acid bisimides have been widely used
as stable dyes in industrial applications and have also received
considerable attention in academic research [1]. The syntheses
and functionalisation of perylene dyes, their applications in organic
photovoltaic materials and a plethora of supramolecular architec-
tures with numerous modes of organisation have been extensively
reported in the literature [2–5]. Subsequently, perylene dyes and
analogues have been designed and investigated for various appli-
cations in aqueous media as chromonic liquid crystals [6–11].
Chromonics are an unusual class of lyotropic liquid crystals, where
aggregates are characterised by the intermolecular association of
aromatic cores into stacked structures [12]. In this study, we focus
on one perylene dye, bis-(N,N-diethylaminoethyl)perylene-3,4,9,1
0-tetracarboxylic diimide dihydrochloride, which will be known
as PER throughout. Studies on PER show that it forms stacks of
H-aggregate character which organise into a chromonic nematic
phase at room temperature (with a hexagonal phase at higher con-
centrations) [13,14]. The stacks are indicated to be one molecule
wide, assemble in an isodesmic fashion and have a free energy
change of 16–20 kBT for the removal of a molecule from a stack
[15]. X-ray diffraction reveals a peak corresponding to an intra-
column spacing of 0.3–0.4 nm, where its broadness is attributed
to disordered stacking [13]. The thermodynamics of the aggrega-
tion have also been characterised for various derivatives of PER
by simulation and experiment, with the effects of solvent, temper-
ature and substituents explored [16–18].

Molecular dynamics simulations (MD) have been extensively
applied to study aggregation in aqueous solutions. At the all-
atom (AA) level, detailed insights on the nature of the self-
assembly, association thermodynamics, arrangement of molecules
in aggregates and the interplay between structures can be acquired
for chromonics [19–26,16–18,27–29]. While AA MD provides a
powerful way of understanding these systems, the study of chro-
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monic liquid crystal phases and complex large-scale aggregates is
limited by the computational efficiency of atomistic simulation.
For example, timescales for self-assembly and self-organisation
of aggregates can extend well beyond the ls regime, i.e. well
beyond times currently accessible for atomistic studies. However,
coarse-graining, where groups of atoms are represented by single
sites, offers a route to simulating systems beyond the length and
time scales accessible to AA MD. Using a simplified lower-
resolution representation allows for the number of particles pre-
sent to be reduced, a larger time step to be used and more efficient
movement through a simplified phase space [30].

The non-ionic chromonic, TP6EO2M, has proved an interesting
test bed for the development of coarse-grained (CG) models of
self-assembly in solution, and a number of different resolution
CG models have been developed, which have facilitated the study
of its mesophase behaviour [31–34]. At the simplified level of dis-
sipative particle dynamics (DPD), the full chromonic phase dia-
gram has been explored with the nematic (N) and hexagonal (M)
phases being observed, and an exponential distribution of stack
sizes obtained in the isotropic phase [31]. Variants of this DPD
model predict an array of novel structures and phases with com-
plex stacks of two and three molecule cross-sections [32]. The
effectiveness of systematic coarse-graining methods have also
been investigated to develop more chemically specific CG models
for TP6EO2M; revealing a range of challenges in the coarse-
graining of chromonic liquid crystals and the self-assembly process
[33,34]. A subtle balance of hydrophobic-hydrophilic interactions
within the molecules must be achieved for chromonic self-
assembly to occur. In addition, considerations in the mapping
and association strengths between the mesogens themselves
(and with water) are pertinent to the success of the CG model.

In this study, we build upon the existing work for TP6EO2M and
explore bottom-up and top-down coarse-graining methods for the
cationic perylene-core dye, PER. PER and similar chromonic sys-
tems provide enhanced challenges for coarse-grained modelling
because of their ionic nature, an increase in the number of different
regions within the molecule (in comparison to molecules like
TP6EO2M), and an extended anisotropic aromatic region.

The organisation of this paper is as follows. Firstly, we present
atomistic MD simulation work on PER. We demonstrate sponta-
neous aggregation in water to form chromonic H-aggregates that
exhibit an interlayer twist between molecules; and we quantify
the self-assembly behaviour in terms of thermodynamic quanti-
ties: the free energy of aggregation and the hydration free energy.
Secondly, we apply the bottom-up multiscale coarse-graining (MS-
CG) method [35], in the form of hybrid force matching (FM)
[36,37], to parametrise CG models based on AA reference data.
Here, multiple strategies are assessed but none result in a com-
pletely satisfactory CG model in terms of the solution self-
assembly. Thirdly, we construct a top-down CG model using the
MARTINI 3 framework [38] and show that a simple optimisation
of this model allows for the exact reproduction of the relevant
thermodynamic properties and the solution self-assembly. Finally,
we demonstrate that a combined approach between FM and MAR-
TINI can improve upon the deficiencies of standard FM CG models.
2. Computational Methods

2.1. Simulation details

The General AMBER Force Field (GAFF) was employed for all
atomistic simulations [39]. The Antechamber package from
AmberTools18 [40] was used to generate Lennard-Jones (LJ) poten-
tials and partial charges for the force field, with the latter employ-
ing the AM1-BCC method [41]. The resulting GAFF topologies were
2

converted into the necessary input files for GROMACS using the
ACPYPE script [42]. All simulations used the TIP3P water model
[43], which has been used in the development of GAFF [44]. All
MD simulations were carried out using the GROMACS 2018.7
molecular dynamics simulation package [45]. The Particle Mesh
Ewald (PME) method was used to handle long-range electrostatics,
with a cut-off of 1.2 nm used for all short-range interactions [46].
After minimisation, a 100 ps pre-equilibration run in the NVT
ensemble was carried out using a modified Berendsen thermostat
followed by a 100 ps pre-equilibration in the NpT ensemble with
the addition of the Berendsen barostat [47]. An equilibration run
of 200 ps and a subsequent production simulation for 500 ns uti-
lised the Nosé-Hoover thermostat [48,49] to maintain a constant
temperature of 300 K, and the Parrinello-Rahman barostat [50] to
keep the pressure constant at 1 bar. A leap-frog algorithm was
employed with a time step of 1 fs for equilibration with an increase
to 2 fs for production runs, where constraints were implemented
using the Linear Constraints Solver (LINCS) method [51].

Coarse-grained simulations were performed using a 2 fs time
step for initial equilibration and 5 fs for production runs, where
the length of each stage follows the atomistic conditions, as stated
above. CG simulations did not employ bond constraints. The same
thermostats, barostat and cutoffs used for AA MD were also
employed for all FM CG models. The MARTINI 3 CG models used
a reduced cutoff of 1.1 nm for all interactions and a dielectric con-
stant �r ¼ 15, as used in the development of the MARTINI 3 frame-
work [52]. The standard MARTINI 3 simulation conditions were
employed, using the modified velocity rescaling thermostat in
GROMACS 2018 [53] and the reaction-field method for electrostat-
ics [54] (where �rf ¼ 1 beyond the cutoff).
2.2. Coarse-grained mapping

The interaction site for a coarse-grained bead is defined by the
centre of mass (COM) of its constituent atoms as follows

RI ¼
Xn
i

rimiXn
i

mi

0
BBBB@

1
CCCCA; ð1Þ

where RI is the position of CG bead I, ri and mi are the position and
mass of an atom i, respectively, and n is the number of atoms con-
tained in the CG bead. In this work, we use a single mapping scheme
for all CG models of PER with a mapping of 2/3 heavy atoms to a
bead for the aromatic core, 5 heavy atoms for the imide group, 2
heavy atoms for the connecting ethyl group and 5 heavy atoms
for the terminal diethylammonium group (where all beads also con-
tain the associated hydrogen atoms). For FM CG systems, water and
chloride ions are mapped in a 1:1 fashion whereas, for MARTINI 3,
we use the standard 4:1 mapping for water. Overall, this mapping
leads to a total of 6 bead types (4 for PER and 2 for the solvent)
and 21 pairwise, non-bonded interaction potentials to be
parametrised.

The bonded parameters are parametrised separately using
probability distributions generated from a single-molecule AA
MD trajectory of PER in TIP3P water. From each distribution, equi-
librium bond lengths, angles and dihedrals were defined as the
value of the maximum probability. These were then implemented
as harmonic potentials with appropriate force constants chosen.
Improper dihedral potentials were applied to the aromatic core
to ensure planarity. All CG models in this work employed the same
set of bonded parameters (see ESI Figure S1 and Tables S1–3).
(Figs. 1 and 2).



Fig. 2. Coarse-grained mapping scheme for PER.

Fig. 1. Molecular structure of PER with its counterions.
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2.3. Multiscale coarse-graining

The multiscale coarse-graining (MS-CG) method [35] is a force-
based method, extended into the framework of coarse-graining
from the force matching method [55]. The idea is to match force
distributions obtained from the reference atomistic model to forces
acting between CG sites. The theoretical basis from statistical
mechanics has, subsequently, been derived and reported [56–58].
The variational principle derived is given by

v2 ¼ 1
3LN

XL

l¼1

XN
i¼1

F AA
il � F CG

il ðx1; . . . ; xMÞ
�� ��2; ð2Þ

where v2 is the objective function be to minimised, L and N are the
total number of snapshots and particles, respectively, F AA

il and F CG
il

are the total force on bead i in snapshot l for the AA and CG systems,
respectively, and x1; . . . ; xM are coefficients for fitting.

Here, the hybrid force matching (FM) approach has been imple-
mented: bonded potentials are obtained separately, and the non-
bonded potentials are calculated by the MS-CG method [37,36].
An extension of this is used here to separate out the electrostatic
contributions so that they may be explicitly treated in the simula-
tion with the PME method. This was achieved by an additional step
in which CG electrostatic forces, from the mapped atomistic
charges, were subtracted from the effective, mapped reference tra-
jectory before the MS-CG method was applied [34]. Charges for
each CG bead are obtained by summing up the atomic charges of
its constituent atoms.

MS-CGwas carried out using the BOCS (Bottom-up Open-source
Coarse-graining Software) package [59]. Reference trajectories for
this method contained 1000 snapshots from a 10 wt% system of
15 molecules, for which intramolecular forces were excluded. We
present 2 different FM CGmodels, which differ in the reference tra-
jectories used in their parametrisation: i) a 10 ns simulation of a
self-assembled system containing stacks of tetramer size and
above and ii) a longer reference simulation (100 ns) which captures
self-assembly from a dispersed system of monomers into dimers
and then tetramers. The finer details of these CG models will be
presented in Section 3.2. The potentials obtained are given in the
ESI (Figures S2–22).

CG potentials constructed with this methodology overestimate
the pressure of the system and, thus, require a pressure correction
to allow for simulation in the NpT ensemble at 1 bar with the cor-
rect density. Here, we adopt an approach previously applied to FM
potentials [60,34], via the VOTCA-CSG (Versatile Object-oriented
Toolkit for Coarse-graining Applications) package, version 1.4.1
[61,37,62]. A linear pressure correction was applied, in an iterative
manner, to all the potentials simultaneously as follows

DUðrÞ ¼ A 1� r
rcut

� �
ð3Þ

where

A ¼ sgnðDPÞ0:1kBT min 1; j fDP jð Þ: ð4Þ
In these equations, rcut is the cut-off distance, DP is the difference in
pressure between the reference and coarse-grained system and f is
a scaling factor. It should be noted that this correction does not
3

strictly address the state-point dependence of the potentials, which
requires additional terms in the coarse-graining procedure relating
to volume/density dependent components [63–65].
2.4. MARTINI 3

The MARTINI force field is a popular top-down coarse-graining
approach in which building blocks are parametrised to reproduce
partitioning behaviour between aqueous–hydrophobic environ-
ments, and was originally produced for lipid/membrane simulation
but has been extended to a range of systems [66–68]. MARTINI
consists of a library of CG beads whose potentials have been exten-
sively calibrated against thermodynamic data with the aim of high
transferability. Thus, the resulting beads can be used in a broad
range of systems at various thermodynamic state points without
the need to reparametrise each time. These particles interact via
Lennard-Jones 12:6 potentials.

In this work, we use the new MARTINI 3 force field, which pro-
vides more subtypes for different levels of coarse-graining in com-
parison to the earlier incarnation [38]. It is noted that this study
was conducted prior to the formal publication of MARTINI 3, and
so uses the parameters released in the open beta version [69].
The bead types selected for the CG model will be discussed in
Section 3.3.
2.5. Free energy of association

The free energy of association, DGassoc, for a n-mer can be deter-
mined from a potential of mean force (PMF), where the PMF
describes the work done to pull two species apart. This PMF is cal-
culated from a series of simulations in which the pulled species are
constrained at specified points over a separation distance. The
PMF, UPMF, is then obtained by integrating the average constraint
force, hf cis, over the separation distance, s, according to the
equation

UPMFðrÞ ¼
Z rmax

r
hf cis þ

2kBT
s

� �
ds; ð5Þ

where r is the distance, rmax is the maximum distance and 2kBT=s is
a kinetic entropy term which accounts for the increase in rotational
volume at larger separation distances [70–72].

PMFs were calculated for systems at a concentration of 1 wt%,
where a pull was administered between the COMs of each species
with a pull rate of 0.001 nm ps�1. Configurations along this pull
were extracted with neighbouring points varying from 0.02–
0.1 nm between windows. Each window was equilibrated for
1 ns before sampling for 20 ns in a production run. A total of
1� 106 force values were obtained for each window along the sep-
aration distance and used to calculate the average constraint force
before integration to obtain the PMF.



G. Yu and M.R. Wilson Journal of Molecular Liquids 345 (2022) 118210
2.6. Free energy of hydration

The Bennett acceptance ratio (BAR) method can be used to cal-
culate the free energy difference (DFBA) between two states, A and
B [73]. Multiple intermediate states are defined by a coupling
parameter, k, and a Hamiltonian, H, is calculated for each state.
The free energy difference between states i and j can then be eval-
uated according to

DFji ¼ kBT ln
hf ðHi � Hj þ CÞij
hf ðHj � Hi þ CÞii

þ C; ð6Þ

where

f ðxÞ ¼ 1
1þ expðx=kBTÞ : ð7Þ

The value of the constant, C, is numerically determined to fulfil
hf ðHi � Hj þ CÞij ¼ hf ðHj � Hi þ CÞii. The total free energy difference
is calculated as the sum of all intermediate free energy differences,

DFBA ¼
Xn�1

i¼1

DFiþ1;i: ð8Þ

When decoupling interactions, particles may get very close to each
other (near the end points when the interactions are weak) and
cause large fluctuations in the potential energy. This problem can
be circumvented by using soft-core potentials given by

USCðrÞ ¼ ð1� kÞUAðrAÞ þ kUBðrBÞ ð9Þ

rA ¼ ðar6
Ak

p þ r6Þ
1
6 ð10Þ

rB ¼ ðar6
Bð1� kÞp þ r6Þ

1
6; ð11Þ

where a is the soft-core parameter (0.5), r is the radius of the inter-
action and p is a positive integer (1).

Free energies of hydration, DGhydr, were calculated by decou-
pling the intermolecular interactions of a single molecule from
the solvent at a concentration of 0.5 wt%, where the hydration of
the species is the reverse of this process. Coulombic interactions
were first decoupled linearly before the van der Waals interactions
with a total number of 41 states of k between 0 and 1, with a spac-
ing of 0.05. Simulations for each k state consisted of a 1 ns equili-
bration followed by a 5 ns production run for data collection.

2.7. Twist angle analysis

For neighbouring molecules in a stacked structure, a twist angle
can be defined as

h ¼ cos�1 v i: v j
� �

; ð12Þ
where vn is the unit vector defined by

vn ¼ Ln � dn: ð13Þ
h is the twist angle and Ln is the direction vector for molecule n. The
atoms used to define this vector were the two nitrogen atoms of the
imide groups in the core.

3. Results and Discussion

3.1. Atomistic Simulations

Atomistic molecular dynamics simulations were performed on
a 10 wt% system consisting of 15 molecules of PER. These allowed
for the self-assembly behaviour to be observed and the calculation
of structural and thermodynamic properties, from which we can
inform and validate the resultant CG models.
4

Fig. 3(a) shows the PMF for a PER dimer, from which the free
energy of association is calculated to be �47 � 3 kJ mol�1 (18.7
kBT) at a favoured COM distance of 0.39 nm. Errors in DGassoc are
calculated by propagation from each data point used in the PMF
calculation and the error for DGhydr (below) is estimated from block
averaging. Because PER is a di-cation and also contains an extended
aromatic p-system, the value obtained for DGassoc is appreciably
higher than previously calculated values for anionic and non-
ionic chromonics (7–15 kBT [20–22,19]). However, the calculated
value is within the range determined experimentally for this dye
(16–20 kBT) [15]. Configurations extracted from the minimum of
the PMF (Fig. 3(b)) correspond to H-aggregate behaviour (direct
stacking) with a small twist between the molecules to reduce
steric/electrostatic repulsion between the bulky, charged end
groups. The free energy of hydration obtained is �133 � 1.0 kJ
mol�1, indicating the soluble nature of this dye in aqueous
solution.

The self-assembly into stacks from a random configuration of
dispersed monomers occurs rapidly, with few species below trimer
size present within 50 ns. Over several hundred nanoseconds, large
stacks form and continuously break apart and reform as observed
previously in simulations of ionic chromonic dyes [19]. A typical
stack is shown in Fig. 3c) and displays a one molecule width
cross-section and an interlayer twist between molecules going
along the stack; both properties are observed in experiment
[3,15]. We note that a periodic twist in a single direction along
the stack is not observed, and so the interlayer angular offset
between adjacent molecules does not impart chirality upon the
aggregates. From further analysis of the twist angle (Fig. 3(d))
between adjacent molecules in a stack, we see a preference for
rotations of 6�, 24�, 156� and 174�.
3.2. Force Matching

Using the MS-CG method, three bottom-up coarse-grained
models of PER were developed via hybrid force matching. The first
was a neutral (i.e. uncharged) FM model (FM-N), where electro-
static contributions in the AA reference system were incorporated
into the effective pair potentials constructed by the MS-CG
method. This model assumes the long-range contributions from
charges are screened completely by counter-ions and water.
Hence, simulations of the FM-N model used no partial charges on
any beads. The model was parametrised using an AA trajectory
for a system of 15 PER molecules and counterions at 10 wt% in
water. The reference system dynamically consisted of two or three
stacks, which varied in aggregation number through the trajectory.
The second (and principal) CG model (FM1) to be considered in this
work used the same reference trajectory but utilised partial
charges on beads arising from the AA model and treated them
explicitly. This methodology was expected to improve the repre-
sentability of the ionic nature of the dye compared to a neutral ver-
sion. A second FM model, which also has partial charges present,
was constructed with a longer AA reference trajectory (FM2) that
started from 15 dispersed monomers and generated a range of
dimers, trimers and tetramers through the trajectory. A schematic
representation of the mapping in these FM models is shown in
Fig. 4(a). It is noted that the partial charges for C beads are only
present on the four outer beads of the core. The FM models devel-
oped here provide a considerable computational speed up com-
pared to the all-atom model, through a mixture of an increase in
timestep, reduction in the number of sites and an accelerated
exploration of phase space.

The free energies of association and hydration for each model
are summarised in Table 1 and PMF profiles are shown in Fig. 4
(b). The binding energies for all three FM models are much higher



Fig. 3. (a) PMF for a dimer of PER in TIP3P water at 300 K with a (b) top-down view of a dimer configuration showing an interlayer twist. (c) A simulation snapshot of a 10
molecule stack of PER extracted from a 10 wt% system of 15 molecules. (d) Histogram of the twist angle between neighbouring molecules with the inset showing the
corresponding potential.
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than the target AA value; a trait observed previously for CG models
of chromonics generated by force matching [34]. The PMFs appear
to have ill-defined wells, compared to the atomistic system, which
indicates that configurations of the dimer throughout the reaction
coordinate are relatively favourable; with the minimum of the PMF
occuring at a COM distance of 0.35 nm, which is noticeably shorter
than expected. This may arise due to a number of reasons: i) the
FM potentials are not of a fixed form and are generally softer than
typical 12:6 LJ potentials, which allows for a greater degree of
overlap, ii) imbalances between interactions on the peripheral
beads could result in increased torsions manifesting as a distortion
in the dimer configuration (where it is noted that the orientation of
the end groups affects the COM of molecule) and iii) the high
attraction/hydrophobicity of the model results in close configura-
Fig. 4. (a) Schematic diagram showing the mapping used for the FM coarse-grained
models, with the definition of bead types and their partial charges. (b) PMFs for a
dimer of each FM CG model.

5

tions to be prefered, even if they are strained. The hydration free
energies (with the exception of FM2) are all of the wrong sign
and suggests that the models are insoluble in water. The associa-
tion strength of a dimer can be said to depend on two factors:
the attractive interactions between the molecules and the extent
of solubility of the monomers. Thus, we can rationalise the trend
in association free energies across the models with the magni-
tude/sign of the hydration free energies. As the solubility of the
model decreases, the binding energy increases through the range.

Simulations of the three FM models all produced the same type
of self-assembly; a single aggregate forming in solution. However,
while some face-to-face stacking of molecules was seen within the
aggregate, the single-molecule cross-section chromonic stacks
(seen atomistically) were not observed. Snapshots of this aggregate
structure are presented in Fig. 5 for the FM1 model; noting that the
other models form aggregates that are visually indistinguishable.
The behaviour can be explained by the unfavourable combination
of large attractive interactions between the solutes and the insolu-
bility of the aggregates, which provides a strong driving force for
phase separation. The influence of cross interactions between com-
ponents of the chromonic species and water on the morphology of
aggregates has been discussed previously by Potter and co-workers
[33]. The authors report that a subtle balance of interactions is
required to obtain chromonic behaviour: if association strength is
too low, no chromonic stacks are seen; if association strength is
too high insoluble aggregates form; if there is an incorrect balance
of hydrophilic-hydrophobic interactions between parts of the
molecule and water (i.e. the hydrophilic N, O, Q beads and
hydrophobic C beads in this model) then aggregates form readily
but without chromonic stacking.

The FM-Nmodel can be considered the vanilla model where any
short-range electrostatic effects are assumed to be correctly cap-
tured in the CG potentials and any long-range electrostatic effects
are assumed to be screened out. However, this effectively averages
the electrostatic forces over all the beads and neglects the ionic
nature of the dye. Whereas in the FM1-2 models, partial charges
can explicitly interact and affect the attraction/repulsion between
beads. Interestingly, and regardless of charge treatment, the FM
models have two interaction potentials that dominate their beha-
viour: the CC and CW interactions (Figure S2 and S11, respec-
Table 1
Free energies of association (DGassoc) and hydration (DGhydr) for the various FM
models.

Model FM-N FM1 FM2

DGassoc/ kJ mol�1 �131 � 3 �195 � 2 �84 � 4
DGhydr/ kJ mol�1 +85.8 � 0.6 +130.2 � 0.18 �79.9 � 0.4



Fig. 5. (a) A simulation snapshot from a 10 wt% system of 15 molecules for the FM1
model, where the purple and green beads represent water and chloride ions,
respectively. (b) A focused view of the aggregate with individual molecules
coloured differently and the solvent removed for visual clarity.
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tively); although other pair interactions do contribute to a lesser
extent to molecular association and the hydration free energy.
The CC interaction differs between FM-N and FM1, where the posi-
tion of the well is identical but the strength of the FM1 CC interac-
tion is 1.5 kJ mol�1 greater than for FM-N. The CW potentials are
almost identical between these two models, as the separation of
electrostatics from the FM potentials should have minimal effect
on neutral beads. Therefore, we expect the FM1 model to have a
greater association strength than FM-N, and this is indeed the case.
Despite the difference in the thermodynamic quantities calculated
for both these models, it is difficult to declare whether one is more
successful than the other as both fail to properly represent the
molecular association behaviour seen atomistically. We suggest
that the poor representation of the solubility produces incorrect
aggregation, and this arises from i) a lack of screening effects from
the fully neutral CG water, ii) solute–solvent interactions which are
not favourable enough and iii) an emphasis on reproducing struc-
ture in the MS-CG procedure rather than thermodynamic
properties.

In order to improve representability, we tested the parametrisa-
tion process on a different AA reference trajectory. The justification
for this approach arises from the assumption that a reference sys-
tem containing just large stacks will produce CG potentials that
seek only to reproduce the observed behaviour, neglecting the
existence of smaller species and the solubility of monomers in
solution. The FM2 model is based on a long reference trajectory,
which captures the full self-assembly process from a dispersed sys-
tem of monomers to small stacks, and provides a much richer
ensemble of configurations than the initial reference. In essence,
this is similar to a multi-state approach to coarse-graining which
employs an ensemble of references at different state points to
6

improve the transferability of the resulting model [59,74,75]. How-
ever, as mentioned above, simulations with the FM2 model do not
produce the correct aggregation behaviour, although it does pro-
duce aggregates that are slightly less dense that those seen for
model FM1. The FM2 model shows increased solute–water interac-
tion strengths and weaker/similar solute–solute interaction
strengths compared to the FM1 model. It is noted that the FM2
model does not produce the double-well potential typically seen
for CG water [76], whereas the FM-N and FM1 models do (Fig-
ure S6). This may arise from the dynamic nature of the solutes in
the FM2 reference disrupting the longer range water-water inter-
actions. The increased hydrophilicity of this model originates from
the aromatic region of the molecules experiencing a solvated envi-
ronment for a significant period in the reference trajectory before
being shielded by the formation of stacks. Overall, this model
shows an improvement over the FM1 and FM-N models across
the range of assessment criteria with FM2 even showing solubility
in water. However unfortunately, this model cannot be deemed to
have greater success in simulating chromonic self-assembly. It
seems that there is a fundamental issue in representing the correct
aqueous behaviour in FM CG models, which limits their ability to
form discrete, soluble stacks. A future way of addressing this
may be by the incorporation of local density potentials [65,77–
79], which could allow for the local density of water to be captured
around a given bead depending on the status of the molecule as a
monomer, or its position in the centre/end of a stack.

3.3. MARTINI

An initial MARTINI 3 coarse-grained model was constructed
using the recommended bead types (the details of the parameters
can be found elsewhere [38,69]) for each chemical group present,
as seen in Fig. 6(a). Simulation of this CG model and visual inspec-
tion showed that it produced self-assembly behaviour that was in
good agreement with the AA system. Simulations of this model
were 25x faster than the AA system, in addition to speeds ups aris-
ing from a faster exploration of phase space. (Noting that, the faster
dynamics of these models should therefore not be directly com-
pared to experiment.) The free energy of association and hydration
were calculated to be �22 � 2 kJ mol�1 (at a favoured COM dis-
tance of 0.39 nm) and �101.8 � 0.5 kJ mol�1, respectively. While
both these free energies are lower than for the AA model, the cor-
rect self-assembly is captured well; demonstrating a favourable
balance between the competing hydrophilic and hydrophobic
interactions that are required to result in chromonic self assembly.
Nonetheless, we can exert a degree of control on the binding
energy of the model by using different MARTINI bead types to rep-
resent the core of the molecule. For example, Fig. 6(b) summarises
the effect of varying the two bead types present in the core (from n
= 1 to 5 for both TCn and Pn), where the trends obtained are, as
expected, in line with increasing the hydrophobicity or polarity
of the components. It is noted that this also varies the hydration
free energies of the model.

Using the insights from Fig. 6(b), we can obtain even finer con-
trol on the thermodynamic properties by tuning MARTINI 3 LJ
interactions for the core–water and core–core beads. Here, we
optimise the TC4–WN interaction strength to reproduce the AA
hydration free energy before optimising the TC4–TC4 interaction
strength to reproduce the AA binding energy. By only using one
pair potential to optimise each thermodynamic property, a linear
relationship between the LJ well depth and the magnitude of the
respective free energy is obtained. Thus, we developed a custom
bead type, TCp, where �(TCp–WN) = 1.945 kJ mol�1 and �(TCp–
TCp) = 2.998 kJ mol�1, and r for both potentials is unchanged.
For comparison, the original MARTINI parameters were �(TC4–
WN) = 1.19 kJ mol�1 and �(TC4–TC4) = 1.45 kJ mol�1. A MD simu-



Fig. 7. (a) PMFs for a dimer, trimer and tetramer of the optimised M3 model, where
the dashed curve corresponds to the initial M3 model. (b) A simulation snapshot
from a 10 wt% system of 15 molecules.

Fig. 6. (a) Schematic diagram for the MARTINI 3 coarse-grained model (M3)
showing the bead types used. Water is modelled using the WN bead type and
chloride ions are represented by TQ1 beads. (b) DGassoc as a function of varying bead
types for the core. TCn, in the key, refers to the inner core beads and Pn, on the x-
axis, denotes the outer core beads.
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lation of this optimised M3 model shows that the same self-
assembly behaviour as the AA model is displayed (Fig. 7(b)), as
captured by the initial MARTINI 3 model, but now the optimised
version exactly captures the target thermodynamic properties.

In addition to the dimer PMFs, we can calculate profiles for tri-
mers and tetramers to compare association of a monomer to stacks
of differing size (Fig. 7(a)). Sampling of forces was performed
between the COM of the stack and the pulled molecule, resulting
in a shift of the PMF minima compared to the dimer. We observe
that aggregation here is isodesmic as the binding energies of a
dimer, trimer and tetramer are approximately the same. Chromo-
nic systems are generally considered isodesmic, where the addi-
tion of a molecule to a stack provides roughly the same free
energy increment regardless of the size of the stack [80–82].

3.4. A Combined Force Matching/MARTINI model

In Section 3.2, we demonstrated that all the FM CGmodels exhi-
bit incorrect behaviour in aqueous solution. This originated from
insolubility arising from very high values for DGassoc and DGhydr

with the wrong sign. To address this, we present a proof-of-
concept model which combines CG potentials from force matching
and MARTINI 3. This approach is tested in order to improve the
poor properties of CG aqueous systems constructed by force
matching by combining the solute potentials with a framework
which correctly captures the solvent behaviour. The hypothesis
here is to examine whether FM potentials can inherently repro-
duce the reference structures and if this is being hindered by the
observed insolubility. This model, PER-FM-M3, utilises potentials
from force matching to represent solute–solute interactions but
employs MARTINI 3 water and ions as the solvent to describe the
7

solvent–solvent and solute–solvent interactions. Here, electrostatic
interactions are treated within the MARTINI 3 framework but the
hybrid FM approach, allows solute charges to be treated explicitly,
providing a good representation of short-range electrostatics
within a chromonic aggregate. Similar approaches have been
reported to mix atomistic solutes with MARTINI solvent using vir-
tual sites [83–85] and combining bottom-up CG potentials with
MARTINI water [86]. The solute–solute potentials and partial
charges are taken from the FM1 model, without modification,
and all other interactions are defined by MARTINI 3, as displayed
in the interaction matrix for this model (Table 2). All CG potentials
were tabulated so that FM potentials have a cutoff of 1.2 nm. MAR-
TINI 3 potentials and cross-interactions used the usual cutoff of
1.1 nm. All other simulation parameters for this model were the
same as MARTINI 3. The thermodynamic state points for the simu-
lations are unchanged.

The free energy of association obtained for the PER-FM-M3
model is �115 � 3 kJ mol�1 at a COM distance of 0.36 nm. This
binding energy is appreciably higher than the AA and M3 value
but shows an improvement compared to the FM models (see
Fig. 8(a) for the PMF profile). The hydration free energy calculated
is �149 � 2 kJ mol�1, which is comparable to the AA reference and
indicates that this model should be appropriately soluble. The sys-
tem snapshot in Fig. 8(b) shows that this model exhibits discrete



Table 2
Interaction matrix for the combined force matching/MARTINI model (PER-FM-M3). Bold entries denote potentials obtained from force matching (see Fig. 4(a) for bead
definitions), whereas normal entries correspond to MARTINI 3 interactions.

Bead type C N O Q W S

C CC CN CO CQ TC4/WN TC4/TQ1
N – NN NO NQ P3/WN P3/TQ1
O – – OO OQ TC3/WN TC3/TQ1
Q – – – QQ Qp/WN Qp/TQ1
W – – – – WN/WN WN/TQ1
S – – – – – TQ1/TQ1
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stacks, with the self-assembly behaviour being in good agreement
with the AA system and the M3models. The recovery of the correct
self-assembly using the new combined model demonstrates that it
is the solvent–solute interactions that are the major weakness in
the FM CG models and that the FM potentials for the chromonic
mesogen can intrinsically exhibit the correct structures and self-
assembly behaviour. For chromonics, we are requiring these poten-
tials to be able to represent a range of aggregation behaviour at a
single state point and this is extremely sensitive to thermody-
namic, rather than structural properties.

In principle, the optimisation process outlined in Section 3.3 can
be applied to the core–water (TC4–WN) interaction (or simply
Fig. 8. (a) PMF for a dimer of PER-FM-M3 and (b) a simulation snapshot from a 10
wt% system of 15 molecules with individual molecules coloured differently for
clarity.
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changing the bead type) to better reproduce the thermodynamic
properties. While this allows for tuning of the binding energy of
the model, the approach is limited as the FM potentials cannot
be modified without reparametrisation and so both DGassoc and
DGhydr would have to be optimised through the variation of the
solute–solvent interactions alone. It is found that a reduction in
the binding energy can be achieved by changing the MARTINI bead
types to more hydrophilic/polar definitions, but this concurrently
increases the hydration free energy. Thus, the resulting systems
have a poorer balance between these properties and the self-
assembly into stacks is disrupted, where dimers/trimers are the
largest species observed in MD simulations.
4. Conclusions

Atomistic simulations of a chromonic perylene dye demonstrate
the formation of H-aggregates in water, with a free energy of asso-
ciation in agreement with experimental findings. We have also
developed CG models for this chromonic perylene dye and
assessed their effectiveness in reproducing the atomistic self-
assembly behaviour in terms of the structure of aggregates in
aqueous solution and the free energies of association and
hydration.

Out-of-the box, a MARTINI 3 model performs extremely well in
exhibiting chromonic behaviour and we apply a simple optimisa-
tion procedure to tune MARTINI 3 to obtain the exact reproduction
of target properties including the association free energy. Using the
atomistic simulations as a reference, we also constructed several
CG models by a hybrid force matching methodology using a num-
ber of strategies to fit the atomistic structures. It is found that the
representability of the FM chromonic system can be improved by
selecting a more comprehensive reference of configurations in
aqueous solution, but all FM models fail to adequately satisfy our
assessment criteria. We suggest that enhancements for capturing
the correct solubility and response to the local environment could
address these limitations.

However, a combined framework using potentials from force
matching for the chromonic dye, while using MARTINI 3 to repre-
sent the solute–solvent/solvent–solvent interactions, recovers the
correct self-assembly behaviour, despite the thermodynamic prop-
erties being overestimated. This indicates that the FM method can
construct CG potentials which can intrinsically reproduce the AA
self-assembly, but the manifestation of this behaviour is hindered
by the poor solubility of the models.

Overall, we have demonstrated the strengths and weakness of
bottom-up and top-down methodologies for coarse-graining
approaches for ionic chromonic liquid crystals and highlighted
the challenges in developing successful coarse-grained models
for these systems. We suggest that the strategies represented here
for chromonics are relevant for improving the coarse-grained mod-
elling of a range of diverse systems in solution. These include con-
ventional lyotropic systems, where self-assembly leads to
formation of micelles and lyotropic liquid crystal phases; and pro-
teins, where changes in solvent activity can lead to changes in self-
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assembly and/or to changes in shape through changes in protein
folding.
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