
TTK-20-16

Velocity-dependent Self-interacting Dark Matter from Groups and
Clusters of Galaxies

Laura Sagunski,1, 2, ∗ Sophia Gad-Nasr,3, †

Brian Colquhoun,2, ‡ Andrew Robertson,4, § and Sean Tulin2, ¶

1Institute for Theoretical Particle Physics and Cosmology (TTK),
RWTH Aachen University, D-52056 Aachen, Germany

2Department of Physics and Astronomy, York University,
Toronto, Ontario, M3J 1P3, Canada

3Department of Physics and Astronomy, University
of California, Irvine, California 92697, USA

4Institute for Computational Cosmology, Durham
University, South Road, Durham, DH1 3LE, UK

(Dated: September 9, 2021)

Abstract
We probe the self-interactions of dark matter with relaxed galaxy groups and clusters using

observational data from strong and weak lensing and stellar kinematics. Our analysis uses the
Jeans formalism and considers a wider range of systematic effects than in previous work, including
adiabatic contraction and stellar anisotropy, to robustly constrain the self-interaction cross section.
For both groups and clusters, our results show a mild preference for a nonzero cross section compared
with cold collisionless dark matter. Our groups result, σ/m = 0.5 ± 0.2 cm2/g, places the first
constraint on self-interacting dark matter (SIDM) at an intermediate scaleM200 ∼ 1014M� between
galaxies and massive clusters. For massive clusters with M200 ∼ 1015M�, our result is σ/m =

0.19±0.09 cm2/g, with an upper limit of σ/m < 0.35 cm2/g (95% CL). Thus, our results disfavor a
velocity-independent cross section of order 1 cm2/g or larger needed to impact small scale structure
problems in galaxies, but are consistent with a velocity-dependent cross section that decreases with
increasing scattering velocity. Comparing the cross sections with and without the effect of adiabatic
contraction, we find that adiabatic contraction produces slightly larger values for our data sample,
but they are consistent at the 1σ level. Finally, to validate our approach, we apply our Jeans analysis
to a sample of mock data generated from SIDM-plus-baryons simulations with σ/m = 1 cm2/g. This
is the first test of the Jeans model at the level of stellar and lensing observables directly measured
from simulations. We find our analysis gives a robust determination of the cross section, as well as
consistently inferring the true baryon and dark matter density profiles.

∗ laura.sagunski@physik.rwth-aachen.de
† sophia.nasr@uci.edu
‡ bcolqu@yorku.ca
§ andrew.robertson@durham.ac.uk
¶ stulin@yorku.ca

1

mailto:laura.sagunski@physik.rwth-aachen.de
mailto:sophia.nasr@uci.edu
mailto:bcolqu@yorku.ca
mailto:andrew.robertson@durham.ac.uk
mailto:stulin@yorku.ca


I. INTRODUCTION

Dark matter halos of galaxy groups and clusters are the most massive virialized structures
in the Universe, exerting a gravitational pull on the motions of stars, gas, and light. Ob-
servations, in turn, have exploited these tracers to infer the existence [1, 2], distribution [3],
and microphysics of dark matter halos. The Bullet Cluster, for example, shows that two
cluster halos, measured through gravitational lensing, have merged and passed through each
other, unlike the collisional gas [4]. The interpretation is that dark matter particles do not
have a large cross section for self-interactions or might even be collisionless [5]. Indeed, the
paradigm of collisionless cold dark matter (CDM) has given an extraordinarily successful
description of cosmic structure formation, from the recombination epoch [6] to the present
large-scale structure [7].

The CDM paradigm is less successful on galactic scales. CDM-only simulations predict
cuspy halo profiles that scale approximately as ρCDM ∝ r−1 in their inner regions [8–10].
This prediction, however, has not been universally confirmed in rotation curves [11, 12].
Many dark matter-dominated galaxies have shallower inner profiles and lower central den-
sities than predicted [13–15]. Baryonic feedback is one possible mechanism for reducing the
central densities of halos [16, 17]. However, galaxies exhibit considerable diversity in their
rotation curves [18, 19] and no feedback model to date has explained the full scatter [19–21].
At the same time, there are unexpected empirical relations for rotation curves, such as a
uniform halo surface density [22, 23] and the radial acceleration relation [24], which point to-
ward a common principle underlying this diversity. Similar tensions with CDM have arisen
for the Milky Way dwarf satellites as well [25–27], although feedback [28] and modeling
uncertainties [29] may play a role.

Motivated by these issues, self-interacting dark matter (SIDM) has emerged as a competi-
tor to collisionless CDM [30] (see [31] for a review). Elastic scattering between dark matter
particles leads to heat transport and thermalization in the inner halo. For low surface
brightness galaxies, this has the usual effect of producing cored halo profiles with reduced
central densities. On the other hand, for high surface brightness galaxies, the inner halo
may be cuspy in response to the gravitational potential from baryons [32]. This link between
baryons and dark matter is a prediction of SIDM [32–37] and, remarkably, the model gives
a consistent fit across the diversity of observed rotation curves for scattering cross sections
per unit mass σ/m & 1 cm2/g [38, 39]. For SIDM, this diversity simply reflects the scatter
in the surface brightness of galaxies (in addition to assembly history, as for CDM) [35, 38].
The same values of σ/m can explain the structure and stellar kinematics of the Milky Way
dwarfs as well [40, 41]1. SIDM also preserves the success of CDM for large scale structure
since self-scattering does not affect the evolution of linear perturbations (see [43] for a nice
discussion).

In this work, we turn to galaxy groups and clusters to provide a complementary test
of the SIDM model. The Bullet Cluster, often cited as the strongest constraint on self-
interactions, has a published limit of σ/m < 1.25 cm2/g at 68% confidence level (CL) due
to a null dark matter-galaxy offset [5]. However, recent simulations have shown that such
offsets are smaller than previously expected [44–46] and the Bullet Cluster offset does not
exclude 2 cm2/g [45]. In contrast, we show that much stronger limits can be obtained
1 However, at these scales, cross sections of this size may result in a reduction in subhalo mass compared
to CDM, leading to tensions in the observed number of Milky Way subhalos. A further consequence
could be that mass removal preferentially affects radial orbits, resulting in increased anisotropy relative
to CDM [42].
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from the halo profiles of relaxed systems. Similar arguments were made two decades ago,
excluding cross sections above 0.1 cm2/g with strong lensing observations [47, 48]. However,
these studies were based on SIDM-only simulations [49] neglecting the gravitational effect
of baryons from the brightest cluster galaxy (BCG) in the center of the halo. More recently,
Jeans modeling [32, 34] and new SIDM simulations both with [36, 37, 50] and without
baryons [51–53] have greatly improved our understanding of self-interactions in clusters.

On the observational side, the combination of lensing and BCG stellar kinematics provides
a lever for separating the stellar and dark matter mass profiles to determine the inner slope
of the halo [54, 55]. An analysis of seven massive clusters (M200 ∼ 1015M�) by Newman
et al. [56, 57] found evidence for cored halos, which could be explained by SIDM with
σ/m ≈ 0.1 cm2/g [34]. However, systematic uncertainties from the unknown BCG stellar
mass-to-light ratio Υ? and velocity dispersion anisotropy β may bias determinations of the
inner halo profile [58]. Moreover, a similar study for ten galaxy groups (M200 ∼ 1014M�)
found no evidence for cores [59]. These systems appear to be fit well by Navarro-Frenk-White
(NFW) profiles expected for CDM [9, 10].

These observations have important implications for particle physics models for SIDM [31].
Since typical dark matter particle velocities increase with halo mass, measurements across
different astrophysical scales probe σ/m as a function of scattering velocity. Contact in-
teractions, with σ/m constant in velocity, are not a viable explanation for rotation curves
since the requisite cross section is too large on cluster scales [34, 36]. On the other hand,
self-interactions mediated by long-range forces (compared to the de Broglie wavelength)
are generally velocity-dependent and can provide a unified model for dark matter structure
across all scales [34].

Our goal in the present work is to put constraints on the velocity-dependence of self-
interactions on more robust footing. We undertake a detailed study of the Newman et
al. [56, 57, 59] samples of groups and clusters in the SIDM model in order to constrain σ/m
on these scales. Our analysis is based on the spherical Jeans model for SIDM halos following
Ref. [34], which we improve upon in a number of ways:

• The sample of groups in our analysis is a new astrophysical mass scale where SIDM
has not been tested. In the simplest viable SIDM models, σ/m falls with increasing
velocity from dwarf to cluster scales [34]. At the scale of groups, we predict σ/m to
take on an intermediate value in the range 0.1–1 cm2/g.

• The unknown values of Υ? and β for the BCG are nuisance parameters that may bias
the inferred halo central density. Our analysis treats both Υ? and β as free parameters
(with weak priors) to account for their uncertainty in our results for σ/m.

• We generalize the Jeans model for SIDM halos to allow for adiabatic contraction (AC),
due to the infall and cooling of baryons [60–62], in the diffuse outer halo where dark
matter is effectively collisionless (see also Ref. [32]).

• We construct a mock data sample from SIDM-plus-baryons simulations with σ/m =
1 cm2/g [37] that is identical to the set of observables for the groups sample [59]. We
check that our Jeans-based analysis is able to reproduce the input value of σ/m, as
well as other parameters for the dark matter and stellar profiles.

Our work is organized as follows. Sec. II presents the key ingredients for our analysis: the
Jeans model, with a generalization to include AC, and the observational data of galaxy
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groups and clusters. In Sec. III, we give our numerical analysis. Our main results are a
new constraint on σ/m for groups and a reanalysis of σ/m for clusters. We also discuss
the interplay of Υ? and β in our results, as well as the effect of AC. Sec. IV concerns the
simulations: constructing and fitting mock observables, following the same Jeans analysis
as for the groups. We conclude in Sec. V. Lastly, the appendices provide details for the
computation of stellar line-of-sight velocity dispersions and consistency checks on our cluster
profiles.

Throughout this paper, we assume a flat ΛCDM universe on large scales with cosmological
parameters Ωm = 0.3, ΩΛ = 1 − Ωm, and H0 = 70 km s−1 Mpc−1. For brevity, we use
log ≡ log10.

II. OBSERVATIONS AND DARK MATTER PROFILES

A. Jeans model for SIDM halos

The Jeans model is a semi-analytic approach for describing SIDM halo profiles in relaxed
systems [32, 34]. The effect of collisions is to drive the inner halo towards hydrostatic
equilibrium, while the outer region remains effectively collisionless due to its lower density.
Jeans-based analyses for SIDM have been tested successfully against simulations in the
optically-thin regime, where the mean free path is larger than the typical size of the collisional
region (corresponding to σ/m . 10 cm2/g). This includes simulations on dwarf and cluster
scales, both with and without baryons [33, 34, 37, 39, 63, 64]. Here we follow Ref. [34],
neglecting proposed refinements [65] to the simple framework described below.

The boundary between the collisional and collisionless regions is approximated by the
radius r1 where dark matter has scattered on average once per particle per lifetime of the
system, according to the rate equation

ρSIDM(r1)
〈σv〉
m

t0 = 1 . (1)

Here, ρSIDM(r1) is the dark matter density at r1, 〈σv〉 is the velocity-weighted self-interaction
cross section, m is the dark matter mass, and t0 is the age of the system, which we set to
5 Gyr for groups and clusters.

The inner collisional region of the halo is modeled as a non-singular isothermal profile
ρiso, obtained by solving the time-independent Jeans equation

∇
(
σ2

0 ρiso(r)
)

= −ρiso(r)∇Φtot(r) . (2)

The total gravitational potential Φtot includes both dark matter and baryons. For a fixed
baryon density, the solution to Eq. (2) depends on two parameters: the central dark matter
density ρ0 = ρiso(0) and the one-dimensional velocity dispersion σ0, which is assumed to be
isotropic and spatially uniform. We also assume spherical symmetry in our analysis.

The full SIDM profile is a piecewise function delineated by r1:

ρSIDM(r) =

{
ρiso(r) r < r1 (self-interacting)
ρCDM(r) r > r1 (collisionless) . (3)

While the inner halo is thermalized by self-scattering, the outer halo profile ρCDM is modeled
as for CDM in the absence of collisions. Finally, the two profiles are matched at r1 assuming
the density and enclosed mass are continuous.
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For the outer CDM halo, it is well-known that CDM-only simulations yield halo profiles
that are well described by the NFW profile

ρNFW(r) =
ρs

(r/rs)(1 + r/rs)2
, (4)

with scale radius rs and density ρs [9, 10]. Eq. (4) is often equivalently parametrized in
terms of the virial mass M200, defined as the mass enclosed within the virial radius r200

where the mean enclosed density is 200 times the critical density, and the concentration
parameter c = r200/rs. However, the infall of baryons into the halo may yield a cuspier
profile for CDM through the process of AC. The standard approach assumes an adiabatic
invariant Mtot(r)r, where Mtot(r) is the total enclosed mass within r, assuming particles are
on circular orbits [60]. Refs. [61, 62] proposed a modified adiabatic invariant Mtot(r̄)r to
account for more realistic eccentric orbits, where r̄ represents the orbit-averaged radius and
is defined by

r̄/r0 = A0 (r/r0)w . (5)

In this work, we consider two possibilities for the outer halo for SIDM, either a pure NFW
profile or an NFW profile modified by AC, following Eq. (5). For the latter, we adopt the
AC parameters of Ref. [62]: r0 = 0.03 r200 and A0 = 1.6, while w is allowed to vary in the
range 0.6–1.3.

For a contact interaction, the cross section is constant in velocity and we have

σ

m
=

1

〈v〉
〈σv〉
m

. (6)

The mean relative velocity for scattering is 〈v〉 = 4σ0/
√
π assuming dark matter particles

have a Maxwell-Boltzmann distribution. Since it is useful to compare σ/m in systems with
different halo masses and typical velocities, we take Eq. (6) as a definition of σ/m even
though we allow for cross sections that may be velocity dependent.2

To summarize, the parameters of the Jeans model are as follows. First, the baryon density
must be fixed, entering via the gravitational potential in Eq. (2). With no AC, the SIDM
profile is parametrized by (ρ0, σ0) for the inner halo, (M200, c) for the outer NFW halo,
and the matching radius r1, which is related to σ/m by Eq. (1). The matching conditions
at r1 allow us to solve for (M200, c) for a given (ρ0, σ0) (inside-out matching), or vice-versa
(outside-in matching), leaving three independent parameters. Allowing for AC, w is a fourth
parameter of the model.

Lastly, we mention there is a two-fold degeneracy manifesting in both SIDM simula-
tions [64] and the Jeans model [34] such that two values of σ/m can yield similar spherically-
averaged profiles. Physically, the small σ/m solution corresponds to core growth, with ther-
mal energy flowing inward to heat the inner halo, while the large σ/m solution represents
core collapse, with thermal energy flowing outward and the halo contracting [68]. The core
collapse regime for SIDM has been little explored by simulations [64, 69] and it is unknown
whether the Jeans model remains valid in this regime due to the breakdown of the optically-
thin assumption. For relaxed clusters, there is little motivation to explore such large values
σ/m & 10 cm2/g since they are excluded by halo shape constraints [50, 51].

2 For the case of anisotropic scattering, the cross section σ should moreover be regarded as the appropriate
angular moment of the differential cross section [44, 66, 67].
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In our analysis, we consider only core-growth solutions obtained from the Jeans model,
discarding core-collapse solutions. To distinguish between the two cases, we calculate the
potential energy difference ∆U = USIDM − UCDM from the density profiles. USIDM is the
total gravitational potential energy of SIDM and baryons, while UCDM is the total potential
energy for the corresponding CDM profile with the same M200, c, and baryon profile. Only
the inner region r < r1 contributes to ∆U since SIDM and CDM profiles are identical for
r > r1 by construction. Since heat flows into the inner halo during core growth, we expect
∆U > 0, while conversely for a halo undergoing core collapse, heat flows outward and we
expect ∆U < 0. Therefore, after solving for the SIDM halo profile as described above, we
implement a constraint that ∆U > 0, discarding solutions for which ∆U < 0.

B. Observational dataset

We confront the predictions of SIDM based on the Jeans model against a data sample
of fifteen strong lensing systems. All of these are relaxed systems dominated by a central
early-type galaxy whose stellar line-of-sight velocity dispersion profiles have been measured
with spatially-resolved spectroscopy. They include:
• Eight galaxy groups3 spanning M200 ≈ (0.5–3)×1014M�, selected from strong lensing

surveys as representative of a scale intermediate between galaxies and massive clus-
ters [59]. Stellar dispersions within the central brightest group galaxy (BGG) constrain
the inner mass profile, while velocity dispersions of the member galaxies are used to
place a constraint on M200, using an estimator derived from simulations [73].

• Seven massive clusters4 spanningM200 ≈ (0.4–2)×1015M� [56, 57]. Stellar dispersions
for the central BCGs measure the inner mass profiles, while strong and weak lensing
determine the outer mass profiles.

Here, we describe these observations in more detail and how they enter as priors and con-
straints on our modeling.

The baryon gravitational potential is a key ingredient to the Jeans model for SIDM,
particularly in the central regions dominated by stars. For the baryon densities, we take
stellar luminosity profiles for the group and cluster central galaxies from Refs. [56, 59].
In our fits, we allow for the stellar mass-to-light ratio Υ? to float individually for each
system. The values of Υ? may be predicted from stellar population synthesis (SPS) up to
an unknown initial mass function (IMF). Hence, it is standard practice to normalize Υ?

to the SPS prediction ΥSPS
? for a given IMF (we take a Salpeter IMF). Similar systems

are expected to share a common IMF and therefore have similar values of Υ?/Υ
SPS
? . For

the clusters, Newman et al. [57] performed a joint fit assuming a common IMF for all
seven BCGs, yielding log Υ?/Υ

SPS
? = 0.02 ± 0.05+0.10

−0.16 for the sample.5 Based on this, our
analysis for clusters imposes a Gaussian prior on the BCG mass-to-light ratios centered at
log Υ?/Υ

SPS
? = 0 with a relatively conservative width of 0.3.

3 CSWA6, CSWA7, CSWA107, CSWA141, CSWA163, CSWA165 from the CASSOWARY survey [70]; the
Eight O’Clock Arc (EOCL) [71]; and J09413-1100 from the SL2S survey [72]. We do not consider CSWA1
and CSWA164 from [59] since they lack values of M200 inferred by galaxy kinematics.

4 MS2137, A383, A611, A963, A2537, A2667, and A2390
5 We quote values here normalized to a Salpeter IMF, instead of a Chabrier IMF taken in Ref. [57]. The
first uncertainty is statistical, based on a fiducial analysis with isotropic stellar orbits (β = 0). The second
uncertainties reflect a systematic shift induced from allowing for anisotropic orbits with β = ∓0.2.
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For the groups, radial color gradients in the BGGs point toward stellar mass-to-light
ratios that vary with (projected) radius, which we denote as Υ?(R). In Ref. [59], these were
parametrized as Υ?(R) = Υ?(R/0.3

′′)∇Υ? , with a sample-averaged slope∇Υ? = −0.15±0.03.
In our fits for groups, we allow for nonzero ∇Υ?, using −0.15±0.03 as a Gaussian prior, and
we take a weak flat uniform prior −1 < log Υ?/Υ

SPS
? < 1, where here Υ? is the normalization,

taken to be the mass-to-light ratio at 0.3′′ from the center of the BCG. For the clusters, BCG
color gradients are negligible [56] and we consider only ∇Υ? = 0.

Next, we turn to the stellar kinematics for the central galaxies. In our model, we compute
line-of-sight dispersions σLOS in the standard way from the Jeans equation [74], allowing for
a nonzero and constant anisotropy β (see, e.g., [75]). We account for atmospheric seeing
and the finite spatial size of the radial bins and slit width, as discussed in [55]. Since
we limit ourselves to a spherical analysis, whereas all these systems are elliptical to some
degree [56, 59], we also circularize the bin and slit geometry. The details are discussed in
Appendix A. The observed dispersions for our systems, as well as their seeing, slit geometries,
and uncertainties δσLOS, are taken from Refs. [56, 59]. The agreement between the theoretical
model and observations is assessed with the χ2 in the standard way,

χ2
disp =

∑
bins

(σth
LOS − σobs

LOS)2/δσ2
LOS , (7)

where the sum runs over the radial bins in the slit.
For the outer regions of halos, the groups and clusters are treated slightly differently. For

the group-scale lenses, we assess our model by computing κgroup, which is the azimuthally-
averaged mean convergence of the main central perturber of the group within the Einstein
radius REin. For the observed systems, κgroup and REin were obtained from a lensing model
fit at the pixel-level and are given in Ref. [59]. Note by construction κtot = 1; however, the
lensing models for four groups have satellite perturbers included, which yields κgroup < 1.
The uncertainties δκgroup are predominantly systematic and were estimated to be in the range
0.05–0.1 [59]. We assess the agreement between our theoretical model and the observations
with

χ2
lens =

(
κth

group − κobs
group

)2
/δκgroup

2 . (8)

We neglect external convergence in our analysis. In addition, we impose Gaussian priors
on logM200 and log c for the outer halo in our model. Ref. [59] used the velocity disper-
sions of the member galaxies in the groups, coupled with a scaling relation derived from
simulations [73], to obtain constraints on logM200. We take their quoted central values and
standard deviations, logMobs

200 ± δ logM200, as inputs for our Gaussian prior on logM200 in
our fits. Also, we impose a Gaussian prior on log c based on the mass-concentration re-
lation (MCR) that can be measured in CDM-only cosmological simulations [76–78]. This
constraint is motivated by the fact that structure formation for SIDM and CDM halos is
the same on large scales, so the outer (NFW) parts of SIDM halos – which are relatively
unaffected by DM scattering – should be consistent with cosmologically realistic CDM halos.
For a given value of M200, this prior is centered at the MCR-predicted value

log cMCR = a+ b log
(
M200/

(
1012 h−1M�

))
, (9)

where a, b are redshift-dependent quantities extracted from CDM-only simulations with a
Planck cosmology [77]. The scatter in the MCR is ∼ 0.1 dex [76, 77]. However, since strong
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lensing surveys are biased toward higher concentrations [79], we adopt a more conservative
width of 0.15dex in our prior for log c. The total χ2 for each group is

χ2 = χ2
disp + χ2

lens + χ2
priors, (10)

where χ2
priors includes our aforementioned priors on ∇Υ?, logM200, and log c.

For the cluster-scale lenses [56, 57], each system typically has several multiply-imaged
sources that, coupled with weak lensing, provide a much richer set of observables to compare
to. While a complete reanalysis of the lensing observations with SIDM profiles would be
desirable, we defer this to future work. Here we follow a simplified approach using the
quoted values of M200 and Mtot(100 kpc), the total enclosed mass within 100 kpc, obtained
from mass modeling fits in Ref. [56]. We impose a constraint on the latter quantity as

χ2
mass =

(
logM th

tot(100 kpc)− logMobs
tot (100 kpc)

)2
/δ logMtot(100 kpc)2 . (11)

For logM200, we impose a Gaussian prior using the central values and widths quoted in [56].
We check the consistency of this approach a posteriori by comparing the projected mass
profiles obtained in our fits to those found by full lens reconstruction [56] (see Appendix B).

Lastly, as for the groups, we impose a prior on log c using the MCR. The total χ2 for the
clusters is therefore

χ2 = χ2
disp + χ2

mass + χ2
priors , (12)

where χ2
priors includes our aforementioned priors for Υ?, logM200, and log c.

III. NUMERICAL RESULTS

A. MCMCs

We fit the observational data for the groups and clusters by performing Markov Chain
Monte Carlo (MCMC) scans for four main setups, namely:

• SIDM, either with or without AC.

• CDM, either with or without AC.

Depending on the setup, we have four to seven free parameters that we scan over:

M200, c, 〈σv〉/m, w, Υ?, ∇Υ?, β . (13)

Following the discussion in Sec. II B, our choice of priors is listed in Table I. For SIDM, we
adopt a uniform prior on 〈σv〉/m, as opposed to the logarithm of 〈σv〉/m. The latter leads
to an improper posterior for systems consistent with σ/m = 0. Aside from positivity, we
do not impose a direct constraint on 〈σv〉/m, but it is indirectly constrained by requiring
∆U > 0 for core-growth solutions to the Jeans model. For CDM, we take 〈σv〉/m = 0. For
cases with AC, we adopt a flat uniform prior 0.6 < w < 1.3 and fix A0 = 1.6 entering Eq. (5),
following Ref. [62]. Without AC, we take the usual NFW profile, which can also be obtained
as a limiting case in Eq. (5) by fixing w = 0 and A0 = 1/0.03. We also consider the stellar
velocity dispersion anisotropy β as a free (constant) parameter in our fits, within the range
|β| < 0.3. For comparison, Schaller et al. [58] have suggested that radially-biased orbits seen
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Parameter Prior Note
M200 logM200 ∈ N(logMobs

200 , δ logM200) Quoted values logMobs
200 ± δ logM200 for

groups [59], clusters [56], sims (Tab. II)

c log c ∈ N(log cMCR, 0.15) Eq. (9)

〈σv〉/m 〈σv〉/m ∈ U(0,∞)

w w ∈ U(0.6, 1.3) AC only

Υ? log Υ?/Υ
SPS
? ∈ U(−1, 1) Groups & sims

log Υ?/Υ
SPS
? ∈ N(0, 0.3) Clusters

∇Υ? ∇Υ? ∈ N(−0.15, 0.03) Groups
∇Υ? = 0 Clusters & sims

β β ∈ U(−0.3, 0.3)

TABLE I. List of parameters and priors assumed for the samples of groups, clusters, and mock obser-
vations from simulations (Sec. IV). U(a, b) denotes a uniform prior distribution in the range [a, b].
N(µ, σ) denotes a Gaussian prior distribution with mean µ and standard deviation σ. ΥSPS

? refers
to the SPS reference values with a Salpeter IMF [56, 59].

in CDM simulations, at the level of β ∼ 0.2–0.3, could potentially bias determinations of
the inner halo profile.

For SIDM, we perform outside-in matching where (M200, c) are chosen for the outer halo
and we then solve for (ρ0, σ0) of the isothermal inner halo via the matching conditions (see
Sec. IIA). It is also possible to perform inside-out matching where (ρ0, σ0) are taken as free
parameters and one then solves for (M200, c) [34]. We find, however, that scanning over
(ρ0, σ0) does not properly explore the range of small cross sections and there is a selection
bias toward larger cross sections. We therefore only consider outside-in matching in this
work.

B. Cross sections

Here we present our main results for the self-interaction cross section. Fig. 1 shows
the posterior distributions for σ/m for each individual system in our analysis, both for
the samples of galaxy groups (left) and clusters (right).6 Each panel compares our two
prescriptions for the outer (collisionless) halo within the Jeans model. The thick histogram
is the baseline model [34] where the isothermal profile is matched onto an NFW profile
at r1 (‘SIDM’), while for the thin histogram we assume the outer NFW halo is modified
by AC (‘SIDM+AC’). Overall, there is a general trend that the model with AC shifts the
distributions toward larger cross sections compared to the model with no AC. Physically, this
is because AC in the outer halo increases the central density in the inner halo, while larger
σ/m reduces the central density (for core-growth). The two effects become correlated once
the central density is fixed by the observations in such a way that SIDM redistributes the
excess density, resulting in a larger σ/m. We explore this effect in more detail in Sec. III C.

In general, we see from Fig. 1 that the preferred σ/m, indicated by the peaks of the
distributions, are all below 1 cm2/g (except for CSWA107). Several groups (CSWA141,

6 We calculate σ/m from Eq. (6) for each point in our Markov chains.

9



CSWA107
SIDM

SIDM + AC

CSWA141

CSWA165

CSWA6

CSWA7

EOCL

J09413

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Cross section (cm2/g)

CSWA163

MS2137
SIDM

SIDM + AC

A963

A383

A611

A2537

A2667

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Cross section (cm2/g)

A2390

FIG. 1. Posteriors of the cross section σ/m for the individual galaxy groups (left) and clusters (right)
in our MCMC analysis.

CSWA165, CSWA6) and clusters (MS2137, A963, A2390), in particular, prefer very small
cross sections, σ/m . 0.2 cm2/g. In fact, the preference for a nonzero cross section compared
to CDM is not very strong. Comparing the minimum χ2 values obtained by our SIDM and
CDM-only fits, we find that only 3 of 8 groups and 3 of 7 clusters fulfill the criterion
χ2

CDM − χ2
SIDM > 1. For the remaining systems, allowing for self-interactions provides an

equally good or only marginally better fit compared to CDM. Our posteriors also have large
tails toward large values of σ/m, evident in Fig. 1, and their medians are skewed toward
much larger σ/m than their peaks. For this reason, we opt not to quote σ/m values inferred
from each system individually and simply present Fig. 1 as is.

To quantify our results, we determine joint constraints on the cross section from our
samples. We denote Pn(σ/m) as the probability density for each individual system n shown
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FIG. 2. Joint probability density for σ/m for the samples of galaxy groups (left) and clusters (right).

in Fig. 1. Rather than simply taking a direct product to compute a joint probability density
P (σ/m), we recall that the rate equation (1) depends on the product (σ/m)t0, where the
age of the system t0 = 5 Gyr was fixed. In fact, each system has its own unique age tn,
which yields a different inferred cross section (σ/m)n that is related to the true σ/m value
by a rescaling

(σ/m)n = (σ/m)tn/t0 . (14)
With this point in mind, we construct a joint probability density for σ/m for N systems by
taking a product of Pn and marginalizing over each age tn,

P (σ/m) ∝
N∏
n=1

∫ ∞
0

dtn π(tn)Pn
(
(σ/m)n

)
. (15)

We adopt a Gaussian prior π(tn) for tn that is centered at t0 = 5 Gyr, with width δt = 2 Gyr.7
Fig. 2 presents our results for P (σ/m), computed separately for the samples of galaxy

groups (left) and clusters (right). The thick and thin curves represent the case without and
with AC, respectively, with the latter favoring higher σ/m values. The dashed vertical lines
indicate the median values of σ/m, while the shaded bands correspond to 68% CL intervals
around the median. Numerically, we have for the case with NFW matching (‘SIDM’)

σ/m = 0.4 +0.2
−0.2 cm2/g (groups),

σ/m = 0.15 +0.07
−0.05 cm2/g (clusters),

(16)

and somewhat larger values for the case with AC in the outer halo (‘SIDM+AC’),

σ/m = 0.6 +0.3
−0.2 cm2/g (groups),

σ/m = 0.20 +0.08
−0.05 cm2/g (clusters).

(17)

7 With a change of variables, Eq. (15) becomes

P (σ/m) ∝ 1

(σ/m)N

N∏
n=1

∫ ∞
0

d(σ/m)n π

(
(σ/m)n
σ/m

t0

)
Pn
(
(σ/m)n

)
.

This is straightforwardly computed from our Markov chains by

P (σ/m) ∝ 1

(σ/m)N

N∏
n=1

∑
(σ/m)n∈Cn

π

(
(σ/m)n
σ/m

t0

)
,

where Cn denotes the chain of σ/m values for each system n.
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FIG. 3. Velocity-dependence of self-interactions, given in terms of mean velocity-weighted cross
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core-cusp problem on dwarf scales. Solid line shows 〈σv〉/m for 15 GeV mass dark matter with
self-interactions mediated by an 11 MeV dark photon, consistent with constraints across all scales.

While allowing for AC pushes our constraints to larger values of σ/m, both cases give similar
results at the 1σ level. If we instead interpret our results as upper limits (95% CL), we have
for NFW matching

σ/m < 0.9 cm2/g (groups),
σ/m < 0.28 cm2/g (clusters),

(18)

and slightly weaker limits for the case with AC in the outer halo,

σ/m < 1.1 cm2/g (groups),
σ/m < 0.35 cm2/g (clusters).

(19)

Our results disfavor constant cross sections at the level of 1 cm2/g or larger needed to
address small scale structure issues in galaxies. However, they are consistent with velocity-
dependent self-interactions where σ/m falls with increasing velocity. Since typical velocities
are larger in more massive systems, our samples constitute complementary probes for σ/m
as a function of scattering velocity.

With mean scattering velocities 〈v〉 ≈ 1150 km/s and≈ 1900 km/s for groups and clusters,
respectively, our results in Eqs. (16) and (17) show a mild preference for velocity dependence.
Constructing analogous joint probability densities for 〈σv〉/m, we find for the case with NFW
matching

〈σv〉/m = 340 +300
−180 cm2/g · km/s (groups),

〈σv〉/m = 230 +130
−90 cm2/g · km/s (clusters),

(20)

and for the case with AC included
〈σv〉/m = 680 +360

−200 cm2/g · km/s (groups),
〈σv〉/m = 320 +150

−100 cm2/g · km/s (clusters).
(21)
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The 95% CL upper limits we find for NFW matching are

〈σv〉/m < 950 cm2/g · km/s (groups),
〈σv〉/m < 480 cm2/g · km/s (clusters),

(22)

whereas for the case with AC in the outer halo we obtain
〈σv〉/m < 1430 cm2/g · km/s (groups),
〈σv〉/m < 620 cm2/g · km/s (clusters).

(23)

We have rounded the values for 〈σv〉 to 10 cm2/g · km/s here.
To illustrate our results, Fig. 3 shows 〈σv〉/m as a function of 〈v〉. The blue and red

circles show our joint constraints for 〈σv〉/m from groups and clusters, respectively, each for
cases both with (open circles) and without (closed circles) AC for the outer collisionless halo.
The dotted gray contours are lines of constant σ/m. The shaded orange area represents the
cross section range 1 cm2/g . σ/m . 100 cm2/g for SIDM to solve the core-cusp problem on
galactic scales [34].8 Lastly, the gray points show the results of our Jeans model and MCMC
analysis applied to three samples of mock observations obtained from hydrodynamical SIDM
simulations of clusters with 1 cm2/g [37]. The fact that our analysis is able to reproduce
approximately 1 cm2/g as an output is a reassuring test of our methods. Sec. IV contains
discussion of these simulations and mock observations, as well their implications for our
analysis.

Due to the different velocities across astrophysical scales, the dependence of the cross
section on velocity becomes apparent in Fig. 3. This has important implications for particle
physics models for SIDM. Contact-type interactions are disfavored over models that allow
for velocity dependence. Examples of the latter include SIDM with self-scattering mediated
by light forces [66, 80–84] or resonances [85], dark atoms [86–92], dark hadrons [93, 94],
or other interactions parameterized by physical distance scales larger than the de Broglie
wavelength for dark matter particles in clusters [95, 96]. Here we consider dark matter
self-scattering through the exchange of a dark photon, analogous to Rutherford scattering.
Self-interactions are described by a repulsive Yukawa potential V (r) = α′e−µr/r, where
α′ is the dark fine structure constant and µ is the dark photon mass. As an illustrative
example, we take a dark matter mass m = 15 GeV and dark photon parameters α′ = 1/137
and µ = 11 MeV. The solid line in Fig. 3 shows the resulting 〈σv〉/m as a function of
〈v〉, yielding a velocity dependence consistent with our new observational constraints from
galaxy groups and clusters. On dwarf galaxy scales, the typical momentum transfer m〈v〉 is
smaller than µ. Here, self-interactions behave like a contact interaction with constant cross
section σ/m ≈ 3 cm2/g, which is consistent with rotation curves [34, 39]. In an analogous
way, any given model of SIDM can be confronted against these observational constraints.
This, in turn, dramatically narrows down (or excludes) the viable parameter space for all
SIDM models to solve small scale structure issues.

C. Adiabatic contraction

In our analysis of groups and clusters, we have generalized the Jeans model to allow for AC
in the outer halo, beyond r1 where SIDM is effectively collisionless. Since self-interactions

8 The precise upper bound is unknown. From Ref. [64], it is likely that values beyond ∼ 100 cm2/g lead to
the onset of core collapse within a Hubble time.
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redistribute dark matter particles within r1, it is not obvious how AC in the outer halo
impacts the density profile in the inner halo for SIDM. Here we explore the effect of AC
on SIDM profiles and its impact on stellar kinematics and lensing observables. We consider
(i) standard adiabatic contraction (SAC), as originally proposed in Ref. [60], which assumed
purely circular particle trajectories; (ii) modified adiabatic contraction (MAC), proposed in
Ref. [61] to allow for elliptical trajectories; and (iii) NFW profiles without AC.9

For groups and clusters, the effect of AC is appreciable for SIDM halos only for small
cross sections, when r1 is not much larger than the radius over which baryons dominate.
We illustrate this effect in Fig. 4, focusing on CSWA6, one example within the sample of
groups [59], to fix the baryon density that drives AC (dashed line). Fixing M200, c, and
Υ?, we show the resulting halo profiles for SIDM with cross sections of 0.1 cm2/g (blue)
and 1 cm2/g (red), as well as for pure CDM (orange), each for the three AC cases. For
CDM, we have the well-known result that AC produces halos with steeper inner slopes
and increased central densities compared to NFW profiles without AC [60–62]. For SIDM,
there remains a general trend that AC in the outer halo increases the central density in
the inner halo (consistent with [32] for galactic scales), although the inner slopes are not
steepened. For 1 cm2/g, the outer halo outside r1 ≈ 115 kpc is far beyond where baryons are
dominant so that AC has little impact, while for 0.1 cm2/g, the effect is more appreciable
since r1 ≈ 30 kpc. We also note some similarity between the density profiles of CDM and
SIDM with 0.1 cm2/g across different AC models. This suggests some degeneracy between
σ/m and the choice of AC prescription, which explains the slightly different values of σ/m
found in Eqs. (16) and (17) for our fits without and with AC, respectively. This degeneracy
does not persist to larger values of σ/m as it is clear that the profiles with 1 cm2/g have
appreciably lower central densities that are not modified significantly by AC.

Next, we investigate how AC directly affects the observables. Fig. 5 shows the velocity
dispersion profile (left) and mean group convergence κgroup (right) corresponding to each of
9 In Eq. (5), SAC corresponds to A0 = w = 1 and MAC corresponds to A0 = 0.85 × 0.03−0.2 ≈ 1.7 and
w = 0.8. In the notation of Ref. [61], Eq. (5) was alternatively expressed as r̄/r200 = A (r/r200)

w and
MAC corresponds to A = 0.85 and w = 0.8. The case without AC follows from setting A = 1 and w = 0.
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the models shown above in Fig. 4. The data points show the observed velocity dispersion and
mean convergence for CSWA6. These are intended only as a point of reference since models
here have not been specifically fit to the data. We see that the velocity dispersions show
significant variation depending on the AC prescription for both CDM and (to a lesser extent)
SIDM with 0.1 cm2/g, whereas AC has minimal impact for SIDM with 1 cm2/g. Additionally,
the overlap between the bands for CDM and SIDM with 0.1 cm2/g again points to a modest
degeneracy between σ/m and choice of AC for small cross sections, which does not occur
for 1 cm2/g. The mean group convergence shows similar results. While AC has a minimal
impact on κgroup for SIDM with 1 cm2/g, it has a larger effect for 0.1 cm2/g and CDM. In
fact, the latter two yield very similar values for κgroup for the different AC prescriptions.

D. Stellar mass-to-light ratio and anisotropy

There are two thorny issues for modeling the stellar component of groups and clusters.
First, the overall normalization Υ? is largely unknown due our ignorance of the IMF entering
stellar population synthesis (SPS) models. Since stars dominate the mass density in the
central region, they must be modeled correctly to extract the inner halo profile. Second,
the stellar velocity dispersion anisotropy is also unknown since motions are measured only
along the line of sight. Our ignorance of anisotropy parameter β is a systematic uncertainty
in relating observed stellar kinematics to the underlying total mass density (see Appendix).
In our analysis, we have adopted relatively weak priors on both Υ? and β, allowing them to
float in our fits.10 In this section, we investigate the preferred values of Υ? and β that we
obtain.

Our results for Υ? are shown in Fig. 6 for groups (left) and clusters (right), relative to
the reference values ΥSPS

? assuming a Salpeter IMF. For each system, we have performed
four different fits: closed circles are from our CDM and SIDM fits without AC, while open
circles include AC. For the groups as well as the clusters, we find Υ?/Υ

SPS
? is generally larger

10 We do not investigate to what extent a radial dependence of Υ? or β (beyond including ∇Υ? for the
groups) may impact our results.
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for SIDM than for CDM. For CDM, our fits with AC and without AC yield preferred values
for Υ?/Υ

SPS
? that differ by ∼ 1σ. For SIDM, interestingly, we find that Υ?/Υ

SPS
? is basically

unchanged whether AC is present or not. However, comparing Eqs. (16) and (17), it is the
preferred values for σ/m that change by ∼ 1σ to compensate for the effect of AC.

For groups, the combination of stellar kinematics and strong lensing in our fits is able
to constrain Υ? for each system within a narrow range, despite our weak prior on Υ?. For
the clusters, our results for Υ? have slightly larger error bars. In general, our SIDM fits
yield values of Υ? that are larger than those in Newman et al. [56, 57, 59] by around 0.1 dex.
Taking a simple mean of central values in Fig. 6, we obtain 〈log Υ?/Υ

SPS
? 〉 ≈ 0 for the groups

and ≈ 0.1 for the clusters, independent of whether or not AC is included. In comparison,
Newman et al. found 〈log Υ?/Υ

SPS
? 〉 = −0.11 ± 0.06 for the groups [59] and 0.02 ± 0.05 for

the clusters [57]. We note, however, that our assumptions for the dark matter halo profiles
are very different from Refs. [56, 57, 59]. The latter adopted generalized NFW profiles for
which the inner slope is the free parameter, whereas for SIDM, the dark matter profile is
coupled to the baryon density.

Besides the cross section and the mass-to-light ratio, another important parameter in our
fits is the stellar dispersion anisotropy β. The impact of β on inferred dark matter profiles
was studied by Schaller et al. [58], based on a sample of clusters from CDM simulations with
similar BCG surface brightness and line-of-sight velocity dispersion profiles (but typically
smaller halo masses) as the Newman et al. clusters [56, 57]. They argued that radially-
dependent β profiles found in their simulations, with a mean preference toward positive
values β ∼ 0.2–0.3, was inconsistent with the Newman et al. analysis with β = 0, which in
turn could bias the latter towards larger baryon densities, overestimating Υ?, and inferring
shallower halo profile slopes. However, these arguments were not corroborated in more
recent studies based on CDM simulations with larger halo masses [97].

Our analysis allows β to float freely, in the range |β| < 0.3. In Fig. 7, we plot Υ?/Υ
SPS
?

as a function of β for the individual groups (top) and clusters (bottom). The inner and
outer contours in the plots correspond to 68% and 95% confidence levels of the posterior
distributions for SIDM and CDM halos with and without AC. For the groups, we find that
overall there is no preferred range for β. For the clusters, on the other hand, our analysis
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finds that negative values of β are preferred for CDM and CDM+AC halos, in contrast to
Ref. [58], when β is allowed to float freely. However, as in the Newman et al. analyses, we
have assumed β is constant with radius. In Sec. IVB, we revisit β in the context of SIDM
simulations and show that, despite neglecting its radial dependence, our Jeans analysis
nonetheless yields robust determinations for the cross section.

E. Mass-concentration relation

For SIDM, since the outer halo beyond r1 has a negligible collision rate, the profile
is expected to coincide with the corresponding CDM profile the halo would have in the
absence of collisions. We therefore expect the values of M200 and c obtained by matching in
the Jeans model to represent cosmologically reasonable values obeying the MCR from CDM
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simulations. Fig. 8 shows our results for both groups and clusters, comparing our MCMC
fits for SIDM (closed points) and CDM (open points) without AC. The darker band shows
the median MCR from Ref. [77] for the range of redshifts for the observed systems, and the
lighter band shows the uncertainty ±0.15 dex assumed in our prior. Despite some scatter,
our SIDM results are systematically shifted toward higher concentrations, while our CDM
fits are in better agreement with the median MCR.

Intuitively, it makes sense that there is a trade-off between concentration and cross section
if the central density is fixed by observations. Larger c increases the central density, while
collisions typically reduce it. The fact that our SIDM fits are shifted toward higher c than
predicted from the MCR may indicate a bias in the Jeans model. On the other hand, since
the group and cluster observations are all strong lenses, selection bias may play a role in the
observations, which is known to return higher concentrations due to the halo orientations
along the line of sight [98]. It is therefore not obvious that our fits should lie along the
median MCR. Another consideration is that the MCR is a CDM-based prediction and may
not be reflected in the outer regions of SIDM halos as we have in mind.

IV. COMPARISON TO SIMULATIONS

In this section, we confront our methods against hydrodynamical simulations by Robert-
son et al. [37]. Re-simulating two clusters from the Cluster-EAGLE (CE) project [99, 100]
with σ/m = 1 cm2/g, these were the first cosmological simulations on cluster scales including
both baryonic physics and self-interactions. The two clusters, dubbed CE-05 and CE-12,
have virial masses M200 = 1.4 × 1014M� and 3.9 × 1014M� at z = 0, respectively, compa-
rable to the sample of groups.11 Here we construct a set of mock observables from these
simulations, analogous to those fit for the Newman et al. [59] groups. Each set of observables
is generated for a random line of sight and includes only particles located within 5 r200 of the
center of the halo (centered on the most bound particle) [37]. Then, we fit these observables

11 In comparison, the groups span z = 0.21–0.45.
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using our Jeans approach to extract σ/m. Encouragingly, we obtain values of σ/m in the
range 1–2 cm2/g, depending on various systematic assumptions, which we discuss below.

The comparison between groups and CE simulations is not strictly apples-to-apples and
several comments are in order. First, CE simulations for CDM produce central galaxies that
are systematically more massive compared to observations [100]. Similarly for the SIDM
runs [37], BCG stellar masses are significantly larger compared to the groups and clusters,
shown in Fig. 9 (left). Additionally, the two CE clusters have quite distinct inner halo
profiles from one another [37]. Spherically-averaged, CE-12 has a flat profile with a large
100 kpc core, while CE-05 has no discernible core and its inner profile remains steep, scaling
as ρdm ∼ r−0.6. While this diversity may be an artifact of the gravitational influence of
BCGs that are too large, the CE halos are consistent with (bracketing at opposite extremes)
the variation due to accretion history seen in larger volume SIDM simulations with more
realistic-sized BCGs [50].

Second, there is a selection bias on the groups given that they are all strong lenses. Fig. 9
(right) shows the critical surface densities and effective Einstein radii for the groups [59]
(points). The shaded bands bracket the range of mean surface density profiles (enclosed
within a given projected radius) for the CE clusters for different lines of sight. While CE-05
seems comparable to the observed groups, CE-12 is less concentrated and it is unlikely for
this system to yield a comparable strong lens to be included in the sample.

Lastly, the number of CE systems (two) is much smaller than the number of groups
(eight) or clusters (seven) in our analysis. Hence we inflate our sample by considering four
lines of sight for each of CE-05 and CE-12, and treat each projection as an independent
system for a total of eight systems, to have a comparably sized sample of mock observations.
Larger volume runs for SIDM with baryons have been performed within the BAHAMAS
project, but the resolution is not yet sufficient for BCG stellar kinematics [50].

In the remainder of this section, we first construct the same set of observables from the
simulations as we have for the sample of groups [59]. Then we perform an MCMC analysis
to fit these systems based on the Jeans model.
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A. Mock observables

Our approach to mock observations is nicely summarized in Fig. 10. The left panel gives
an overview of CE-05 on large scales, showing the projected mass densities for both dark
matter (blue) and stars (orange-yellow). The center panel shows a zoomed-in view of the
central BCG. This image is used to extract the stellar density profile. With respect to
strong lensing, the solid contour shows the tangential critical curve for this system, while
the dashed circle shows the effective Einstein radius obtained by azimuthally averaging the
projected mass density. The right panel is a further zoomed-in view of the BCG which shows
the stellar line-of-sight velocity dispersion. The red (blue) regions indicated hotter (colder)
stellar kinematics with higher (lower) velocity dispersions. The gray rectangle indicates the
geometry of the slit, here aligned along the major axis of the BCG. The slit is subdivided
into nine bins along its length, which is used to compute the binned line-of-sight dispersions.
We describe these observables in more detail below.

Stellar density profile: To determine the stellar profile, we adopt an observationally-driven
approach, rather than fitting the 3D profile directly. First, we create a mock image of the
BCG by projecting the stellar mass density along the line of sight, as shown in Fig. 10
(center) for CE-05. This image covers (100 kpc)2 in area and is divided into 1024 × 1024
pixels. To avoid issues of granularity, each star particle has been smeared with a 3D Gaussian
whose width is set by the distance to its 8th nearest neighbor.

Next, we fit the BCG image with an ansatz for the surface density profile

Σ?(R) =
Σ0

(1 +R2/a2
?)
n
. (24)

This function is known as a Moffat profile and is used to model seeing [101]. It also happens
to provide a good fit to the BCGs, though this is not motivated on physical grounds. We
allow for a BCG-halo offset and ellipticity in our fit by writing R as

R =
√
A(x− x0)2 + 2B(x− x0)(y − y0) + C(y − y0)2, (25)

where

A = q cos2 θ + q−1 sin2 θ , B = (q − 1/q) sin θ cos θ , C = q sin2 θ + q−1 cos2 θ . (26)
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The seven parameters of each fit are Σ0, a?, n, the minor-to-major axis ratio q, position
angle θ, and offset x0, y0. We determine their best-fit values, which are given in Table II, by
fitting to pixels within 10 kpc of the halo center and assuming a fixed fractional uncertainty.
BCG-halo offsets appear to be negligible and hereafter we take the BCG and halo centers
to coincide.

Overall, the BCGs have a sizable ellipticity. Since our Jeans analysis is limited to spherical
symmetry, we circularize12 and de-project the surface density Σ?(R) assuming spherical
symmetry to obtain the 3D stellar density. For the Moffat profile, de-projection can be done
analytically using an inverse Abel transform to obtain

ρ?(r) =
Σ0Γ(n+ 1

2
)√

πa?Γ(n)(1 + r2/a2
?)
n+1/2

, (27)

where Γ is the gamma function. Eq. (27) provides a good fit to the true spherically-averaged
3D profile obtained directly from the simulations and the resulting parameters are also given
in Table II (denoted “sph. avg.”). A comparison of the numbers for (Σ0, a?, n) in Table II
shows how well our BCG image de-projection reproduces the true spherically-averaged 3D
stellar profile. For CE-12 there is good agreement across different lines of sight, while for
CE-05 there is a larger scatter, signaling a breakdown of spherical symmetry.13

Stellar velocity dispersions: We compute the mass-weighted line-of-sight velocity disper-
sion of star particles from the simulations. For example, Fig. 10 (right) shows the 2D velocity
dispersion profile for CE-05 along one line of sight. Star particles have been smeared rela-
tive to their nearest neighbors, as discussed above. It is clear that the velocity dispersion of
CE-05 is anisotropic: stars are kinematically colder (blue) along the major axis, compared
to hotter regions (red) off-axis.14 Observationally, the velocity dispersion is measured only

Name Σ0 (M�/kpc2) a? (kpc) n q R0 (kpc) REin (kpc) M200 (M�)

CE-05-a 2.81× 1010 1.26 1.12 0.46 0.13 17.2 1.16× 1014

CE-05-b 1.22× 1010 2.64 1.41 0.82 0.10 15.1 1.80× 1014

CE-05-c 2.73× 1010 1.31 1.13 0.50 0.14 18.2 1.43× 1014

CE-05-d 1.84× 1010 1.92 1.31 0.60 0.10 15.2 2.20× 1014

CE-05 (sph. avg.) 2.10× 1010 1.47 1.11 - - - 1.36× 1014

CE-12-a 7.96× 109 0.85 0.80 0.49 0.08 6.3 1.62× 1014

CE-12-b 9.25× 109 0.77 0.80 0.55 0.10 6.9 2.06× 1014

CE-12-c 1.03× 1010 0.75 0.81 0.63 0.09 8.3 3.42× 1014

CE-12-d 9.14× 109 0.74 0.78 0.56 0.09 6.9 1.93× 1014

CE-12 (sph. avg.) 8.47× 109 0.86 0.83 - - - 3.91× 1014

TABLE II. Stellar profile parameters, effective Einstein radius, and virial mass obtained for four
lines of sight (a-d) for each simulated cluster CE-05 and CE-12. Projected BCG offset from halo
center is R0 =

√
x2

0 + y2
0. For comparison, parameters for spherically-averaged baryon profile fit

directly from simulations (“sph. avg.”), as well as the true M200 value, are also provided.

12 Circularization maps iso-density ellipses to circles and amounts to the replacement Σ?(x, y)→ Σ?(R) for
fixed Σ0, a, n.

13 The biggest outlier, CE-05-b, has a line of sight that happens to be oriented along the BCG minor axis.
This causes the stellar density to be comparatively more spread out in projected radius.

14 The hot ring in this figure is a substructure, which by itself is dynamically cold but appears hot when
averaged with the BCG in projection.
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FIG. 11. Binned stellar line-of-sight velocity dispersion (solid points) and relative line-of-sight
velocity (open points) for simulated clusters CE-05 and CE-12, along four lines of sight (a-d). Slit
length is oriented with relative angles 0◦, 45◦, and 90◦ relative to the BCG major axis.

within a roughly one-dimensional region corresponding to the slit (gray rectangle). Given
the anisotropy, we are wary that choosing a fixed slit orientation may introduce a system-
atic bias. To assess this, we consider three different orientations for our slit, described by a
relative angle φ = 0◦, 45◦, and 90◦ with respect to the BCG major axis. We create three
parallel sets of mock observables, one for each value of φ.

Our observables are line-of-sight velocity dispersions averaged within 2D spatial bins
corresponding to a slit geometry. For the slit, we take a rectangle of physical length ` =
27 kpc and width w = 4 kpc, centered on the halo. The slit is binned along its length into
9 equal-sized bins (3 × 4 kpc2) to yield the line-of-sight dispersion profile. We additionally
smear the locations of star particles with a Gaussian point spread function (PSF) of width
3 kpc to mimic the effect of seeing.

Binned line-of-sight velocity dispersions are shown in Fig. 11 (solid points). The disper-
sion profiles for CE-05 can be either increasing or decreasing with radius, depending on both
line of sight and slit angle φ. The profiles for CE-12, by contrast, are uniformly increasing
independent of line of sight or position angle. We also show the binned line-of-sight velocity
(open points) relative to the central bin which is normalized to zero. This confirms our
expectation that the BCGs are predominantly dispersion-supported with little rotational
motion.

Gravitational lensing: We determine the effective Einstein radius from the azimuthally-
averaged total mass projected along the line of sight. For the critical densities, we as-
sume that the lens and source distances are such that Σcrit = 109.3M�/kpc2 for CE-05 and
109.2M�/kpc2 for CE-12. The corresponding Einstein radii, given in Table II, are around
6–18 kpc, which is comparable to the groups sample. In our fits, we require the mean con-
vergence within the Einstein radius to be unity with a 5% uncertainty, following Eq. (8).
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It is worthwhile mentioning again that CE-12 is unlikely to be part of a strong lensing sam-
ple. Our Σcrit value for CE-12 is outside the range of critical densities 109.3–109.5M�/kpc2

spanned by the group sample. This lower value could be achieved for lens and source red-
shifts around zL ∼ 0.8 and zS ∼ 7, respectively, which would be on the extreme side of
cluster lensing surveys [102]. Alternatively, one might envision some external convergence
that has been subtracted out.

We can assess from the simulations whether the azimuthally-averaged Einstein radius
bears any resemblance to the actual tangential critical curves. First, we compute 1 Mpc2

images for the projected densities of dark matter, stars, gas, and black holes, each divided
into 2048 × 2048 pixels. For stars and dark matter, particles are smeared with a Gaussian
whose width is set by the distance to their 8th nearest neighbor. One example is shown in
Fig. 10 (left) for CE-05. Gas particles are also smeared but with a width set by their respec-
tive smoothing lengths.15 From here, it is straightforward to compute the total convergence
κij, where i, j labels a given pixel. Next, we compute the shear components as a discretized
sum over pixels

γ
(1)
ij = − 1

π

∑
k,l

κkl
(i− k)2 − (j − l)2

(i− k)2 + (j − k)2 + ε
, (28)

γ
(2)
ij = − 1

π

∑
k,l

κkl
2(i− k)(j − l)

(i− k)2 + (j − k)2 + ε
, (29)

where i, j, k, l are simply integers labeling the pixel number and ε is a small nonzero number
introduced to regulate the term in the sum where i = k and j = l. Lastly, we use spline in-
terpolation to determine the tangential critical curve from our discretized quantities. Fig. 10
(center) shows our result for the true critical curve (solid contour), compared with our ide-
alized critical curve from the azimuthally-averaged Einstein radius (dashed circle). Using
the shoelace formula, we find that the area (and therefore the total enclosed mass) within
both contours agree to better than 1%.

Virial mass: When analyzing the simulated halos, we use a Gaussian prior on the loga-
rithm of M200, with a standard deviation of 0.2dex. For the central value of this Gaussian
prior, we estimateM200 using the kinematics of cluster member galaxies, similar to the group
observations [59]. However, since the values of M200 obtained for CE-12 are systematically
lower than their true values (shown below), we also repeat our analysis simply using the
true M200 as the central value of the prior for each halo.

To inferM200 from the kinematics of cluster members, we use a scaling relation by Munari
et al. [73],

log (h(z)M200/M�) = 13.98 + 2.75 log

(
σLOS

500 km/s

)
, (30)

where here σLOS is the line-of-sight velocity dispersion of galaxies in the cluster and h(z) is
the dimensionless Hubble parameter. This relation was determined from CDM simulations
and is the same scaling relation used by Ref. [59] to estimate M200 for the observed groups.

For the simulated clusters, we calculate the line-of-sight velocity of each galaxy within
r200 of the cluster center and with a stellar massM∗ > 3×109M�. To do this, we take all star
particles identified as belonging to a particular galaxy by the SUBFIND algorithm [103] and
15 Smoothing lengths are used in the smoothed-particle hydrodynamics calculations in the Cluster-EAGLE

simulations. Each gas particle is assigned a smoothing length at each time-step of the simulation, which
is approximately the distance to the 58th nearest gas particle.
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compute a mass-weighted mean velocity for these star particles. We then take the component
of this velocity along the line of sight as the line-of-sight velocity of the corresponding galaxy.
The velocity dispersion σLOS of the cluster is calculated as the standard deviation of the line-
of-sight velocities of all cluster members above our stellar mass threshold.

The main difference between this method and what was done observationally is that here
we only use galaxies within r200 of the cluster center, whereas Ref. [56] included galaxies
out to larger radii. Galaxies at larger radii are not virialized within the cluster potential,
and so tend to have lower velocity dispersions than galaxies within the cluster. As such, we
found that including these galaxies typically leads toM200 estimates that are biased low with
respect to the true values because the Munari et al. relation was calculated using velocity
dispersions for galaxies within r200.

Note that there is a relatively large scatter in this relation (approximately 40% scatter in
M200 at fixed σLOS) so that the accuracy of the M200 values obtained in this way is limited.
This can be seen in Table II where we list the values for M200 we get using the Munari et
al. relation as well as the true values of M200. For CE-05, the estimated values for M200 for
the different lines of sight are distributed around the true value, as expected. In contrast,
for CE-12 they are systematically low, but still consistent with the true value of M200 when
accounting for the scatter in the Munari et al. relation.

To investigate the impact on our results, we run MCMCs using both the M200 values
derived from the galaxy member kinematics and the true value of M200. We find that the
Jeans model gives robust predictions for the cross section, independent of the exact values
of M200, discussed in the next section.

B. Numerical results

The analysis for our mock observations follows the same Jeans-based approach as in
Sec. III. Each mock data sample comprises observables (stellar kinematics and projected
density, effective Einstein radius, and virial mass) for eight systems, corresponding to four
lines of sight for each cluster, CE-05 and CE-12, which are each treated as independent
systems. Moreover, we consider three realizations of the data sample, each for a different
slit angle for the stellar kinematics, φ = 0◦, 45◦, and 90◦. For the baryon density, we take
ρb(r) = Υ?ρ?(r), where ρ? is given in Eq. (27) with fixed stellar parameters given in Table II.
We allow for the overall normalization Υ? to float independently for each system, analogous
to our group and cluster fits. Adopting the same priors in Table I, the free parameters
for each system are M200, c, 〈σv〉/m, Υ?, and β. We do not consider AC for the outer
collisionless halo16, nor a gradient for Υ?.

Following Sec. III, we perform an MCMC analysis for each data sample and construct
the joint probability distributions for σ/m from Eq. (15). These curves are shown on the
left plot in Fig. 12. The corresponding shaded bands indicate the 68% CL intervals and the
dotted lines are the median values. These correspond to

σ/m =


1.1 +0.5
−0.3 cm2/g slit angle 0◦

1.7 +0.8
−0.5 cm2/g slit angle 45◦

1.4 +0.6
−0.4 cm2/g slit angle 90◦

. (31)

16 For clusters simulated within the EAGLE project for CDM, dark matter halos are consistent with NFW
profiles without significant AC [58].
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FIG. 12. Outputs from our mock dataset analysis for three different slit angles 0◦, 45◦ and 90◦.
Each dataset is four lines of sight for each of CE-05 and CE-12. Left plot: Joint probability density
for the cross section. True value is σ/m = 1 cm2/g. Right plot: Stellar mass within 30 kpc (upper
panel) and mass-to-light ratio Υ? (lower panel). Dotted lines show the true values.

Our results are in mutual agreement for different choices of slit angle, albeit with a slight
bias toward values of σ/m larger than 1 cm2/g. This bias may be due to an underestimate
of the age entering the rate equation (1). The mock observations are determined at redshift
z = 0, when the Universe is 20–50% older than it was at the redshifts of the observed
groups and clusters. However, for consistency, we have fixed the mean age to be the same
t0 = 5 Gyr. There are indications from the simulations that the characteristic ages for CE-05
and CE-12 may be larger, e.g., the age since half of the BCG stellar mass was accumulated
is around 8–9 Gyr [37], which may be a rough proxy for the age of the system. Further study
is required to improve our estimations for t0.

Next, we verify other outputs from our analysis, starting with the BCG stellar densities
in Fig. 12 (right). The upper panel shows the total stellar mass enclosed with 30 kpc inferred
from our fits (points) compared to the true values (dotted lines). These fitted values depend
on our modeling and de-projection of the BCG surface densities, as well as our MCMCs
converging on the true value Υ?. The bottom panel shows the latter compared to the
true value Υ? = 1. The fact that our results successfully reproduce true stellar masses –
despite our very weak prior on Υ? – provides a check that our Jeans analysis is able to
determine both the baryon and dark matter densities simultaneously. Moreover, there is
little dependence on the different choice of slit angle, φ = 0◦, 45◦, or 90◦. The largest outlier
is CE-05-b. Because this line of sight is accidentally aligned with the BCG minor axis, one
infers a reduced stellar surface density and a reduced stellar line-of-sight velocity dispersion
(see Fig. 11), which ultimately leads to a ∼ 30% underestimate of the stellar mass.

In Fig. 13, we show the dark matter and stellar density profiles from our Jeans analysis
(solid bands) compared to the true spherically-averaged profiles from the simulations (dots).
The bands represent the 68% scatter in profiles inferred from our MCMCs. This is another
check that our analysis is able to determine simultaneously the baryon and dark matter
profiles, even in the inner region where baryons are dominant. For the stars, our inferred
profiles (red) are accurately determined and in good agreement with the true profiles, again
with CE-05-b being the largest outlier. (Note we do not model other stellar structures beyond
the BCG that become apparent at radii & 50 kpc.) For the dark matter, our results are
mostly consistent with the true profiles. However, for CE-12, there is clear variation between
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FIG. 13. Stellar and dark matter density profiles for CE-05 and CE-12 along four lines of sight (a-
d) from our MCMCs (68% CL bands), plotted with the true stellar and dark matter density profiles
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FIG. 14. Velocity dispersion anisotropy profile β(r) from CE simulations for stars (solid) and dark
matter (dashed).

lines of sight, with the largest outlier overestimating the dark matter central density by a
factor of two.

Next, we consider the stellar velocity dispersion anisotropy β. Fig. 14 shows the actual
radial profile for β within the central 40 kpc of the BCG (solid lines), with a preference for
radially-biased orbits with β > 0.17 While our analysis assumes β is constant and within
the range |β| < 0.3, it is clear that β is neither constant nor wholly within the assumed

17 Note that β is not a frame invariant quantity. In Fig. 14, we have computed β in the rest frame of the
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range. Nevertheless, we retain these assumptions to be consistent with our treatment of the
observed groups and clusters. Fig. 14 also shows the velocity anisotropy profiles for dark
matter particles (dashed lines). We find β ≈ 0 for dark matter, as assumed in the Jeans
model, since self-interactions isotropize velocities in the inner halo.18

The preferred range for Υ? versus β from our MCMCs is shown in Fig. 15. Our fits
are consistent with Υ? = 1, as discussed above, and show no correlation between Υ? and
β. CE-12 prefers β > 0, as we expect, but interestingly CE-05 has a mild preference for
tangential orbits with β < 0. We have investigated further by repeating our MCMC analysis
with different priors for β. If we simply fix β = 0.3 for all systems – a rough proxy for the
true β profiles in Fig. 14 – the resulting stellar and dark matter profiles, as well as the
inferred σ/m, are largely unchanged from our quoted results. On the other hand, if we
relax our prior to allow for a larger range |β| < 1, we find that the inferred dark matter
profiles for lines of sight CE-12-b,c yield better matches to the true profiles, however, at the
expense of unrealistically large values β ≈ 0.4–0.6. Moreover, the inferred joint cross section
is biased high and is in worse agreement with 1 cm2/g. All this is to say that our original
prior |β| < 0.3 seems satisfactory for obtaining σ/m reliably, despite the limitations we have
raised.

Finally, in Fig. 16, we compare the values of M200 and c from our fits to the true values
from the corresponding CDM-only simulations for CE-05 and CE-12 [37]. In the Jeans
model, these values (denoted by stars) should represent the outer collisionless halo unaffected
by self-interactions. The left panel shows results from our primary MCMCs, which we recall
took priors on M200 obtained from galaxy kinematics, as described in Sec. IVA. The data

BCG within 40 kpc for stars, and in the rest frame of the inner halo within 200 kpc for dark matter. In the
latter case, distances are given with respect to the most bound dark matter particle, which is coincident
with the center of the BCG at the 0.1 kpc level (cf. Table II).

18 Ref. [65] has proposed an alternative SIDM Jeans framework extended to include β 6= 0 for dark matter.
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kinematics, while the right panel corresponds to a prior centered on the true M200 value. Band
shows MCR for z = 0, with a width of ±0.15 dex in c.

points correspond to four lines of sight for each CE-05 (open circles) and CE-12 (closed
circles), each for three slit angles. We see that our fits systematically pick out somewhat
larger values of c and smaller values of M200 compared to the CDM-only values, as well as
show a slight dependence on the slit angle. The starkest difference is for M200 in CE-12,
which is due to our prior: the virial masses obtained from galaxy kinematics are biased lower
than the true value by as much as a factor of ∼ 2 (see Table II).

To test the impact of our priors for M200 on our results, we repeated our MCMC analysis
using priors centered at the true M200 values (with the same width). The results are shown
in the right panel of Fig. 16. While the results for CE-05 remain relatively unchanged, those
for CE-12 shift closer to the trueM200, as expected. Nevertheless, there remains a systematic
trend in our Jeans analyses toward higher concentrations and smaller values of M200. We
found a related trend for our analysis of the group and cluster observations, obtaining higher
c with respect to the MCR (Fig. 8). However, we again note that the MCR is a CDM-based
prediction that may not be representative of SIDM halos (see Sec. III E). In any case, we
find that our choice of priors for M200 has negligible effect on the joint fit for σ/m and our
results in Eq. (31) are virtually unchanged.

V. CONCLUSIONS

While self-interactions have long been motivated from dwarf galaxies, it is important
to test their effect on systems across all astrophysical scales. Following the Jeans model
for SIDM, we have performed a detailed analysis of the Newman et al. samples of galaxy
groups [59] and massive clusters [56, 57], all of which are strong lensing systems that collec-
tively span 4× 1013–2× 1015M�. From the sample of groups, we obtained a new constraint
for σ/m, the first at an intermediate scale between galaxies and massive clusters. We also
reassessed the constraint on σ/m from massive clusters found in Ref. [34]. Our analysis
has made these constraints more robust by allowing for conservative ranges for various sys-
tematic unknowns, which in previous work [34] had either been neglected or subjected to
more restrictive assumptions. These include the unknown stellar mass-to-light ratio Υ? and
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velocity dispersion anisotropy β, as well as the possible influence of AC on the outer regions
of SIDM halos where the collision rate is negligible.

For both groups and clusters, we find a mild preference for a nonzero cross section com-
pared to collisionless CDM. Table III provides a condensed summary of our results for σ/m
and 〈σv〉/m for groups and clusters, along with the corresponding values for the velocity 〈v〉.
In Sec. III B, we obtained constraints on σ/m separately for cases both without and with
AC. We showed that allowing for AC yields systematically larger values of σ/m compared to
the case with no AC, although the two cases are consistent at the 1σ level. Table III distills
the two cases into values that can be used for phenomenological studies without explicit ref-
erence to the effect of AC. For σ/m and 〈σv〉/m, we quote the mean and standard deviation
evaluated from the sum of the joint probability density functions with and without AC. For
〈v〉, we take the average of the values from the joint distributions with and without AC.
Additionally, we quote 95% upper limits on σ/m and 〈σv〉/m, taken from the case including
AC since these are more conservative bounds than those without AC.

Our result for galaxy groups represents a new data point on the plane of cross section
versus velocity, while for clusters our result is consistent with values around 0.1 cm2/g found
in previous work [34, 36]. Since typical velocities are larger in more massive systems, our
samples of galaxy groups and clusters probe σ/m at scales complementary to one another,
as well as to rotation curves and other observations on dwarf galaxy scales. Our results,
combined with small scale structure issues for galaxies, are consistent with SIDM with a
velocity-dependent cross section that decreases with increasing scattering velocity. While
the same argument was made previously [34, 36], here we have made this conclusion more
robust. From a particle physics perspective, a velocity-dependent cross section is not ad
hoc but rather the general expectation for many well-motivated SIDM models [31]. For
example, a simple dark photon model has the right velocity dependence to explain structure
observations across all scales. Further study of the particle physics implications remains for
future work.

In parallel, as a validation of our Jeans-model approach, we have derived and analyzed
a sample of mock observations from high-resolution hydrodynamical SIDM simulations of
clusters with σ/m = 1 cm2/g [37]. We followed as closely as possible the same methodology
as for the groups, constructing the same sets of observables and performing MCMC analyses
to determine a joint posterior constraint for σ/m. We obtained central values in the range
1.1–1.7 cm2/g, depending on the assumed position angle for measuring the stellar line-of-
sight velocity dispersion profile. These values are reassuringly similar to the input value
1 cm2/g, albeit larger by ∼ 0.5–1.5 standard deviations. We also compared the baryon and
dark matter density profiles, as well as other outputs from our fits, to the corresponding
quantities obtained from the simulations. This comparison yielded generally good agreement
but with clear differences between different lines of sight, signaling a breakdown of spherical
symmetry. Moreover, our study is clearly limited in that it is based on only two simulated

〈v〉 (km/s) 〈σv〉/m (cm2/g × km/s) σ/m (cm2/g)

Groups (mean) 1150 590± 370 0.5± 0.2

(95% upper limit) 1430 1.1

Clusters (mean) 1900 300± 150 0.19± 0.09

(95% upper limit) 620 0.35

TABLE III. Representative results for 〈v〉, 〈σv〉/m and σ/m for the groups and clusters.
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clusters, one of which is not likely to be selected in strong lensing surveys. Further analysis
with a much larger sample is certainly warranted.

Let us compare our results to other recent limits quoted in the literature for self-
interactions on cluster scales. For relaxed clusters, studies of halo shapes and profiles
inferred by strong lensing alone have constrained σ/m < 1 cm2/g [50, 51] (superseding over-
estimated limits from two decades ago [47, 48]). Here we have obtained stronger limits by
using stellar velocity dispersions to constrain the profile at smaller radii, where the cluster is
baryon-dominated. The Jeans model is well-suited to this task since the baryon profile is an
input that can be matched directly to observations (up to an overall factor Υ?), whereas in
simulations the stellar profile is an output that cannot be easily tuned to fit a given system.
On the other hand, constraints from galaxy-dark matter offsets in the Bullet Cluster [5] and
other mergers [104] are often cited as the most stringent limits, but recent work has weak-
ened these limits to σ/m < 2 cm2/g [105]. A more sensitive probe comes from post-merger
offsets of BCGs, which undergo long-lived oscillations (wobbles) in the potentials of cored
halos [46, 106]. BCG offsets inferred from cluster observations and hydrodynamical SIDM
simulations yield a bound σ/m < 0.39 cm2/g (95% CL) [107], comparable to our results. It
is encouraging that future studies of BCG wobbles with greater statistics may independently
corroborate values of σ/m ≈ 0.1–0.2 cm2/g obtained here.
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Appendix A: Stellar velocity dispersion

We summarize the computation of the stellar line-of-sight velocity dispersion σLOS, as-
suming spherical symmetry. The stellar surface density is

Σ?(R) =

∫ ∞
R

dr
2r√

r2 −R2
ν?(r) , (A1)

where ν?(r) is the stellar luminosity density. The line-of-sight dispersion is computed from
the Jeans equation [74]

Σ?σ
2
LOS(R) = 2G

∫ ∞
R

dr
F(r)Mtot(r)ν?(r)

r2−2β
, (A2)

assuming a constant anisotropy β = 1− σ2
t /σ

2
r , where σr,t are the radial (r) and tangential

(t) velocity dispersions. Mtot is the total enclosed mass of stars and dark matter. We also
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have

F(r) =
R1−2β

2

[
β B

(
R2

r2
; β + 1

2
, 1

2

)
−B

(
R2

r2
; β − 1

2
, 1

2

)
+

Γ
(
β − 1

2

)√
π(3− 2β)

2Γ(β)

]
, (A3)

where B is the incomplete beta function [75]. Eq. (A3) reduces to F(r) =
√
r2 −R2 for β =

0. The limits β = 0, 1,−∞ correspond to isotropic, radial, and circular orbits, respectively.
Before taking the ratio of Eqs. (A1) and (A2), we must account for seeing and the finite

slit geometry in order to connect with observations. Including both effects [55], the quantity
to be compared to observations is

σ2
LOS =

∫
dA Σ̃∗σ2

LOS(R)∫
dA Σ̃∗(R)

. (A4)

We correct Eqs. (A1) and (A2) for seeing using a Gaussian PSF with width σPSF according
to the formula

f̃(R) =

∫ ∞
0

dR′R′f (R′) I0

(
RR′

σ2
PSF

)
exp

(
R2 +R′2

2σ2
PSF

)
, (A5)

where I0 is a modified Bessel function [74]. Lastly, the integral
∫
dA =

∫ Rmax

Rmin
dx
∫ w/2
−w/2 dy

provides a spatial average over the slit width w and the range Rmin < R < Rmax for a given
projected radius bin.

Lastly, the slit geometry is circularized to correct for ellipticity on the plane of the
sky. This procedure matches an ellipse with semi-major and -minor axes lengths a, b to
a circle of radius

√
ab. A point at physical projected radius R and relative angle φ be-

tween the slit and major axis is circularized to radius Rcirc = kR. The correction factor
k =

√
q cos2 φ+ q−1 sin2 φ is used to circularize Rmin, Rmax, defining the extent of the bin

along the slit, where q = b/a is the axis ratio. The slit width w is circularized in the or-
thogonal direction and one must replace φ→ φ+ π for k. For a slit aligned (perpendicular)
with the major axis, we have k =

√
b/a (k =

√
a/b).

Appendix B: Enclosed mass profiles for clusters

Since our analysis takes a simplified approach for fitting strong and weak lensing observa-
tions for clusters, we compare the projected mass profiles from our fits to those obtained by
full lens reconstruction by Newman et al. [56]. Fig. 17 shows M2D,tot(R), the 2D projected
total mass enclosed within radius R for each cluster, each subsequently shifted upward by
+1 dex from MS2137. Results from our SIDM (CDM) fits, without AC, are shown by the
red (purple) bands, whose width denotes the 1σ range. For comparison, the gray band cor-
responds to the Newman et al. [56] results for these systems from strong and weak lensing
only (i.e., without stellar kinematics). The width of the band corresponds to the 1σ allowed
range for (M200, c) for a spherically-averaged NFW profile for the total mass profile of the
cluster halo and BCG. It is reassuring that our SIDM and CDM fits are consistent with the
results of Ref. [56].
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FIG. 17. Our SIDM (red) and CDM (purple) results for M2D,tot(R), the total 2D mass enclosed
within a projected radius R, for the sample of clusters. These results are consistent with profiles
obtained by Newman et al. [56] by lens reconstruction analysis (gray). Note profiles are offset from
one another by +1 dex.

[1] F. Zwicky, Helvetica Physica Acta 6, 110 (1933).
[2] S. Smith, ApJ 83, 23 (1936).
[3] H. J. Rood, T. L. Page, E. C. Kintner, and I. R. King, ApJ 175, 627 (1972).
[4] D. Clowe, M. Bradac, A. H. Gonzalez, M. Markevitch, S. W. Randall, C. Jones, and D. Zarit-

sky, Astrophys. J. Lett. 648, L109 (2006), arXiv:astro-ph/0608407 [astro-ph].
[5] S. W. Randall, M. Markevitch, D. Clowe, A. H. Gonzalez, and M. Bradac, Astrophys. J.

679, 1173 (2008), arXiv:0704.0261 [astro-ph].
[6] P. A. R. Ade et al. (Planck), Astron. Astrophys. 594, A13 (2016), arXiv:1502.01589 [astro-

ph.CO].
[7] S. Alam et al. (BOSS), Mon. Not. Roy. Astron. Soc. 470, 2617 (2017), arXiv:1607.03155

[astro-ph.CO].
[8] J. Dubinski and R. G. Carlberg, Astrophys. J. 378, 496 (1991).
[9] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astrophys. J. 462, 563 (1996), arXiv:astro-

ph/9508025 [astro-ph].

32

http://dx.doi.org/10.1086/143697
http://dx.doi.org/10.1086/151585
http://dx.doi.org/ 10.1086/508162
http://arxiv.org/abs/astro-ph/0608407
http://dx.doi.org/ 10.1086/587859
http://dx.doi.org/ 10.1086/587859
http://arxiv.org/abs/0704.0261
http://dx.doi.org/10.1051/0004-6361/201525830
http://arxiv.org/abs/1502.01589
http://arxiv.org/abs/1502.01589
http://dx.doi.org/ 10.1093/mnras/stx721
http://arxiv.org/abs/1607.03155
http://arxiv.org/abs/1607.03155
http://dx.doi.org/10.1086/170451
http://dx.doi.org/10.1086/177173
http://arxiv.org/abs/astro-ph/9508025
http://arxiv.org/abs/astro-ph/9508025


[10] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astrophys. J. 490, 493 (1997), arXiv:astro-
ph/9611107 [astro-ph].

[11] R. A. Flores and J. R. Primack, Astrophys. J. Lett. 427, L1 (1994), arXiv:astro-ph/9402004
[astro-ph].

[12] B. Moore, Nature 370, 629 (1994).
[13] S. S. McGaugh and W. J. G. de Blok, Astrophys. J. 499, 41 (1998), arXiv:astro-ph/9801123

[astro-ph].
[14] W. J. G. de Blok, S. S. McGaugh, A. Bosma, and V. C. Rubin, Astrophys. J. Lett. 552, L23

(2001), arXiv:astro-ph/0103102 [astro-ph].
[15] S.-H. Oh, W. J. G. de Blok, E. Brinks, F. Walter, and R. C. Kennicutt, Jr, Astron. J. 141,

193 (2011), arXiv:1011.0899 [astro-ph.CO].
[16] J. F. Navarro, V. R. Eke, and C. S. Frenk, Mon. Not. Roy. Astron. Soc. 283, L72 (1996),

arXiv:astro-ph/9610187 [astro-ph].
[17] F. Governato et al., Nature 463, 203 (2010), arXiv:0911.2237 [astro-ph.CO].
[18] R. Kuzio de Naray, G. D. Martinez, J. S. Bullock, and M. Kaplinghat, Astrophys. J. Lett.

710, L161 (2010), arXiv:0912.3518 [astro-ph.CO].
[19] K. A. Oman et al., Mon. Not. Roy. Astron. Soc. 452, 3650 (2015), arXiv:1504.01437 [astro-

ph.GA].
[20] I. M. Santos-Santos, A. Di Cintio, C. B. Brook, A. Macciò, A. Dutton, and R. Domínguez-

Tenreiro, Mon. Not. Roy. Astron. Soc. 473, 4392 (2018), arXiv:1706.04202 [astro-ph.GA].
[21] M. Kaplinghat, T. Ren, and H.-B. Yu, JCAP 2006, 027 (2020), arXiv:1911.00544 [astro-

ph.GA].
[22] J. Kormendy and K. C. Freeman, Proceedings, IAU Symposium 220: Dark Matter in Galaxies:

Sydney, Australia, July 21-25, 2003, (2004), [Submitted to: ASP Conf. Ser.(2004); IAU
Symp.220,377(2004)], arXiv:astro-ph/0407321 [astro-ph].

[23] F. Donato, G. Gentile, P. Salucci, C. F. Martins, M. I. Wilkinson, G. Gilmore, E. K. Grebel,
A. Koch, and R. Wyse, Mon. Not. Roy. Astron. Soc. 397, 1169 (2009), arXiv:0904.4054
[astro-ph.CO].

[24] F. Lelli, S. S. McGaugh, J. M. Schombert, and M. S. Pawlowski, Astrophys. J. 836, 152
(2017), arXiv:1610.08981 [astro-ph.GA].

[25] J. T. Kleyna, M. I. Wilkinson, G. Gilmore, and N. W. Evans, Astrophys. J. Lett. 588, L21
(2003), [Erratum: Astrophys. J. Lett.589,L59(2003)], arXiv:astro-ph/0304093 [astro-ph].

[26] M. G. Walker and J. Penarrubia, Astrophys. J. 742, 20 (2011), arXiv:1108.2404 [astro-ph.CO].
[27] M. Boylan-Kolchin, J. S. Bullock, and M. Kaplinghat, Mon. Not. Roy. Astron. Soc. 415, L40

(2011), arXiv:1103.0007 [astro-ph.CO].
[28] A. R. Wetzel, P. F. Hopkins, J.-h. Kim, C.-A. Faucher-Giguere, D. Keres, and E. Quataert,

Astrophys. J. Lett. 827, L23 (2016), arXiv:1602.05957 [astro-ph.GA].
[29] L. E. Strigari, C. S. Frenk, and S. D. M. White, Astrophys. J. 838, 123 (2017),

arXiv:1406.6079 [astro-ph.GA].
[30] D. N. Spergel and P. J. Steinhardt, Phys. Rev. Lett. 84, 3760 (2000), arXiv:astro-ph/9909386

[astro-ph].
[31] S. Tulin and H.-B. Yu, Phys. Rept. 730, 1 (2018), arXiv:1705.02358 [hep-ph].
[32] M. Kaplinghat, R. E. Keeley, T. Linden, and H.-B. Yu, Phys. Rev. Lett. 113, 021302 (2014),

arXiv:1311.6524 [astro-ph.CO].
[33] M. Vogelsberger, J. Zavala, C. Simpson, and A. Jenkins, Mon. Not. Roy. Astron. Soc. 444,

3684 (2014), arXiv:1405.5216 [astro-ph.CO].

33

http://dx.doi.org/10.1086/304888
http://arxiv.org/abs/astro-ph/9611107
http://arxiv.org/abs/astro-ph/9611107
http://dx.doi.org/10.1086/187350
http://arxiv.org/abs/astro-ph/9402004
http://arxiv.org/abs/astro-ph/9402004
http://dx.doi.org/10.1038/370629a0
http://dx.doi.org/10.1086/305612
http://arxiv.org/abs/astro-ph/9801123
http://arxiv.org/abs/astro-ph/9801123
http://dx.doi.org/10.1086/320262
http://dx.doi.org/10.1086/320262
http://arxiv.org/abs/astro-ph/0103102
http://dx.doi.org/10.1088/0004-6256/141/6/193
http://dx.doi.org/10.1088/0004-6256/141/6/193
http://arxiv.org/abs/1011.0899
http://dx.doi.org/10.1093/mnras/283.3.72L, 10.1093/mnras/283.3.L72
http://arxiv.org/abs/astro-ph/9610187
http://dx.doi.org/10.1038/nature08640
http://arxiv.org/abs/0911.2237
http://dx.doi.org/10.1088/2041-8205/710/2/L161
http://dx.doi.org/10.1088/2041-8205/710/2/L161
http://arxiv.org/abs/0912.3518
http://dx.doi.org/10.1093/mnras/stv1504
http://arxiv.org/abs/1504.01437
http://arxiv.org/abs/1504.01437
http://dx.doi.org/10.1093/mnras/stx2660
http://arxiv.org/abs/1706.04202
http://dx.doi.org/10.1088/1475-7516/2020/06/027
http://arxiv.org/abs/1911.00544
http://arxiv.org/abs/1911.00544
http://arxiv.org/abs/astro-ph/0407321
http://dx.doi.org/ 10.1111/j.1365-2966.2009.15004.x
http://arxiv.org/abs/0904.4054
http://arxiv.org/abs/0904.4054
http://dx.doi.org/10.3847/1538-4357/836/2/152
http://dx.doi.org/10.3847/1538-4357/836/2/152
http://arxiv.org/abs/1610.08981
http://dx.doi.org/10.1086/375807, 10.1086/375522
http://dx.doi.org/10.1086/375807, 10.1086/375522
http://arxiv.org/abs/astro-ph/0304093
http://dx.doi.org/10.1088/0004-637X/742/1/20
http://arxiv.org/abs/1108.2404
http://dx.doi.org/10.1111/j.1745-3933.2011.01074.x
http://dx.doi.org/10.1111/j.1745-3933.2011.01074.x
http://arxiv.org/abs/1103.0007
http://dx.doi.org/ 10.3847/2041-8205/827/2/L23
http://arxiv.org/abs/1602.05957
http://dx.doi.org/10.3847/1538-4357/aa5c8e
http://arxiv.org/abs/1406.6079
http://dx.doi.org/10.1103/PhysRevLett.84.3760
http://arxiv.org/abs/astro-ph/9909386
http://arxiv.org/abs/astro-ph/9909386
http://dx.doi.org/10.1016/j.physrep.2017.11.004
http://arxiv.org/abs/1705.02358
http://dx.doi.org/10.1103/PhysRevLett.113.021302
http://arxiv.org/abs/1311.6524
http://dx.doi.org/10.1093/mnras/stu1713
http://dx.doi.org/10.1093/mnras/stu1713
http://arxiv.org/abs/1405.5216


[34] M. Kaplinghat, S. Tulin, and H.-B. Yu, Phys. Rev. Lett. 116, 041302 (2016),
arXiv:1508.03339 [astro-ph.CO].

[35] P. Creasey, O. Sameie, L. V. Sales, H.-B. Yu, M. Vogelsberger, and J. Zavala, Mon. Not.
Roy. Astron. Soc. 468, 2283 (2017), arXiv:1612.03903 [astro-ph.GA].

[36] O. D. Elbert, J. S. Bullock, M. Kaplinghat, S. Garrison-Kimmel, A. S. Graus, and M. Rocha,
Astrophys. J. 853, 109 (2018), arXiv:1609.08626 [astro-ph.GA].

[37] A. Robertson et al., Mon. Not. Roy. Astron. Soc. 476, L20 (2018), arXiv:1711.09096 [astro-
ph.CO].

[38] A. Kamada, M. Kaplinghat, A. B. Pace, and H.-B. Yu, Phys. Rev. Lett. 119, 111102 (2017),
arXiv:1611.02716 [astro-ph.GA].

[39] T. Ren, A. Kwa, M. Kaplinghat, and H.-B. Yu, Phys. Rev. X9, 031020 (2019),
arXiv:1808.05695 [astro-ph.GA].

[40] J. Zavala, M. Vogelsberger, and M. G. Walker, Mon. Not. Roy. Astron. Soc. 431, L20 (2013),
arXiv:1211.6426 [astro-ph.CO].

[41] M. Valli and H.-B. Yu, Nat. Astron. 2, 907 (2018), arXiv:1711.03502 [astro-ph.GA].
[42] E. O. Nadler, A. Banerjee, S. Adhikari, Y.-Y. Mao, and R. H. Wechsler, Astrophys. J. 896,

112 (2020), arXiv:2001.08754 [astro-ph.CO].
[43] F.-Y. Cyr-Racine, K. Sigurdson, J. Zavala, T. Bringmann, M. Vogelsberger, and C. Pfrom-

mer, Phys. Rev. D93, 123527 (2016), arXiv:1512.05344 [astro-ph.CO].
[44] F. Kahlhoefer, K. Schmidt-Hoberg, M. T. Frandsen, and S. Sarkar, Mon. Not. Roy. Astron.

Soc. 437, 2865 (2014), arXiv:1308.3419 [astro-ph.CO].
[45] A. Robertson, R. Massey, and V. Eke, Mon. Not. Roy. Astron. Soc. 465, 569 (2017),

arXiv:1605.04307 [astro-ph.CO].
[46] S. Y. Kim, A. H. G. Peter, and D. Wittman, Mon. Not. Roy. Astron. Soc. 469, 1414 (2017),

arXiv:1608.08630 [astro-ph.CO].
[47] J. Miralda-Escude, Astrophys. J. 564, 60 (2002), arXiv:astro-ph/0002050 [astro-ph].
[48] M. Meneghetti, N. Yoshida, M. Bartelmann, L. Moscardini, V. Springel, G. Tormen, and

S. D. M. White, Mon. Not. Roy. Astron. Soc. 325, 435 (2001), arXiv:astro-ph/0011405 [astro-
ph].

[49] N. Yoshida, V. Springel, S. D. M. White, and G. Tormen, Astrophys. J. Lett. 544, L87
(2000), arXiv:astro-ph/0006134 [astro-ph].

[50] A. Robertson, D. Harvey, R. Massey, V. Eke, I. G. McCarthy, M. Jauzac, B. Li, and J. Schaye,
Mon. Not. Roy. Astron. Soc. 488, 3646 (2019), arXiv:1810.05649 [astro-ph.CO].

[51] A. H. G. Peter, M. Rocha, J. S. Bullock, and M. Kaplinghat, Mon. Not. Roy. Astron. Soc.
430, 105 (2013), arXiv:1208.3026 [astro-ph.CO].

[52] T. Brinckmann, J. Zavala, D. Rapetti, S. H. Hansen, and M. Vogelsberger, Mon. Not. Roy.
Astron. Soc. 474, 746 (2018), arXiv:1705.00623 [astro-ph.CO].

[53] A. Banerjee, S. Adhikari, N. Dalal, S. More, and A. Kravtsov, J. Cosmology Astropart. Phys.
2020, 024 (2020), arXiv:1906.12026 [astro-ph.CO].

[54] D. J. Sand, T. Treu, and R. S. Ellis, Astrophys. J. Lett. 574, L129 (2002), arXiv:astro-
ph/0207048 [astro-ph].

[55] D. J. Sand, T. Treu, G. P. Smith, and R. S. Ellis, Astrophys. J. 604, 88 (2004), arXiv:astro-
ph/0309465 [astro-ph].

[56] A. B. Newman, T. Treu, R. S. Ellis, D. J. Sand, C. Nipoti, J. Richard, and E. Jullo, Astrophys.
J. 765, 24 (2013), arXiv:1209.1391 [astro-ph.CO].

34

http://dx.doi.org/10.1103/PhysRevLett.116.041302
http://arxiv.org/abs/1508.03339
http://dx.doi.org/ 10.1093/mnras/stx522
http://dx.doi.org/ 10.1093/mnras/stx522
http://arxiv.org/abs/1612.03903
http://dx.doi.org/ 10.3847/1538-4357/aa9710
http://arxiv.org/abs/1609.08626
http://dx.doi.org/10.1093/mnrasl/sly024
http://arxiv.org/abs/1711.09096
http://arxiv.org/abs/1711.09096
http://dx.doi.org/10.1103/PhysRevLett.119.111102
http://arxiv.org/abs/1611.02716
http://dx.doi.org/ 10.1103/PhysRevX.9.031020
http://arxiv.org/abs/1808.05695
http://dx.doi.org/10.1093/mnrasl/sls053
http://arxiv.org/abs/1211.6426
http://dx.doi.org/10.1038/s41550-018-0560-7
http://arxiv.org/abs/1711.03502
http://dx.doi.org/ 10.3847/1538-4357/ab94b0
http://dx.doi.org/ 10.3847/1538-4357/ab94b0
http://arxiv.org/abs/2001.08754
http://dx.doi.org/ 10.1103/PhysRevD.93.123527
http://arxiv.org/abs/1512.05344
http://dx.doi.org/10.1093/mnras/stt2097
http://dx.doi.org/10.1093/mnras/stt2097
http://arxiv.org/abs/1308.3419
http://dx.doi.org/10.1093/mnras/stw2670
http://arxiv.org/abs/1605.04307
http://dx.doi.org/10.1093/mnras/stx896
http://arxiv.org/abs/1608.08630
http://dx.doi.org/10.1086/324138
http://arxiv.org/abs/astro-ph/0002050
http://dx.doi.org/ 10.1046/j.1365-8711.2001.04477.x
http://arxiv.org/abs/astro-ph/0011405
http://arxiv.org/abs/astro-ph/0011405
http://dx.doi.org/10.1086/317306
http://dx.doi.org/10.1086/317306
http://arxiv.org/abs/astro-ph/0006134
http://dx.doi.org/10.1093/mnras/stz1815
http://arxiv.org/abs/1810.05649
http://dx.doi.org/10.1093/mnras/sts535
http://dx.doi.org/10.1093/mnras/sts535
http://arxiv.org/abs/1208.3026
http://dx.doi.org/ 10.1093/mnras/stx2782
http://dx.doi.org/ 10.1093/mnras/stx2782
http://arxiv.org/abs/1705.00623
http://dx.doi.org/ 10.1088/1475-7516/2020/02/024
http://dx.doi.org/ 10.1088/1475-7516/2020/02/024
http://arxiv.org/abs/1906.12026
http://dx.doi.org/10.1086/342530
http://arxiv.org/abs/astro-ph/0207048
http://arxiv.org/abs/astro-ph/0207048
http://dx.doi.org/ 10.1086/382146
http://arxiv.org/abs/astro-ph/0309465
http://arxiv.org/abs/astro-ph/0309465
http://dx.doi.org/10.1088/0004-637X/765/1/24
http://dx.doi.org/10.1088/0004-637X/765/1/24
http://arxiv.org/abs/1209.1391


[57] A. B. Newman, T. Treu, R. S. Ellis, and D. J. Sand, Astrophys. J. 765, 25 (2013),
arXiv:1209.1392 [astro-ph.CO].

[58] M. Schaller, C. S. Frenk, R. G. Bower, T. Theuns, J. Trayford, R. A. Crain, M. Furlong,
J. Schaye, C. D. Vecchia, and I. G. McCarthy, Mon. Not. Roy. Astron. Soc. 452, 343 (2015),
arXiv:1409.8297 [astro-ph.CO].

[59] A. B. Newman, R. S. Ellis, and T. Treu, Astrophys. J. 814, 26 (2015).
[60] G. R. Blumenthal, S. M. Faber, R. Flores, and J. R. Primack, Astrophys. J. 301, 27 (1986).
[61] O. Y. Gnedin, A. V. Kravtsov, A. A. Klypin, and D. Nagai, Astrophys. J. 616, 16 (2004),

arXiv:astro-ph/0406247 [astro-ph].
[62] O. Y. Gnedin, D. Ceverino, N. Y. Gnedin, A. A. Klypin, A. V. Kravtsov, R. Levine, D. Nagai,

and G. Yepes, Submitted to: Astrophys. J. (2011), arXiv:1108.5736 [astro-ph.CO].
[63] M. Rocha, A. H. G. Peter, J. S. Bullock, M. Kaplinghat, S. Garrison-Kimmel, J. Onorbe, and

L. A. Moustakas, Mon. Not. Roy. Astron. Soc. 430, 81 (2013), arXiv:1208.3025 [astro-ph.CO].
[64] O. D. Elbert, J. S. Bullock, S. Garrison-Kimmel, M. Rocha, J. OÃśorbe, and A. H. G. Peter,

Mon. Not. Roy. Astron. Soc. 453, 29 (2015), arXiv:1412.1477 [astro-ph.GA].
[65] A. Sokolenko, K. Bondarenko, T. Brinckmann, J. Zavala, M. Vogelsberger, T. Bringmann,

and A. Boyarsky, JCAP 1812, 038 (2018), arXiv:1806.11539 [astro-ph.CO].
[66] S. Tulin, H.-B. Yu, and K. M. Zurek, Phys. Rev. D87, 115007 (2013), arXiv:1302.3898

[hep-ph].
[67] A. Robertson, R. Massey, and V. Eke, Mon. Not. Roy. Astron. Soc. 467, 4719 (2017),

arXiv:1612.03906 [astro-ph.CO].
[68] P. Colin, V. Avila-Reese, O. Valenzuela, and C. Firmani, Astrophys. J. 581, 777 (2002),

arXiv:astro-ph/0205322 [astro-ph].
[69] C. S. Kochanek and M. J. White, Astrophys. J. 543, 514 (2000), arXiv:astro-ph/0003483

[astro-ph].
[70] D. P. Stark, M. Auger, V. Belokurov, T. Jones, B. E. Robertson, R. S. Ellis, D. J. Sand,

A. Moiseev, W. Eagle, and T. Myers, Mon. Not. Roy. Astron. Soc. 436, 1040 (2013),
arXiv:1302.2663 [astro-ph.CO].

[71] S. S. Allam, D. L. Tucker, H. Lin, H. T. Diehl, J. Annis, E. J. Buckley-Geer, and J. A.
Frieman, Astrophys. J. Lett. 662, L51 (2007), arXiv:astro-ph/0611138 [astro-ph].

[72] M. Limousin et al., Astron. Astrophys. 502, 445 (2009), arXiv:0812.1033 [astro-ph].
[73] E. Munari, A. Biviano, S. Borgani, G. Murante, and D. Fabjan, Mon. Not. Roy. Astron. Soc.

430, 2638 (2013), arXiv:1301.1682 [astro-ph.CO].
[74] J. Binney and G. A. Mamon, Mon. Not. Roy. Astron. Soc. 200, 361 (1982).
[75] M. Cappellari, Mon. Not. Roy. Astron. Soc. 390, 71 (2008), arXiv:0806.0042 [astro-ph].
[76] A. D. Ludlow, J. F. Navarro, R. E. Angulo, M. Boylan-Kolchin, V. Springel, C. Frenk, and

S. D. M. White, Mon. Not. Roy. Astron. Soc. 441, 378 (2014), arXiv:1312.0945 [astro-ph.CO].
[77] A. A. Dutton and A. V. MacciÃš, Mon. Not. Roy. Astron. Soc. 441, 3359 (2014),

arXiv:1402.7073 [astro-ph.CO].
[78] A. Rodriguez-Puebla, P. Behroozi, J. Primack, A. Klypin, C. Lee, and D. Hellinger, Mon.

Not. Roy. Astron. Soc. 462, 893 (2016), arXiv:1602.04813 [astro-ph.CO].
[79] C. Giocoli, M. Meneghetti, R. B. Metcalf, S. Ettori, and L. Moscardini, Mon. Not. Roy.

Astron. Soc. 440, 1899 (2014), arXiv:1311.1205 [astro-ph.CO].
[80] J. L. Feng, M. Kaplinghat, and H.-B. Yu, Phys. Rev. Lett. 104, 151301 (2010),

arXiv:0911.0422 [hep-ph].
[81] M. R. Buckley and P. J. Fox, Phys. Rev. D81, 083522 (2010), arXiv:0911.3898 [hep-ph].

35

http://dx.doi.org/10.1088/0004-637X/765/1/25
http://arxiv.org/abs/1209.1392
http://dx.doi.org/10.1093/mnras/stv1341
http://arxiv.org/abs/1409.8297
http://dx.doi.org/10.1088/0004-637X/814/1/26
http://dx.doi.org/10.1086/163867
http://dx.doi.org/10.1086/424914
http://arxiv.org/abs/astro-ph/0406247
http://arxiv.org/abs/1108.5736
http://dx.doi.org/ 10.1093/mnras/sts514
http://arxiv.org/abs/1208.3025
http://dx.doi.org/ 10.1093/mnras/stv1470
http://arxiv.org/abs/1412.1477
http://dx.doi.org/ 10.1088/1475-7516/2018/12/038
http://arxiv.org/abs/1806.11539
http://dx.doi.org/10.1103/PhysRevD.87.115007
http://arxiv.org/abs/1302.3898
http://arxiv.org/abs/1302.3898
http://dx.doi.org/10.1093/mnras/stx463
http://arxiv.org/abs/1612.03906
http://dx.doi.org/10.1086/344259
http://arxiv.org/abs/astro-ph/0205322
http://dx.doi.org/10.1086/317149
http://arxiv.org/abs/astro-ph/0003483
http://arxiv.org/abs/astro-ph/0003483
http://dx.doi.org/10.1093/mnras/stt1624
http://arxiv.org/abs/1302.2663
http://dx.doi.org/ 10.1086/519520
http://arxiv.org/abs/astro-ph/0611138
http://dx.doi.org/10.1051/0004-6361/200811473
http://arxiv.org/abs/0812.1033
http://dx.doi.org/ 10.1093/mnras/stt049
http://dx.doi.org/ 10.1093/mnras/stt049
http://arxiv.org/abs/1301.1682
http://dx.doi.org/10.1093/mnras/200.2.361
http://dx.doi.org/10.1111/j.1365-2966.2008.13754.x
http://arxiv.org/abs/0806.0042
http://dx.doi.org/ 10.1093/mnras/stu483
http://arxiv.org/abs/1312.0945
http://dx.doi.org/10.1093/mnras/stu742
http://arxiv.org/abs/1402.7073
http://dx.doi.org/ 10.1093/mnras/stw1705
http://dx.doi.org/ 10.1093/mnras/stw1705
http://arxiv.org/abs/1602.04813
http://dx.doi.org/ 10.1093/mnras/stu303
http://dx.doi.org/ 10.1093/mnras/stu303
http://arxiv.org/abs/1311.1205
http://dx.doi.org/10.1103/PhysRevLett.104.151301
http://arxiv.org/abs/0911.0422
http://dx.doi.org/10.1103/PhysRevD.81.083522
http://arxiv.org/abs/0911.3898


[82] A. Loeb and N. Weiner, Phys. Rev. Lett. 106, 171302 (2011), arXiv:1011.6374 [astro-ph.CO].
[83] L. G. van den Aarssen, T. Bringmann, and C. Pfrommer, Phys. Rev. Lett. 109, 231301

(2012), arXiv:1205.5809 [astro-ph.CO].
[84] S. Tulin, H.-B. Yu, and K. M. Zurek, Phys. Rev. Lett. 110, 111301 (2013), arXiv:1210.0900

[hep-ph].
[85] X. Chu, C. Garcia-Cely, and H. Murayama, Phys. Rev. Lett. 122, 071103 (2019),

arXiv:1810.04709 [hep-ph].
[86] R. N. Mohapatra and V. L. Teplitz, Phys. Rev. D 62, 063506 (2000), arXiv:astro-ph/0001362.
[87] R. Mohapatra, S. Nussinov, and V. Teplitz, Phys. Rev. D 66, 063002 (2002), arXiv:hep-

ph/0111381.
[88] D. E. Kaplan, G. Z. Krnjaic, K. R. Rehermann, and C. M. Wells, JCAP 05, 021 (2010),

arXiv:0909.0753 [hep-ph].
[89] F.-Y. Cyr-Racine and K. Sigurdson, Phys. Rev. D 87, 103515 (2013), arXiv:1209.5752 [astro-

ph.CO].
[90] J. M. Cline, Z. Liu, G. Moore, and W. Xue, Phys. Rev. D 89, 043514 (2014), arXiv:1311.6468

[hep-ph].
[91] R. Foot, Int. J. Mod. Phys. A 29, 1430013 (2014), arXiv:1401.3965 [astro-ph.CO].
[92] K. K. Boddy, M. Kaplinghat, A. Kwa, and A. H. G. Peter, Phys. Rev. D 94, 123017 (2016),

arXiv:1609.03592 [hep-ph].
[93] J. M. Cline, Z. Liu, G. Moore, and W. Xue, Phys. Rev. D 90, 015023 (2014), arXiv:1312.3325

[hep-ph].
[94] K. K. Boddy, J. L. Feng, M. Kaplinghat, and T. M. P. Tait, Phys. Rev. D 89, 115017 (2014),

arXiv:1402.3629 [hep-ph].
[95] X. Chu, C. Garcia-Cely, and H. Murayama, Phys. Rev. Lett. 124, 041101 (2020),

arXiv:1901.00075 [hep-ph].
[96] X. Chu, C. Garcia-Cely, and H. Murayama, JCAP 06, 043 (2020), arXiv:1908.06067 [hep-ph].
[97] Q. He, H. Li, R. Li, C. S. Frenk, M. Schaller, D. Barnes, Y. BahÃľ, S. T. Kay, L. Gao, and

C. D. Vecchia, (2019), arXiv:1907.01680 [astro-ph.CO].
[98] M. Sereno, C. Giocoli, S. Ettori, and L. Moscardini, Mon. Not. Roy. Astron. Soc. 449, 2024

(2015), arXiv:1410.4568 [astro-ph.CO].
[99] D. J. Barnes, S. T. Kay, Y. M. Bahé, C. Dalla Vecchia, I. G. McCarthy, J. Schaye, R. G.

Bower, A. Jenkins, P. A. Thomas, M. Schaller, R. A. Crain, T. Theuns, and S. D. M. White,
Mon. Not. Roy. Astron. Soc. 471, 1088 (2017), arXiv:1703.10907 [astro-ph.GA].

[100] Y. M. Bahé, D. J. Barnes, C. Dalla Vecchia, S. T. Kay, S. D. M. White, I. G. McCarthy,
J. Schaye, R. G. Bower, R. A. Crain, T. Theuns, A. Jenkins, S. L. McGee, M. Schaller,
P. A. Thomas, and J. W. Trayford, Mon. Not. Roy. Astron. Soc. 470, 4186 (2017),
arXiv:1703.10610 [astro-ph.GA].

[101] A. F. J. Moffat, A&A 3, 455 (1969).
[102] M. Postman et al., Astrophys. J. Suppl. 199, 25 (2012), arXiv:1106.3328 [astro-ph.CO].
[103] V. Springel, S. D. M. White, G. Tormen, and G. Kauffmann, Mon. Not. Roy. Astron. Soc.

328, 726 (2001), arXiv:astro-ph/0012055 [astro-ph].
[104] D. Harvey, R. Massey, T. Kitching, A. Taylor, and E. Tittley, Science 347, 1462 (2015),

arXiv:1503.07675 [astro-ph.CO].
[105] D. Wittman, N. Golovich, and W. A. Dawson, Astrophys. J. 869, 104 (2018),

arXiv:1701.05877 [astro-ph.CO].

36

http://dx.doi.org/10.1103/PhysRevLett.106.171302
http://arxiv.org/abs/1011.6374
http://dx.doi.org/10.1103/PhysRevLett.109.231301
http://dx.doi.org/10.1103/PhysRevLett.109.231301
http://arxiv.org/abs/1205.5809
http://dx.doi.org/10.1103/PhysRevLett.110.111301
http://arxiv.org/abs/1210.0900
http://arxiv.org/abs/1210.0900
http://dx.doi.org/10.1103/PhysRevLett.122.071103
http://arxiv.org/abs/1810.04709
http://dx.doi.org/10.1103/PhysRevD.62.063506
http://arxiv.org/abs/astro-ph/0001362
http://dx.doi.org/10.1103/PhysRevD.66.063002
http://arxiv.org/abs/hep-ph/0111381
http://arxiv.org/abs/hep-ph/0111381
http://dx.doi.org/10.1088/1475-7516/2010/05/021
http://arxiv.org/abs/0909.0753
http://dx.doi.org/10.1103/PhysRevD.87.103515
http://arxiv.org/abs/1209.5752
http://arxiv.org/abs/1209.5752
http://dx.doi.org/ 10.1103/PhysRevD.89.043514
http://arxiv.org/abs/1311.6468
http://arxiv.org/abs/1311.6468
http://dx.doi.org/10.1142/S0217751X14300130
http://arxiv.org/abs/1401.3965
http://dx.doi.org/ 10.1103/PhysRevD.94.123017
http://arxiv.org/abs/1609.03592
http://dx.doi.org/ 10.1103/PhysRevD.90.015023
http://arxiv.org/abs/1312.3325
http://arxiv.org/abs/1312.3325
http://dx.doi.org/10.1103/PhysRevD.89.115017
http://arxiv.org/abs/1402.3629
http://dx.doi.org/10.1103/PhysRevLett.124.041101
http://arxiv.org/abs/1901.00075
http://dx.doi.org/10.1088/1475-7516/2020/06/043
http://arxiv.org/abs/1908.06067
http://arxiv.org/abs/1907.01680
http://dx.doi.org/ 10.1093/mnras/stv416
http://dx.doi.org/ 10.1093/mnras/stv416
http://arxiv.org/abs/1410.4568
http://dx.doi.org/ 10.1093/mnras/stx1647
http://arxiv.org/abs/1703.10907
http://dx.doi.org/ 10.1093/mnras/stx1403
http://arxiv.org/abs/1703.10610
http://dx.doi.org/10.1088/0067-0049/199/2/25
http://arxiv.org/abs/1106.3328
http://dx.doi.org/10.1046/j.1365-8711.2001.04912.x
http://dx.doi.org/10.1046/j.1365-8711.2001.04912.x
http://arxiv.org/abs/astro-ph/0012055
http://dx.doi.org/ 10.1126/science.1261381
http://arxiv.org/abs/1503.07675
http://dx.doi.org/10.3847/1538-4357/aaee77
http://arxiv.org/abs/1701.05877


[106] D. Harvey, F. Courbin, J. P. Kneib, and I. G. McCarthy, Mon. Not. Roy. Astron. Soc. 472,
1972 (2017), arXiv:1703.07365 [astro-ph.CO].

[107] D. Harvey, A. Robertson, R. Massey, and I. G. McCarthy, Mon. Not. Roy. Astron. Soc. 488,
1572 (2019), arXiv:1812.06981 [astro-ph.CO].

[108] D. Gerosa and M. Vallisneri, J. Open Source Softw. 2, 222 (2017).

37

http://dx.doi.org/10.1093/mnras/stx2084
http://dx.doi.org/10.1093/mnras/stx2084
http://arxiv.org/abs/1703.07365
http://dx.doi.org/ 10.1093/mnras/stz1816
http://dx.doi.org/ 10.1093/mnras/stz1816
http://arxiv.org/abs/1812.06981
http://dx.doi.org/10.21105/joss.00222

	Velocity-dependent Self-interacting Dark Matter from Groups and Clusters of Galaxies
	Abstract
	Introduction 
	Observations and dark matter profiles
	Jeans model for SIDM halos 
	Observational dataset 

	Numerical results 
	MCMCs 
	Cross sections 
	Adiabatic contraction 
	Stellar mass-to-light ratio and anisotropy 
	Mass-concentration relation 

	Comparison to simulations 
	Mock observables 
	Numerical results 

	Conclusions 
	Acknowledgements
	Stellar velocity dispersion
	Enclosed mass profiles for clusters 
	References


