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Abstract

Point collocation methods are strong form approaches that can be applied to continuum mechanics

problems and possess attractive features over weak form-based methods due to the absence of a mesh.

While various adaptive strategies have been proposed to improve the accuracy of weak form-based

methods, such techniques have received little attention for strong form-based methods. In this paper,

combined rh-adaptivity, in which r- and h-adaptivities are adopted iteratively, is applied to the local

maximum entropy point collocation method for the first time to solve linear elasticity problems. Material

force residuals act as driving forces in r-adaptivity to relocate collocation points, reducing the error

associated with a given point distribution. Physical equilibrium residuals are used as the error estimator

in h-adaptivity to determine the insertion locations for new points, diminishing the error caused by

inadequate degrees of freedom. Issues arising in mesh-based methods, such as mesh distortion and

hanging nodes, are entirely absent from the proposed method. The paper introduces the approach for

the first time and the study is therefore confined to 2D domains. Numerical examples are presented

to demonstrate the performance of the proposed adaptive strategies, comparing convergence rates and

computational costs using uniform refinement, pure r-, h- and combined rh-adaptivities.

Keywords: Point collocation, rh-adaptivity, error estimation

1. Introduction

In the approximate solution of continuum mechanics problems, mesh-based methods experience chal-

lenges when dealing with features such as large deformation and discontinuities because of the use of a

mesh. For this reason, meshless methods, in which the problem domain and boundaries are discretised

by points or nodes, continue to be of interest to researchers. Meshless methods are generally divided5

into either weak or strong form-based methods [1, 2]. In the latter category, the most widely known

are the point collocation methods (PCMs) [3–5] which work with a discretised strong form where the

governing partial differential equations (PDEs) and boundary conditions of the problem are enforced
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at a set of discrete collocation points rather than in a volume averaged sense over the domain as in a

weak form approach [6]. The resulting linear system of equations in terms of displacement are solved10

at discrete source points, data which can then be used to approximate the solution at any point in the

problem domain. Compared to weak form-based meshless methods, collocation methods remove the

need for integration, and an associated mesh of integration cells, making implementation simple and

straightforward [7]. However, greater complexity arises in strong form methods in the approximation of

higher order derivatives than in the weak form case, which can lead to time-consuming calculation of15

basis functions and their associated derivatives.

The linear system for a PCM is built by writing the PDE or a displacement boundary condition at a

given collocation point in terms of products of unknown displacements at, and basis functions associated

with, the source points. Various basis functions have been proposed for PCMs in the literature, such as

reproducing kernel basis functions [8, 9], radial basis functions [10–12] and discrete least squares basis20

functions [13, 14] but most do not possess the Kronecker-delta property, making the direct imposition

of displacement boundary conditions inaccurate. These difficulties also affect weak form-based methods

where there has been considerable investigation of this problem (for a review see [15]), and a number of

techniques have been proposed to deal with this problem including a combination of the element-free

Galerkin method (EFGM) with finite element method (FEM) basis functions near boundaries [16] and25

the adoption of Lagrange multipliers [1]. Although these methods can be used approximately to impose

displacement boundary conditions, they have some disadvantages. The combination of the EFGM with

FEM basis functions near boundaries, possesses the Kronecker-delta property on boundaries but the

construction of FEM basis functions requires meshes and the interface of the coupled methods needs

to be addressed properly [16]. Lagrange multipliers can impose displacement boundary conditions30

accurately, however, additional unknowns are introduced in addition to the original field variables,

resulting in an increased problem size and in some cases, changing the nature of the coefficient matrix

in the linear system to be solved [1].

One solution to the drawbacks mentioned above is to adopt local maximum entropy (max-ent) basis

functions [17], which were originally derived from ideas in information theory and the max-ent principle35

[18, 19]. The local max-ent basis functions with the linear consistency have been applied to solve linear

and nonlinear problems [20], and fourth order PDEs [21]. Crack propagation in Kirchhoff-Love thin

shells with complex surface geometries has been modelled by the local max-ent approximants with linear

reproducing conditions [22]. Local max-ent basis functions, together with enrichment functions used

in partition of unity methods have also been employed to discretize problems in linear elastic fracture40

mechanics, improving accuracy relative to the standard extended finite element method at a comparable

computational cost [23]. First order max-ent basis functions, have also been extended to the second

order basis functions [24] for solving problems such as structural vibrations [25] and incompressible

media problems [26]. A local max-ent basis function based point collocation method (MEPCM) was
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recently proposed by the authors in [27]. The method possesses a number of advantages over existing45

strong form-based methods. The satisfaction of the weak Kronecker-delta property on boundaries

eliminates the error at those collocation points, improving the overall accuracy. Some variables used in

implementing the max-ent basis functions can be reused in calculating the basis function derivatives,

which reduces the computational cost. The MEPCM is used for the research presented in this paper.

Recently, the same idea was extended, in [28] who presented a point collocation method based on50

higher-order local max-ent basis functions than used in the original MEPCM.

Discretisation errors in a numerical solution that are caused by the imbalance of the governing

equations and boundary conditions at individual points (or nodes), can be split into sources arising

from improper distribution of points, an inadequate number of degrees of freedom and inadequacy of

the solution space [29, 30]. Uniform h-refinement in which new points are added so that the distances55

between any two nearest points are reduced uniformly is the easiest way to reduce the error but is

inefficient because increased computational cost arises due to new points being introduced to regions

with very low errors. An alternative is to follow an adaptive process comprising of an error assessment

which then informs a refinement strategy, aiming to balance accuracy with computational cost. There

are three types of adaptive strategies: r-, h- and p- adaptivities, depending on the error measure (error60

measure in r-adaptivity needs to provide a direction of movement) and refinement strategy chosen.

The main idea of h-adaptivity is to increase the number of degrees of freedom by refining the mesh

in mesh-based methods, or by inserting additional points in meshless methods locally to reduce the

discretisation errors in the solution [31]. r-adaptivity means maintaining the same number of degrees

of freedom and the order of the field variable approximation, but altering locations of points [32].65

p-adaptivity works by changing the order of the basis functions [33].

The objective of this paper is to present the first adaptive versions of the MEPCM using three

strategies: h-, r- and rh-. All are potentially attractive for the MEPCM and any PCM, where relo-

cation of existing or addition of new collocation and source points can be implemented without being

concerned with remeshing. r-adaptivity, in which points are relocated driven by material force residuals,70

is combined here with h-adaptivity in which the error is estimated by residuals of the physical equilib-

rium equations. In the combined case, r- and h-adaptivities are used alternately. While there are some

properties of the basis functions that are the subject of ongoing research, as discussed below, the goal

of the paper is to demonstrate the approach using numerical results.

2. Adaptivity75

2.1. h-adaptivity

h-adaptivity approaches require error estimators to estimate the difference between exact and approxi-

mated solutions and to identify the errors for refinement. In elasticity problems, as the exact solution

is unknown in most practical cases, a “recovered” stress, obtained by a recovery technique, is used to
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replace the exact solution in error estimators. The superconvergent patch recovery technique proposed80

by Zienkiewicz and Zhu in [34] is one of the most popular recovery methods in the FEM, where the

recovered stress values are interpolated based on nodal values and derivatives of basis functions [35].

Error estimators can be computed in an energy norm depending on the difference between the recovered

and approximated stress fields. This can be done, for example, at a point or in an individual element

in adaptive isogeometric analysis (IGA) [36] and adaptive IGA-collocation (IGA-C) approaches [37].85

Since the superconvergent patch recovery technique is simple to implement, as explained in [38, 39],

this measure has been widely used in mesh-based methods applied to hyperbolic problems [40] and

2D planar elasticity problems [41]. Taking this idea to meshless methods the “recovered” stress has

been revised to a “projected” stress, which is computed in a different way [42] such as its use in the

reproducing kernel particle method (RKPM) [43, 44]. The projected stress values are evaluated using90

the same discretisation as the approximation but with reduced influence domains at points [45]. Error

estimation for strong form-based meshless methods has been investigated although the available litera-

ture is very limited. Errors have been estimated using the residuals of the governing equations at a set

of individual points directly in [46, 47] who report that this error estimate is simple and straightforward

to implement.95

Using h-refinement with meshless methods means inserting new points in regions with relatively

high local errors. However, in weak form-based meshless methods, adding new points usually comes

with a computational overhead associated with revising the mesh for integration. When integration is

performed over a background mesh, which does not coincide with the original basis function support,

additional computational cost is required to remesh. One way to tackle this is to use nodal integration.100

However local refinement in weak form-based meshless methods makes the treatment of conforming

nodal discretisation complicated because of the need for a Voronoi diagram. It is also time-comsuming

for non-conforming methods as some constraints have to be satisfied to make integration accurate [48].

Refinement for strong form-based PCMs has been developed in [46, 47, 49, 50], where new collocation

points are inserted to local regions with high local errors directly. In contrast to weak form-based105

meshless methods however, there is very little other literature on h-adaptive methods with PCMs to

date.

2.2. r-adaptivity

In r-adaptivity, points are relocated rather than any new points being added. The distances and

directions for point relocations are usually determined by error estimators based on the residual of the110

“material equilibrium” in terms of the Eshelby’s material force, as derived in [51, 52]. The material force

is used since it is concerned with the energetic changes of a continuum with respect to points’ locations

[53–55]. r-adaptivity has been applied mainly to FEM, as in [56–61], but the crucial issue arising in

mesh-based r-adaptivity is element distortion. Errors can actually increase in r-adaptive FEM because

of mesh distortion caused by the movement of nodes associated with an element [62–65]. To deal with115
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this, mesh optimisation has been used, e.g. in [66], where the movement of points is constrained to

be sufficiently small by a step length parameter [67], however this can lead to an increased number of

steps in optimization with extra computational cost.

Another drawback of r-adaptivity is that a specific accuracy may not be achievable with a given

number of degrees of freedom. To tackle this, h-adaptivity can be used after a sequence of r-adaptive120

steps to further reduce discretisation errors. In [68], r- and h-adaptive strategies were used in two

subdomains separately without refinement on the interfaces to exploit the advantageous properties of

both strategies. Comparisons in terms of accuracy and convergence speed using pure and combined

adaptive strategies were also conducted in [69, 70] where a combined rh-adaptive approach was shown

to be more efficient than pure r- or h-adaptivity. Combined rh-adaptivity was also studied in [71, 72] for125

bimaterial interface problems, where discretisation errors were reduced in successive adaptive steps and

the best sequence for combining the effectiveness of r- and h-adaptivity was studied. The efficiency

of using combined rh-adaptivity was compared with pure h-adaptivity in [71] finding that a smaller

number of degrees of freedom was required in the combined strategy than in pure h-adaptivity. In

relation to the present study, to the best of the authors’ knowledge, there is currently no literature on130

combined rh-adaptivity for PCMs and this gap provides an impetus for the research presented here.

The key novelty of this work is to develop r-, h- and combined rh-adaptivities in the strong form-based

MEPCM for the first time, improving the computational accuracy in terms of convergence rate as

compared to uniform refinement. The proposed approach introduces some key advantages compared

to weak form-based methods, which are discussed later.135

3. Background to the MEPCM

The detailed formulation of the MEPCM is given in this section based on the approach [27].

3.1. Point collocation methods

Consider a boundary value problem in a 2D domain Ω governed by the PDE

L {u} = {f b} in Ω, (1)

and boundary conditions140

Lu{u} = {g} on Γu and Lt{u} = {h} on Γt, (2)

where {u} is the vector of field variables, L is the differential operator in Ω, Lu and Lt are the differ-

ential operators for displacement (Dirichlet) and traction (Neumann) boundary conditions respectively,

{f b} is the vector of body forces, {g} and {h} are the prescribed displacement and traction vectors

on the displacement boundary, Γu, and the traction boundary, Γt respectively. In PCMs, the problem

domain and boundaries are discretised by collocation and source points numbering Nc and Ns respec-145

tively. The governing PDEs and boundary conditions are applied to collocation points, formulating the
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system of equations in terms of the field variable at source points. N∗s source points having non-zero

basis function values contribute to the approximation at a given collocation point, the collection of

these source points often being referred to as the “support” of the collocation point. The vector of

field variables at source points, which is obtained by solving the system of equations, can be used to150

approximate the solution at any point {uh}. To derive the linear system using a PCM, one imposes

the appropriate condition from Eq. (1) and (2) at each collocation point in the interior of the domain

and at boundaries, leading to a discrete set of equations in terms of the field variable vector at source

points, {d}, of the form

[K]{d} = {f}. (3)

In Eq. (3), the entries of [K] are the differential operators with basis functions or derivatives, so for155

2D elasticity problems the size of the coefficient matrix [K] is 2Nc × 2Ns. Note that [K] is generally

asymmetric. The sizes of the unknown {d} and known right-hand side vector {f} are 2Ns × 1 and

2Nc × 1, respectively. As an example, the differential operators for 2D plane strain elasticity problems

are summarised in Table 1 where the scale D

D =
E(1− ν)

(1 + ν)(1− 2ν)
. (4)

The number of collocation points has to be equal to or exceed the number of source points. When160

Nc = Ns a square system is formed and a unique solution can be obtained. However, when Nc > Ns

an overdetermined system is obtained and a suitable solver (e.g. the least squares method) must be

employed [8]. In this paper, the same number of collocation and source points is generated for the

initial discretisation in all the numerical examples. Once {d} has been determined the approximation

at any point can be evaluated by165

{uh(x, y)} = [φs(x, y)]{ds}, (5)

where {uh} is the approximation of the solution at one point, [φs(x, y)] and {ds} represent a matrix of

basis function values and a vector of field variables associated with the source points inside the support

of the point.

Operator 2D Elasticity

L D

 ∂2

∂x2 + 1−2ν
2(1−ν)

∂2

∂y2
1

2(1−ν)
∂2

∂x∂y

1
2(1−ν)

∂2

∂x∂y
∂2

∂y2 + 1−2ν
2(1−ν)

∂2

∂x2


Lu

 1 0

0 1


Lt D

 ∂
∂xnx + 1−2ν

2(1−ν)
∂
∂yny

ν
1−ν

∂
∂ynx + 1−2ν

2(1−ν)
∂
∂xny

1−2ν
2(1−ν)

∂
∂ynx + ν

1−ν
∂
∂xny

1−2ν
2(1−ν)

∂
∂xnx + ∂

∂yny


Table 1: The differential operators for 2D elasticity problems.

6



3.2. Maximum entropy basis functions

The concept of max-ent comes from probability theory [18, 19] where a set of mutually independent170

events {A1, A2, ..., An} with unknown probabilities {p1, p2, ..., pn} are considered. The least biased

probability distribution can be obtained by maximising the informational entropy P (·) (the specific

description of uncertainty) as

maximise
(
P (p1, p2, ..., pn) = −

n∑
a=1

pa log pa

)
, (6)

where pa is the probability associated with the occurrence of the event Ai. If probabilities are replaced

by basis functions in a defined domain, the partition of unity property is automatically satisfied. The175

linear reproducing conditions, which must also be satisfied, can be applied as constraints on the max-ent

basis functions, written (in the 1D case) as

N∗
s∑

s=1

φs = 1 and

N∗
s∑

s=1

φsxs = x, (7)

where s is the index of a source point inside the support of a collocation point. The local max-ent basis

function can be formulated as

φs({x}) =
Zs
Z
, (8)

where180

Zs = wse
−{λ̄s}T ({xs}−{x}), and Z =

N∗
s∑

s=1

Zs. (9)

In Eq. (9), {λ̄} denotes the unique Lagrange multiplier that is determined via a Newton-Raphson

method combined with {λ̄} = arg min logZ({x}, {λ̄}) [25] and ws is the weight function that control

the locality of basis functions. For the MEPCM used here, a cubic spline is used as the weight function,

which is expressed in 1D as

w(x− xs) = w(r) =


2
3 − 4r2 + 4r3 0 < r ≤ 1

2

4
3 − 4r + 4r2 − 4

3r
3 1

2 < r ≤ 1

0 r > 1

, (10)

where185

r(x− xs) =
‖x− xs‖
dm

(11)

is the normalised radius of the support domain, ||x− xs|| is the distance between the sth source point

and collocation point of interest x and dm is a user-defined parameter. In this paper we adopt

dm = dmax dx, (12)

where the scaling parameter dmax is typically 2.0− 4.0 and dx is the distance between the collocation

point and the nearest source point in its support domain. The MEPCM used in this paper is for 2D

problems and the basis functions are tensor products of the 1D max-ent basis functions described above,190
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and therefore have square support domains. This is significantly different from some other examples

in the literature where 2D max-ent functions are produced using radial basis weight functions, e.g.

[73, 74]. The two approaches have other differing properties that are discussed below.

Max-ent basis functions defined over a convex domain satisfy a weak Kronecker-delta property at

the boundary while on non-convex domains this can be lost in some cases [17]. In practice, however,195

max-ent basis functions have been shown to perform well on non-convex domains for elasticity problems

[20].

The max-ent basis functions described above have linear consistency which, if used with radial basis

weight functions, can be shown to be safe to use, on convergence grounds, to solve problems with at

most first-order derivative terms, such as encountered in weak form elasticity, for instance. Higher order200

max-ent basis functions have been developed and used successfully in [25, 28] for problems requiring

higher order consistency. However, a number of studies have demonstrated numerical evidence of

very good convergence using max-ent basis functions with linear consistency, with fourth order PDEs

discretised with a weak form approach [21] and by the current authors for second order PDEs using the

MEPCM [27], and indeed in the results later in this paper. The key aspect of the MEPCM used here205

that may explain this is the fact that a tensor product of two 1D basis functions is used to form the 2D

basis, unlike the radial basis used in many other published cases, and research is underway to explore

this behaviour to appear in a future paper.

4. Adaptive strategies for the MEPCM

In this section, r- and h-adaptive procedures are described for the 2D MEPCM, where collocation points210

are relocated and more collocation and source points are introduced locally, respectively.

4.1. r-adaptive strategy

We employ an r-adaptive approach using an error estimator based on residuals of material (rather than

physical) equilibrium for small deformation problems in 2D linear elasticity. Material equilibrium is

based on the Eshelby stress (or momentum tensor) [75, 76] rather than the Cauchy stress in physical215

equilibrium. Material equilibrium in the absence of body forces takes the following form

[L]T {Σ} = {0} in Ω, (13)

where [L] is a matrix of differential operators

[L] =


∂
∂x 0

0 ∂
∂y

∂
∂y

∂
∂x

 , (14)
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{Σ} is the Eshelby stress, {0} = {0, 0}T and Ω is the problem domain. The residuals of the material

equilibrium are adopted as the error estimator

[L]T {Σ} =
{∂W
∂x

}
explicit

, (15)

where
{
∂W
∂x

}
explicit

are the explicit derivatives of the strain energy with respect to {x}. Coordinates220

{x} label each particle of the medium, which corresponds to the position it occupies in the problem

domain. The derivation Eq. (15) can be found in Appendix A.

The non-optimal locations of collocation points act to disrupt the achievement of material equilib-

rium in a similar way to the disruption a defect in a material has in a mechanical problem as explained

in Eshelby’s original work [75] and the subsequent literature on configurational mechanics for fracture.225

The Cauchy stress describes the deformed state with respect to displacement while the Eshelby stress is

related to the global energy change of the deformed solid with respect to the collocation point positions.

The imbalance of the material equilibrium can therefore be seen as a result of an inefficient discretisation

[71]. The residual in the divergence of the Eshelby tensor therefore becomes the error estimator and

r-adaptivity is accomplished by minimising the residual in Eq. (15) with respect to collocation point230

locations. Using PCMs, the discrete strain energy can be calculated via

W ∼=
Nc∑
c=1

1

2
{σ}Tc {ε}cVc

∼=
Nc∑
c=1

1

2

{
[L]{u}

}T
c

[De]
{

[L]{u}
}
c
Vc, (16)

where {σ}= {σxx, σyy, σxy}T is the vector of the Cauchy stress, {ε}= {εxx, εyy, γxy}T is the vector

of strain, Vc denotes a volume (i.e. an area in 2D and a length in 1D) associated with each collocation

point and computed via a Voronoi diagram, {u} is the displacement vector, [De] is the elastic stiffness

matrix given by235

[De] =
E

(1 + ν)(1− 2ν)

[
(1− 2ν)[I] + ν{1}{1}T

]
, with {1} = {1 1 0}T , (17)

and [I] is the identity matrix. The residual {R(x)} of the material equilibrium given in Eq. (15) can be

the explicit derivative of strain energy in Eq. (16) with respect to collocation point locations {xc, yc}T ,

i.e.

{R(x)} =
{∂W
∂xc

,
∂W

∂yc

}T
, (18)

where c represents the index of collocation points. The physical equilibrium for elasticity problems is

linearly dependent on the displacement, however the material equilibrium is not, as non-linear terms of240

the displacement are included in Eq. (18). The Newton-Raphson method is used to solve the non-linear

system of equations. The new positions of collocation points at an iterative step n + 1 can be found

by

{xn+1} = {xn} − [R′(xn)]−1{R(xn)}, (19)

9



where n is the nth Newton-Raphson iterative step, {xn} and {xn+1} are the estimate of positions in

the previous step and the new positions in the current step. [R′(xn)] is the derivative of the residual245

vector {R(xn)} with respect to collocation point coordinates. The second term on the right-hand side

of Eq. (19) indicates the moving direction and distance for a collocation point. Eq. (19) can be solved

pointwise and the explicit form of [R′(x)] is

[R′(x)]c =

 ∂2W
∂x2

c

∂2W
∂xc∂yc

∂2W
∂xc∂yc

∂2W
∂y2c

 . (20)

In Eq. (20), the third derivatives of max-ent basis functions are required in the second derivatives

of strain energy W with respect to the current position of each collocation point and are calculated250

using forward difference method based on the second derivatives of basis function values. The detailed

formulations of the residual vector in Eq. (18) and its derivatives in Eq. (20) for 1D problems are given

in Appendix B. Since collocation points are independent of each other, the mixed second derivatives of

strain energy with respect to two different collocation points are zero. Once the residual in the Newton-

Raphson method passes a defined convergence criterion the updated positions of the collocation points255

are obtained. As the values of residual norms vary with problems, it is difficult to define a specific

tolerance in general. The relative residual norm ηnr is used here defined as

ηnr =
||∆R(xn)||

||R(xn) + ∆R(xn)||
. (21)

In Eq. (21), || · || is the L2 norm where

||R(x)|| =

√√√√ Nc∑
c=1

(∂W
∂x

)2

c
, (22)

and ||∆R(xn)|| is the norm of the total material force residual difference between the (n + 1)th and

nth iteration steps. A typical value of η is 10−2. r-adaptivity continues until the relative residual ηr260

satisfies ηr < η. In mesh-based methods, the relative residual norm ηr decreases initially, however ηr

tends to go up in latter iterations due to progressive mesh distortion [77], however in PCMs, the relative

residual norm is not influenced by mesh distortion.

In the implementation of r-adaptivity with the MEPCM, the displacement vector {d} is used to

calculate the material force residual vector {R} and the tangent matrix [R′] in each Newton-Raphson265

iteration step. The positions of collocation points in the current iterative step can be determined by

Eq. (19) directly. Additional constraints are employed so that collocation points on the boundaries

are fixed normal to the boundaries. The vector {d} is then recalculated using the collocation points

obtained in each iterative step, and max-ent basis functions. As source points are not moved in r-

adaptivity, max-ent basis functions are constructed based at the initially distributed source points in270

the overall r-adaptivity analyses. The reuse of basis functions can avoid to induce extra computational

cost associated with recalculating basis functions.
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4.2. h-adaptive strategy

In the proposed h-adaptivity strategy, local errors are estimated by the residuals of the physical equi-

librium at some generated calculation points in local areas and these are then used to estimate error275

distribution in the overall domain, while their summation is adopted to estimate the global accuracy

of the solution. In order to estimate errors over local areas, a Delaunay triangulation associated with

collocation points

calculation points

Delaunay triangulation

Figure 1: The generation of the Delaunay triangulation and calculation points in h-adaptivity (nc=3 is selected here as

a representation).

collocation points is generated (see Figure 1). The so-called calculation points in the proposed scheme

are located at the Gauss quadrature points in these triangles. Arbitrary number of calculation points can

be generated in each triangulation as these points are used for error estimation rather than numerical280

integration. For h-adaptivity the local error estimator is given as

et =
1

nc
At

nc∑
g=1

||L {uh({xg})} − {f b({xg})}||, (23)

where nc is the number of calculation points, 1
nc
At is the product of the Gauss point weight and

the determinant of the Jacobian for the triangle under consideration, g is the index associated with

the calculation point, At is the area of the tth Delaunay triangle, {xg} is the coordinates of the gth

calculation point, {uh} is the approximation of solution. For elasticity problems, the residual of the285

strong form governing equations in Eq. (23) is replaced by the physical equilibrium equation. The

global error estimator can then be easily obtained as

eG =
1

A

nt∑
t=1

et, (24)

where A =
∑nt

t=1At is the total area of the Delaunay triangulation and nt is the number of Delaunay

triangles. The local and the global error estimators, et and eG, developed for the MEPCM are used in

the refinement procedure as described below.290
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The h-adaptive refinement strategy used here is based on mesh refinement ideas in weak form-based

methods [78, 79] but is easier to implement without the constraints of point connectivity. The target

is to reduce both local and global errors, achieving a prescribed accuracy. Here, a local refinement

coefficient k ∈ [0, 1] (uniform refinement with k = 0) is predefined. The permissible local error ηt is

defined as295

ηt = kemax, (25)

where emax is the maximum local error. The selection of k is problem dependent and there is not a

rule for the choice of the value of k. However, the choice of k is determined by the variation of local

error estimators. A larger value of k could be chosen if local errors vary in a wide range while a smaller

k is used if all local errors are close to each other. Triangles with et > ηt are flagged for refinement

and in which three new collocation and source points are inserted. Consider a discretisation with four

(a) Initial points distribution; (b) First refinement; (c) Second refinement.

Figure 2: Step by step points refinement in h-adaptivity.

300

points distributed as shown in Figure 2(a) in which two Delaunay triangles are generated. The lower

triangle is flagged for refinement so three new points are added midsides of the triangle to create three

new triangles for the next iteration as shown in Figure 2(b). A second refinement would occur as shown

in Figure 2(c). For an irregular problem domain or randomly distributed points, refinement is still

straightforward. In each h-adaptive step, some new points may be coincident with existing points, and305

have to be omitted. The new source points are situated at the same positions as the new collocation

points and max-ent basis functions are recalculated when new source points are introduced. While

a refined source point distribution improves the performance of max-ent basis functions, increased

numbers of collocation points serve to better satisfy the governing PDEs and boundary conditions.

h-adaptivity continues until the global error in Eq. (24) meets a prescribed value.310

The effectiveness of the h-adaptive procedure can be described by an effectivity index as

θ =
eG
||e||L2

, (26)
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where eG is the global error estimator and ||e||L2
is the L2 norm of relative error as

||e||L2 =

√
{uh − ue}T {uh − ue}√

{ue}T {ue}
. (27)

In Eq. (27), {uh} and {ue} are the approximation and exact solution, respectively. The effectivity

index can be measured for those problems with analytical solutions to validate the performance of the

proposed error estimator. If the effectivity index, θ oscillates around a constant with an increasing315

number of degrees of freedom, the error estimate is efficient because the estimated error converges at

a similar rate to the actual error.

r- and h-adaptivity can be employed in the MEPCM separately to improve accuracy, however both

have their limitations. Nc and Ns are not changed in r-adaptivity; only the density of collocation

points in the domain and on the boundaries is changed so in pure r-adaptivity, an arbitrarily prescribed320

accuracy may not be achievable using a given number of degrees of freedom. In pure h-adaptivity,

although the number of points increases continuously, the positions of newly inserted points are at

least partially determined by the initial distribution of points which presents a degree of inflexibility.

Therefore, there is a potential advantage in combining the two approaches and a combined rh-strategy

is also considered here, in which intermittent r- and h-adaptive steps occur. An arbitrarily defined325

accuracy ηg can be accomplished by an optimised point distribution with an optimal number of Nc and

Ns. After the initial calculation using a given discretisation, r-adaptivity is used to adjust the point

positions, which is followed by further h-adaptivity. As different quantities of error estimators are used

in r- and h-adaptivity respectively, it is vital to point out that the given accuracy should be achieved

by the residual ηr in r-adaptivity or eG in h-adaptivity. In contrast to weak form-based methods, the330

need of integration, and an associated mesh can be removed in strong form-based MEPCM, making

the implementation of the proposed rh-adaptivity in the MEPCM straightforward and efficient without

mesh distortion in r-adaptivity and remeshing in h-adaptivity.

5. Implementation issues

While truly meshless methods do not possess connectivity information supplied by the presence of a335

mesh, basis functions and support domains around collocation points are needed. Sufficient source

points are needed in the local support of each collocation point to guarantee the partition of unity

(PoU) property.

In previous studies using max-ent basis functions, e.g. [20, 80], the size of the support domain for

each collocation point was controlled by a scaling parameter dmax, making the choice of dmax vital340

as this support region has an influence on accuracy and stability of the approximation. For a regular

distribution of source and collocation points, N∗s is the same using a fixed dmax for most collocation

points in the interior of the problem domain and the computational cost for calculating basis functions

for each collocation point in the interior of the problem domain is similar. However, using a fixed dmax
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in a random (or unstructured) distribution of points, as might occur with adaptivity, may lead to lengthy345

computational time for constructing basis functions for each collocation point as each will be different

since N∗s varies, but more seriously the coefficient matrix [K] may be singular since there might be

an insufficient number of points in support for some collocation points. In addition to this, for some

collocation points on boundaries, fewer source points are likely to be included in the local support. An

inapproaciate choice of dmax may cause ill-conditioning with high condition number or instabilities. To350

address this issue, an algorithm is used to search for the N∗s nearest source points in the neighbourhood

of each collocation point. The main idea is not to define a constant dmax but to define a minimum

number of source points N∗s in the support domain throughout the problem. These N∗s nearest source

points for each collocation point are stored for calculating basis functions. The minimum N∗s could

be set as three in 2D for linear basis functions, for example. An additional check is required to ensure355

that the N∗s source points are not collinear with the collocation point in 2D (similar to the issue in [81]

for weak form-based meshless methods). Using this idea, the computational cost for calculating basis

functions of each collocation point is similar and singular coefficient matrices [K] can be avoided. If

the N∗s th and (N∗s + 1)th source points have the same distances from the centred collocation point,

both are included. A rectangular support domain is chosen as max-ent basis functions are constructed

(a) Fixed N∗s (b) Fixed size for support

source points

collocation points

Figure 3: Two algorithms for determining N∗
s .

360

in the Cartesian coordinates and the two different approaches used are as shown in Figure 3. In Figure

3(a) N∗s is set as 6 for all collocation points and it can be seen that the sizes of support domain for all

collocation points are different. Since coincident source and collocation points may lead to inaccuracy

of the first max-ent basis function derivatives [82], source points that are identified in a search that are

coincident with the collocation point are not counted in N∗s . Figure 3(b) shows the case where the size365

and shape of support domain (i.e. dmax) is the same for all collocation points and N∗s varies across

the support domains. In the numerical examples section which follows, the performance in terms of

accuracy using both methods, i.e. fixed N∗s and fixed dmax, is demonstrated.
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6. Numerical examples

In this section, some numerical examples are presented to demonstrate the performance of the proposed370

r-, h- and rh-adaptivity procedures. Comparisons in terms of accuracy using fixed N∗s and dmax are

conducted for r- and h-adaptivity separately. The first two examples have analytical solutions so

that clear L2 norms of relative errors ||e||L2
can be determined to show convergence rates. The

effectivenesses of the proposed error estimator in h-adaptivity is validated by comparing the plots of

||e||L2 and eG versus degrees of freedom. In h-adaptivity, two calculation points (nc=2) are selected in375

each local length for 1D problems and three calculation points (nc=3) are selected in each triangulation

for 2D problems in order to keep the balance of accuracy and computational cost. All analyses were

run in MATLAB R2015b using an Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHZ. The computational

efficiency with respect to accuracy and computational times are presented for each adaptivity strategy.

The CPU times stated in the later examples are the averages from 10 measurements.380

6.1. 1D bar

In this example, a 1D linear elastic bar of unit length fixed at the point x = 0 and subjected to a body

force f b(x) = x is studied using r- and h-adaptivities respectively to validate each proposed individual

adaptive approach. For this 1D problem, the linear system was set up with displacement boundary

conditions imposed at collocation points at the two ends and the governing equation applied to all385

collocation points inside the domain. For small deformations, the analytical solutions for displacement

and Cauchy stress are

u(x) =
1

E

(x
2
− x3

6

)
and σ(x) =

(1− x2

2

)
, (28)

where here, E = 1.0. The unit length bar was discretised by a uniform distribution of collocation

points and source points at the same positions since the first max-ent basis function derivatives are not

required in implementing boundary conditions here.390

6.1.1. r-adaptivity

Eleven collocation and source points were distributed uniformly in the problem domain and at the

boundaries. All source points were fixed during r-adaptivity. The residual norm ||R(x)|| in Eq. (22)

for each Newton-Raphson iterative step is presented in Figure 4(a) where ||R(x)|| decreases rapidly in

the first three steps followed by a degradation in the last two steps, converging to a non-zero value.395

It demonstrates that the discretisation errors cannot be further reduced with this given number of

degrees of freedom, which is a limitation of pure r-adaptivity as stated above. The convergence of the

Newton-Raphson method for this 1D bar problem is shown in Figure 4(b) where the gradients between

pairs of steps are shown. The convergence rate in the first three steps is close to the theoretical value

2.0 [83] but becomes to 0.08 in the latter steps, which is limited by the number of points.400

The comparison between analytical and numerical results in terms of displacement and stress against

collocation points distribution (Nc = 11) in r-adaptivity is given in Figure 5 where they match well
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(b) Convergence rate of ||R(x)||.

Figure 4: Residual norms and convergence rate in the Newton-Raphson method of the 1D bar problem.
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(a) Displacement results against positions.
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(b) Stress results against positions.

Figure 5: Comparison in terms of displacement and stress between analytical and numerical results using the MEPCM

for the 1D bar problem.
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with each other. In Figure 6(a), a comparison in terms of the relative error ||e||L2
given in Eq.(27) in

uniform h-refinement and r-adaptivity with either fixed N∗s or dmax is presented to show the influence

of the choice for support domain. In this study, using N∗s = 2 appears to achieve better convergence405

rates than using N∗s = 3, 4 and dmax = 2.0. In Figure 6(a), the number of source points inside the

local support N∗s is critical to accuracy but it remains unclear how to find the optimal N∗s theoretically

[84]. Using fixed N∗s makes the number of source points in the support the same for all collocation

points but N∗s = 2, 3 or 4 can result in different weight function values. When N∗s = 2, 3 or 4, the

condition number of the resultant coefficient matrix is smaller than 1000 without any ill-conditioning410

issues. Alternatively, using fixed dmax controls the size of support domain the same for each collocation

point but N∗s varies. Since in r-adaptivity, collocation points are gradually relocated to an irregular
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Uniform refinement, N∗s = 2; r-adaptivity, N∗s = 2; r-adaptivity, N∗s = 3;
r-adaptivity, N∗s = 4; r-adaptivity, dmax = 2.0.
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(b) Convergence rate of ||e||L2
against CPU time.

Figure 6: Convergence rate of ||e||L2 and computational efficiency of the 1D bar problem using uniform refinement and

r-adaptivity with various N∗
s .

distribution, which may lead to deficiency in the linear system using dmax = 2.0. In Figure 6(b)

CPU times for uniform h-refinement and r-adaptivity with N∗s = 2 using different discretisations were

measured to compare the computational efficiency. With the same number of degrees of freedom,415

uniform h-refinement is cheaper than r-adaptivity as r-adaptivity takes more time to find optimal

positions for collocation points. However with an increasing number of degrees of freedom (relatively

small errors), r-adaptivity with the MEPCM is more cost-effective than using uniform h-refinement

because in uniform h-refinement the extra degrees of freedom are introduced in local regions with small

errors. In this example, it is concluded that the accuracy of the MEPCM approximation can be improved420

through effective r-adaptivity.
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6.1.2. h-adaptivity

The 1D bar is now analysed using h-adaptivity where the governing PDEs and boundary conditions are

identical to those used in the study of r-adaptivity above. The initial discretisation is shown in Figure

7(a). In 1D analysis, the local error estimate et is replaced by el as425

el =
1

2
l

2∑
g=1

||E
d2uhg
dx2

g

− xg||, (29)

which is estimated at the calculation points as shown in Figure 7(b) in each local length. In Eq. (29),

l is the length between two adjacent collocation points, xg is the coordinate of the gth calculation point

and uhg is the approximation at the gth calculation point. The global error is

eG =
1

L

nl∑
l=1

el, (30)

where L is the length of the 1D problem domain and nl is the number of individual lengths. In this

example, new collocation and source points are added at the centres of local lengths determined by the430

local error estimate el.

collocation points
source points

collocation points
source points
calculation points

(a) (b)

Figure 7: The collocation, source and calculation points generation in h-adaptivity of the 1D bar problem.

As shown in Figure 8, this study concerns the effect of the local refinement coefficient k (k =

0.9, 0.95, 0.99) on accuracy (both eG and ||e||L2
) in h-adaptivity with N∗s = 2. Although there is no

theoretical value for the local refinement coefficient, k, the choice of k is affected by the variation

of local errors over the domain. The range of local error in this example is small so k is selected to435

be close to 1. The global error estimator eG given in Eq. (30) for uniform and h-adaptivity with

k = 0.9, 0.95, 0.99 are plotted against Ns in Figure 8(a). It can be seen that eG for uniform refinement

decreases slower than h-adaptivity with k = 0.9, 0.95, 0.99. Using k = 0.9 allows more points to be

added than using k = 0.95 and 0.99 in the adaptive steps. The convergence rate of eG using k = 0.95

is greater than using k = 0.99 and smaller than using 0.9 in the initial two steps. However, it decreases440

faster than the other two cases in the latter steps. The number of new points in the case with k = 0.95

makes h-adaptivity more efficient than using the other two cases, achieving a better convergence with

more accurate results. Figure 8(b) shows the convergence rates of ||e||L2 in uniform refinement and

h-adaptivity with k = 0.9, 0.95, 0.99, which is used to validate the performance of the proposed global

error measure eG. Comparing Figure 8(a) with Figure 8(b), recalling that this is a 1D problem with445
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an analytical solution, a similar trend is apparent using eG and ||e||L2
with different k, although the

magnitudes in these two figures are different.
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Uniform refinement, k = 0; h-adaptivity, k = 0.9;
h-adaptivity, k = 0.95; h-adaptivity, k = 0.99.
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(b) Convergence rate of ||e||L2 .

Figure 8: Convergence rate of the 1D bar problem using uniform refinement and h-adaptivity with various k.

Measurements of eG versus the CPU time (which includes the total computational time for calcula-

tion, error estimation and point refinement) and the effectivity index θ for h-adaptivity with different

local refinement coefficients k, are shown in Figure 9. It can be seen in Figure 9(a) that uniform450

refinement takes more time than h-adaptivity to achieve the prescribed accuracy since in h-adaptivity

fewer points are used than in uniform refinement. Comparing the CPU time in h-adaptivity with varying

k, the computational cost using k = 0.9 is higher than using k = 0.95 and k = 0.99 as more new points

are inserted. Fewer new points are inserted using k = 0.99, but it is slower to achieve the predefined

accuracy. From the above numerical results, for this problem h-adaptivity with k = 0.95 can achieve455

better accuracy for less CPU time than uniform refinement or h-adaptivity with other k values. In

Figure 9(b), the effectivity index with k = 0.9, 0.95, 0.99 in h-adaptivity for this 1D problem is plotted.

The effectivity index for k = 0.95 increases slightly in the continuous adaptive steps and the gradient

of θ is not a constant as the convergence rates of errors described by different error estimators have

different magnitudes. The effectivity index with k = 0.9 shows oscillation around a value 10, which460

implies the ratio of the proposed error estimator and the actual error is close to a constant. The global

error estimator eG converges at a similar rate to the actual errors.

Distributions of collocation points and local errors, el and ||e||L2
of each local length in the step-

by-step h-adaptivity with k = 0.95, are shown in Figure 10. It can be observed that the local lengths

with local errors el and ||e||L2 greater than the permissible errors are refined in h-adaptive process. In465

this figure, el and ||e||L2
follow the same trend although they are estimated in different ways. In Figure

10(b)-10(d), the positions of newly added collocation points can be determined by el or ||e||L2
. It can
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Figure 9: Computational efficiency and the effectivity index of the 1D bar problem using h-adaptivity using various k with

N∗
s = 2.

also be observed in Figure 10 that there is only a little variation in the local errors across the domain,

therefore the selections of refinement coefficient k are in a small range and sensitive to the analysis.

Since all local errors are very close to the maximum local error estimator, k is chosen to be close to 1470

(here k = 0.9, 0.95 and 0.99). If values of k are chosen in a larger range, some choices below a certain

value may actually lead to analyses which have identical results with uniform refinement (k = 0). It is

clear that the selection of the best local refinement parameter varies with problems and distribution of

local errors.

6.2. An infinite plate with a circular hole475

In this example, an infinite plate with a circular hole of radius a=1 with a far field stress p = 1 in the

x-direction under a plane stress condition is analysed. In this example, uniform refinement, pure r-, h-

and combined rh-adaptivities are compared in terms of accuracy and computational cost. Because the

problem model is symmetric, the upper right quarter of the infinite plate, truncated at x = 5 and y = 5

(b = 5), is taken for analysis, as shown in Figure 11. Displacement boundary conditions were imposed480

at the collocation points on the the right and top edges, and roller boundary conditions were imposed

on the bottom and left edges and the circular edge was traction free. The governing PDE was applied

to the rest of the collocation points in the interior of the domain. This problem has been widely used

for validation of numerical methods in the past and the analytical solution of displacement [85] is

u =
a

8G

{ r
a

(κ+ 1) cos θ +
2a

r
[(1 + κ) cos θ + cos(3θ)]− 2a3

r3
cos(3θ)

}
(31)

485

v =
a

8G

{ r
a

(κ− 3) sin θ +
2a

r
[(1− κ) sin θ + sin(3θ)]− 2a3

r3
sin(3θ)

}
, (32)
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(c) The second h-adaptive step.
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(d) The third h-adaptive step.

Figure 10: The collocation points and local error distributions in h-adaptivity with k = 0.95 of the 1D bar problem.
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Figure 11: A portion of the infinite plate with a circular hole with a far field stress p = 1.0 in x direction.

where u and v are displacements in x and y directions, E is the modulus of elasticity, ν is Poisson’s

ratio, G is the shear modulus

G =
E

2(1 + ν)
, (33)

and

κ =
3− ν
1 + ν

. (34)

r and θ are the polar coordinates as shown in Figure 11. The problem here was solved with E = 106

and ν = 0.3. Throughout, a value of N∗s = 3 was used. In the initial distribution, 63 collocation490

points were distributed in the interior of the problem domain and on the boundaries as shown in Figure

12(a). Collocation points on boundaries were fixed normal to the boundaries in r-adaptivity. The local

error estimator et for each local area was estimated at the generated calculation points and k = 0.2 in

this example was selected to test the performance of various adaptive strategies. Unlike in the 1D bar

problem, the smaller local refinement coefficient k is used in this example since the variation of local495

errors is more significant as compared to the 1D problem.

The distributions of collocation points in the first rh-adaptivity step are illustrated in Figure 12. In

r-adaptive step, collocation points in the initial distribution are moved towards the circular hole area

as shown in Figure 12(b), where the blue arrows illustrate the moving direction and distance of each

collocation point determined by the material equilibrium residuals. Error residuals around the circular500

hole are higher than in the other local areas because of the stress concentration effect caused by the

circular hole. These updated positions of collocation points are employed to construct the Delaunay

triangulation where three calculation points are generated in each triangulation as shown in Figure

12(c). In the following h-adaptivity step, as shown in Figure 12(d), most of the newly added points are

again located in the area close to the hole.505

Since the analytical solution exists, the L2 norms of relative error in terms of the displacement ||e||L2

for uniform h-refinement, pure h-, r- and combined rh-adaptivities are plotted in Figure 13. These
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(a) A portion of the infinite plate with a circu-

lar hole with a far field stress p = 1.0 in x dire-

ction.

(b) Collocation points after the 1st relocation.

(c) The generation of triangles and calculation points. (d) Collocation points after the 1st rh-adaptivity.

Figure 12: The distribution of collocation points in rh-adaptivity with k = 0.2 of the infinite plate with a circular hole

problem.
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four strategies start with the same number of degrees of freedom. The convergence rate for uniform

refinement is 2.0, which agrees well with the expected convergence rate for the MEPCM. Values of

||e||L2 in h-adaptivity are smaller and have a higher convergence rate than for uniform refinement using510

the same discretisation. It can be seen that the convergence rate of ||e||L2 for r-adaptivity is almost

the same as for uniform refinement as they use the same basis functions; i.e. the improvement of

accuracy between uniform and r-adaptivity for different discretisations stays approximately the same.

The fourth set of plotted results is for the rh-adaptive process which is adopted five times from the same

initial number of degrees of freedom as in the other cases. It is observed that ||e||L2 in the combined515

rh-strategy exhibits a better convergence rate than uniform, r- and h-adaptivities. In rh-adaptivity,

Nc and Ns increase from 63 to 1213 over five steps. After the initial calculation, the accuracy of

the solution is improved by r-adaptivity where the number of degrees of freedom remains the same

indicated by the vertical section of the plot in Figure 13. In the following h-adaptive step, the errors are

reduced by increasing the number of degrees of freedom. Not only are the collocation points relocated520

in r-adaptivity but also additional points are refined in a combined strategy, which gives a more flexible

approach with better performance in terms of accuracy than individual adaptive strategies. This elastic

plate with a circular hole problem has also been studied in [37] and relative errors between exact and

estimated results in the energy norm using uniform and h-adaptive IGA-C has been demonstrated. It

was observed in [37] that the convergence rates in uniform and adaptive Gaussian collocation methods525

are 1.4 and 1.9, which is faster than using Greville and Galerkin collocation methods. Fig. 13 shows

the convergence rate of ||e||L2 using the h-adaptive MEPCM which is higher than 2.0. However, as

indicated above, the error estimators are different, and together with the major differences in the basis

functions and the discretizations probably invalidates a direct and reliable comparison without further

study.530

For h- and rh-adaptive approaches, the global error estimator eG obtained in each h-adaptive step

is shown in Figure 14, where it is clear that eG converges faster in rh-adaptivity than in h-adaptivity.

Comparing ||e||L2
in Figure 13 with eG in Figure 14, although the actual values of eG and ||e||L2

for

this example are different, they show the same changing trend and the proposed eG can be used to

predict the distributions of actual errors.535

Figure 15 shows the material force residuals in each r step of combined rh-adaptivity. It can

been seen in Figure 15 the minimisation of material force residual becomes more efficient from the

second r-adaptive step because h-adaptivity is used after the first r-adaptive step, which reduces the

discretisation error.

The computational costs of using these strategies are presented (in Table 2). It is obvious that540

uniform refinement costs the shortest CPU time using the MEPCM with Ns = 1225. The pure h-

adaptive approach starts from Ns = 63 to Ns = 1213 and the CPU time for h-adaptivity includes

5 calculations, 5 error measurements and 5 point refinements in total, taking 820.2s which is nearly
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Figure 13: Convergence rate of ||e||L2 of the plate with a circular hole problem with k = 0.2.

101.3 101.4 101.5 101.6 101.7 101.8

10−10

10−9

10−8

10−7

10−6

10−5

10−4

10−3

(2×Ns)
1
2

G
lo

b
al

er
ro

r
e G

h-adaptivity
rh-adaptivity

3.0

Figure 14: Convergence rate of eG using h and hr-adaptivity of the plate with a circular hole problem with k = 0.2.

Initial Ns Final Ns CPU time (s) Final ||e||L2 Final eG

Uniform refinement 1225 1225 7.760× 101 1.490× 10−3 1.66× 10−05

h-adaptivity 63 1213 8.202× 102 2.101× 10−4 2.280× 10−06

r-adaptivity 1225 1225 1.232× 103 3.199× 10−4 3.554× 10−06

rh-adaptivity 63 1213 1.923× 103 9.072× 10−5 1.741× 10−10

Table 2: Quantitative results for the infinite plate with a circular hole problem using different adaptivity approaches.
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Figure 15: The material force residuals against iterations for the plate with a circular hole problem, with k = 0.2.

10 times that of uniform refinement. The pure r-adaptive approach relocates 1225 collocation points

and the total CPU time for this process is 15.8 times greater than uniform refinement but the error545

is cut by 78.5%. The total CPU time for combined rh-adaptivity is also reported. Compared to pure

h-adaptivity, the combined approach reduces 99.9% of the error but at greater cost. Clearly for practical

analyses one would be seeking to maximise the ratio of accuracy to cost, so a high computational cost

does not entirely rule out one approach over another.

6.3. L-shaped plate under uniaxial loading550

The final example presented in this paper is that of a plane stress L-shaped plate subjected to uniform

displacement on one external edge, for which the problem model and boundary conditions are shown in

Figure 16. The right and top edges were constrained in x and y directions, respectively, and Dirichlet

boundary conditions were imposed on the left edge. The other three edges were traction free. The

material properties used for this example were E = 1.0 × 105 and ν = 0.3. An analytical solution is555

not available for this example so it is impossible to work out ||e||L2
. The proposed eG in h-adaptivity

is therefore adopted to identify the accuracy of the local approximation in the h- and rh-adaptive

processes.

Again, uniform h-refinement, pure r-, h- and combined rh-adaptive approaches were considered

for comparison in terms of accuracy and computational cost for this example. N∗s = 3 was selected560

throughout and k = 0.3 used in h-adaptivity. The local errors vary considerably in this example

because of the stress singularity at point C so the selection of k is smaller than that of the first

example. Collocation points on boundaries were fixed in r-adaptivity. At the beginning of the analysis,

96 collocation points were distributed uniformly with the same number of source points but at slightly

different positions, as shown in Figure 17(a). All source points were distributed non-uniformly in radial565
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Figure 16: The L-shaped plate with a uniform displacement on the left edge.

direction centred at point C by a scaling parameter 0.01.

As shown in Figure 17(b) collocation points in the interior of the domain were relocated in the

r-adaptive step, resulting in a distribution that concentrates a group of collocation points towards the

stress singularity at C, while the collocation points on boundaries were not allowed to move. The moving

direction and distance of each collocation point have been marked by the blue arrows. The updated570

collocation points in Figure 17(b) are employed to generate Delaunay triangulations, for which three

calculation points are produced in each triangle as shown in Figure 17(c). Local errors are measured

at calculation points, which determines the positions for new collocation points in h-adaptive step.

In Figure 17(d) it is seen that new collocation points are inserted around point C. In both r- and

h-adaptive processes, collocation points are inserted near to and moved towards the singularity point575

since the material force residual and et are much higher there than in the rest of the domain as might

be expected.

The global error eG is also calculated to assess the accuracy of uniform refinement, r-, h- and rh-

adaptivities, as shown in Figure 18. The global error eG in uniform refinement reduces more slowly with

higher error values than the other three methods. h-adaptivity improves the accuracy more efficiently580

with a greater convergence rate than that of uniform refinement. For the same number of degrees of

freedom, new collocation points are refined in the regions with higher et, such as near point C in this

example. In uniform refinement, et in some regions far away point C reaches the prescribed accuracy

requirement where additional collocation points are not needed. Although the material force residuals

are used as an error estimator in the Newton-Raphson method in r-adaptivity, eG is also calculated585

after each r-process as a consistent error estimator to compare the convergence rate with the other

three strategies. r-adaptivity decreases eG using the same number of degrees of freedom and shows

a similar convergence rate to uniform h-refinement. Given the fact that errors have more than one
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(a) Collocation and source points. (b) Collocation points after the 1st relocation.

(c) The generation calculation points in triangles. (d) Collocation points after the 1st refinement.

Figure 17: The generation of points and triangulations of rh-adaptivity of the L-shaped plate.
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source, the r-adaptive procedure can only eliminate part of the discretisation errors by minimising the

material force residual.590
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Figure 18: Convergence rate of eG using different adaptivity of the L-shaped plate with k = 0.3.
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Figure 19: Material force residuals in the iteration process of the L-shaped plate with k = 0.3.

The material force residuals measured in the 5 r-adaptive steps of a combined rh-adaptivity are

shown in Figure 19. In the 5 r-adaptivity steps, collocation points’ relocations are completed within 5

iterations to achieve the prescribed requirement. The absolute value of residual in the first r-adaptivity

step is higher than the rest because h-adaptivity is implemented after the first r-process.

For this example, Table 3 presents the CPU time for different adaptive strategies. The CPU time for595

h-adaptivity is counted when Ns is increased from 96 to 357 which includes 4 MEPCM calculations, 4
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error estimations and 4 point refinements. Both source and collocation points are refined in each process

and basis functions and derivatives are recalculated. This repeated process costs much more CPU time

(3 times) than uniform h-refinement but with a significant accuracy improvement. In r-adaptivity, 408

collocation points are relocated iteratively and, compared to uniform refinement, an additional 184s is600

spent on relocation. The combined adaptive procedure is repeated 4 times which takes more time than

the summation of pure h- and pure r-adaptivity since single h- and r-adaptive process are dependent

on each other. The error estimation in each adaptivity step relies on the solution obtained from the

previous step. However this combined method provides a more flexible way to achieve the best accuracy

in contrast to the other three adaptivity processes.605

Initial Ns Final Ns CPU time (s) Final eG

Uniform h-refinement 408 408 9.119× 101 3.325× 10−4

h-adaptivity 96 357 2.257× 102 9.84× 10−6

r-adaptivity 408 408 2.752× 102 4.024× 10−5

rh-adaptivity 96 511 5.224× 102 1.845× 10−6

Table 3: Quantitative results for the L-shaped plate.

7. Conclusions

In this work, r-, h- and combined rh-adaptive strategies have been investigated and implemented with

the MEPCM for the first time. The discrete material force residuals act as driving forces in r-adaptivity

determined from the imbalance of material equilibrium equation for these linear elasticity problems.

r-adaptivity results in an optimal distribution of collocation points with minimum total potential energy610

achieved by collocation point relocation using a certain number of degrees of freedom. h-adaptivity

offers a point refinement strategy to achieve better accuracy that reduces errors by satisfying the

physical equilibrium at more collocation points than at the original arrangement of points. Therefore,

in this paper, a robust error estimate based on the strong form of the governing equations residual and

a clear refinement procedures have been developed. The selection of refinement parameter k value,615

which has an effect on the efficiency of h-adaptivity in terms of accuracy and computational cost, is

difficult. k appears to be dependent on the requirement of prescribed accuracy in adaptivity and the

problem geometry with boundary conditions and external loads. Although there is no rigorous rule to

define the value of k, this is a common issues across adaptive numerical analysis and its value can be

suggested by the variation of local errors. A combined adaptive technique has also been developed620

in which r- and h-adaptivities are repeated in cycles to achieve a prescribed tolerance. Numerical

examples are presented to demonstrate the proposed adaptive strategies. A comparison in terms of the

convergence characteristics in L2 norm of relative error and proposed relative error norm on material

force residual for a problem with an analytical solution indicates that r-adaptivity is more flexible than
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uniform h-refinement. Another comparison between h-adaptivity and uniform h-refinement verifies that625

the error estimator in h-adaptivity is stable. Both r- and h-adaptivities can achieve better accuracy with

higher convergence rates than uniform refinement but at greater cost. 2D problems with and without

analytical solutions were also examined using combined rh-adaptivity. In conclusion, clear evidence of

satisfactory convergence has been provided throughout this paper depending on the different adaptive

MEPCMs used. The computational cost of using combined rh-adaptivity is greater than single adaptive630

strategies and uniform refinement, however it is important to remember that a practical problem will

be seeking a prescribed accuracy as well as seeking to reduce computational cost.

This work has introduced combined rh-adaptivity in the MEPCM for the first time and has been

validated against 1D and 2D problems. It would be interesting to extend the proposed rh-adaptive

MEPCM for solving 3D problems. However, more effort is required to construct 3D max-ent basis635

functions with second derivatives, as well as to assemble the coefficient matrix in 3D. Correspondingly,

the complexities in adaptive strategies are also increased with more expensive computational cost. It

could be an interesting topic of future research.
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Appendix A Derivation of material equilibrium

In Appendix A, the derivation of material equilibrium is presented, which is based on the material

in [75]. The Cauchy stress for small deformations can be written as

σij =
∂W

∂εij
, (35)

with strain645

εij =
1

2
(ui,j + uj,i), (36)

where i, j = 1, 2 in 2D. Total potential energy stored in elastic body is defined as

W = W (ui, ui,j , xi) (37)

where W is a function of ui, ui,j and xi. Using the chain rule, the spatial gradient of strain energy

with respect to each particle of the medium xl is given by

∂W

∂xl
=
∂W

∂ui
ui,l +

∂W

∂ui,j
ui,jl +

∂W

∂xl

∣∣∣
explicit

, (38)

where ∂W
∂xl

∣∣∣
explicit

denotes the explicit derivative of strain energy with respect to xl. In Eq. (38),

using the relationship ∂W
∂ui

= f bi and
∂σij

∂xj
= ∂

∂xj

∂W
∂ui,j

, we have ∂W
∂ui

= ∂
∂xj

∂W
∂ui,j

considering physical650
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equilibrium. Then the first two terms on the right of Eq. (38) can be replaced by ∂
∂xj

(
∂W
∂ui,j

ui,l

)
using

the chain rule inversely. Writing ∂W
∂xl

=
∂(Wδij)
∂xl

, the Eshelby stress or energy momentum tensor is

defined as

Σlj = Wδlj − σijui,l, (39)

therefore Eq. (38) can be rearranged to obtain material equilibrium as

∂Σlj
∂xj

=
∂W

∂xl

∣∣∣
explicit

. (40)

In r-adaptivity proposed in this work, the residual of material equilibrium is used as the source of the655

error estimator.

Appendix B Material equilibrium residual and its derivatives using the MEPCM in 1D case

For 1D problems, the strain energy in Eq. (16) is collected at collocation points using the MEPCM

as

W ∼=
Nc∑
c=1

E

2
{∂u
∂x
}2cVc. (41)

The residual function and its derivative in Eq. (18) and Eq. (20) can be expressed as660

R(x) =
dW

dxc
=

Nc∑
c=1

E{∂u
∂x
}c{

∂2u

∂x2
}cVc, (42)

and

R′(x) =

Nc∑
c=1

E
(
{∂

2u

∂x2
}2c + {∂u

∂x
}c{

∂3u

∂x3
}c
)
Vc. (43)

Using the MEPCM, ∂u∂x , ∂
2u
∂x2 and ∂3u

∂x3 are the products of the first, second and third derivatives of local

max-ent basis functions and displacement at source points.
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