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A B S T R A C T 

We present a retuning of the IllustrisTNG baryonic physics model which can be used to run large-box realistic cosmological 
simulations with a lower resolution. This new model employs a lowered gas density threshold for star formation and reduced 

energy releases by stellar and black hole feedback. These changes ensure that our simulations can produce sufficient star 
formation to closely match the observed stellar and gas properties of galaxies and galaxy clusters, despite having ∼160 times 
lower mass resolution than the simulations used to tune the fiducial IllustrisTNG model. Using the retuned model, we have 
simulated Hu–Sawicki f ( R ) gravity within a 301.75 h 

−1 Mpc box. This is, to date, the largest simulation that incorporates 
both screened modified gravity and full baryonic physics, offering a large sample ( ∼500) of galaxy clusters and ∼8000 galaxy 

groups. We have reanalysed the effects of the f ( R ) fifth force on the scaling relations between the cluster mass and four observable 
proxies: the mass-weighted gas temperature, the Compton Y -parameter of the thermal Sun yaev–Zel’do vich effect, the X-ray 

analogue of the Y -parameter, and the X-ray luminosity. We show that a set of mappings between the f ( R ) scaling relations and 

their Lambda cold dark matter counterpart, which have been tested in a previous work using a much smaller cosmological 
volume, are accurate to within a few per cent for the Y -parameters and � 7 per cent for the gas temperature for cluster-sized 

haloes (10 

14 M � � M 500 � 10 

15 M �). These mappings will be important for unbiased constraints of gravity using the data from 

ongoing and upcoming cluster surv e ys. 

Key words: methods: numerical – galaxies: clusters: general – cosmology: theory – dark energy. 

1

G
h  

h
a
f
e
n
p
A  

o
w  

t
i
f

c
g  

C  

X
2
Z
i

�

p  

2  

c  

w
t
i

 

fi  

i  

m  

e  

e
g
g  

p
a
b  

u  

fl  

m  

c
d  

f  

m

©
P
C
p

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/514/3/3349/6603840 by guest on 14 July 2022
 I N T RO D U C T I O N  

alaxy clusters are the largest gravitationally bound structures that 
av e been observ ed in the Univ erse. The y are believ ed to trace the
ighest peaks of the primordial density field, and their properties 
re highly sensitive to cosmological parameters which control the 
ormation and evolution of large-scale cosmological structure. For 
xample, the cluster abundance, which is quantified using cluster 
umber counts, has been used to constrain the matter density 
arameter �M 

and the linear fluctuation of the density field σ 8 (e.g. 
de et al. 2016 ). Clusters can also be used to probe the strength
f gravity on the largest scales: for example, a strengthened gravity 
ould result in the formation of a greater number of clusters by

he present-day and alter properties such as the temperature of the 
ntracluster gas. Therefore, cluster observations can be used to search 
or departures from general relativity (GR). 

Ongoing and upcoming astronomical surv e ys are generating vast 
atalogues using all available means of detection: clustering of 
alaxies in galaxy surv e ys (e.g. La wrence et al. 2007 ; LSST Science
ollaboration 2009 ; Laureijs et al. 2011 ; DESI Collaboration 2016 );
-ray emission produced by the hot intracluster gas (Weisskopf et al. 
000 ; Jansen et al. 2001 ; Merloni et al. 2012 ); and the Sunyaev–
el’dovich (SZ) effect (e.g. Sunyaev & Zeldovich 1972 ), which 

s caused by interactions between cosmic microwave background 
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hotons and electrons in the intracluster gas (e.g. Hasselfield et al.
013 ; Abazajian et al. 2016 ; Ade et al. 2016 , 2019 ). Some of these
atalogues will be many times larger than previous data sets, and
ill offer a means to significantly enhance our understanding of 

he mechanisms driving the large-scale evolution of the Universe, 
ncluding the late-time accelerated cosmic expansion. 

Before we can use this data to test cosmological models, we must
rst consider any potential sources of bias that can arise from an

ncomplete modelling of the cluster properties. F or e xample, man y
odified gravity (MG) models (see e.g. Clifton et al. 2012 ; Joyce

t al. 2015 ; Koyama 2018 ; Ferreira 2019 ), which can be used to
xplain the accelerated cosmic expansion, feature a strengthened 
ravitational force. This can alter properties such as the intracluster 
as temperature and the density profile. If these effects are not
roperly accounted for in tests of these models using the abundance 
nd other properties of galaxy clusters, the inferred constraints may 
e subject to bias. For example, the cluster mass is often determined
sing scaling relations that relate the mass M with some observable
ux Y obs . In GR, these are often modelled as power laws, but this
ay be inaccurate for MG. If these effects are not accounted for, then

onstraints inferred by comparing the observed cluster abundance, 
 n /d Y obs , with the model-dependent prediction of the halo mass
unction (HMF), d n /d M , can be unreliable, since the inferred cluster
ass is not correct. 
The abo v e effects can be studied and modelled using numerical

osmological simulations which incorporate sub-resolution models 
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1 In this work, we define the halo mass M � 

as the total mass within a sphere of 
radius R � 

which is centred on the potential minimum of the halo and encloses 
an average density of � times the critical density at the halo redshift for a flat 
universe. 
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or baryonic processes such as star formation, gas cooling, and
tellar and black hole feedback (e.g. Schaye et al. 2015 ; Weinberger
t al. 2017 ; Pillepich et al. 2018a ). For the first time, these ‘full-
hysics’ models are being incorporated in MG simulations to study
he combined effects of the extra gravitational forces and baryonic
rocesses on the properties of galaxies. F or e xample, the SHYBONE

imulations (see Arnold, Leo & Li 2019 ; Hern ́andez-Aguayo et al.
021 ), which incorporate the IllustrisTNG baryonic physics model
Weinberger et al. 2017 ; Pillepich et al. 2018a ), were run for two
opular MG models which feature a strengthened gravity and some
creening mechanism to reco v er GR in high-density re gions. These
ielded useful insights into, for example, the abundance of disc-
haped galaxies, the power spectra of different matter components,
nd the stellar and gas properties of galaxies in these models. As an
xample, it was found that, for MG models with weak or moderate
eviations from GR, the impacts of baryons and MG can be modelled
eparately and added up, which means that full baryonic simulations
n MG are not necessary for predicting the matter power spectrum
n small scales. Some interesting observations were also made about
he number of disc galaxies produced by different models (Arnold
t al. 2019 ), with a stronger gravity leading to more frequent halo
ergers and therefore fewer surviving disc galaxies (though this

bservation requires further verification using larger boxes). The
 ( R ) simulation data also show that different gravity models could
roduce very different numbers of small haloes (those less massive
han 10 10 M �), and hence lead to different amounts and clustering of
1cm-emitting neutral hydrogen (Leo, Arnold & Li 2019 ). But those
imulations are generally aimed at studies of galaxy properties, and
o they have very high resolution and small box sizes which are not
uitable for a cosmological study. Extending this approach from the
alactic regime to the cluster regime is now an important step as we
repare for future cluster tests of gravity. 
The f ( R ) gravity model (e.g. De Felice & Tsujikawa 2010 ;

otiriou & Faraoni 2010 ) is a popular MG model that can give rise
o the accelerated expansion without violating local Solar System
ests. The model is a modification of GR, which introduces an extra
calar field that couples to matter, giving rise to a ‘fifth force’ which
nhances the total strength of gravity. Past works have used various
luster properties to probe f ( R ) gravity, including: number counts
e.g. Cataneo et al. 2015 ; Liu et al. 2016 ; Peirone et al. 2017 );
he clustering of clusters (Arnalte-Mur, Hellwing & Norberg 2017 );
edshift-space distortions (e.g. Bose & Koyama 2017 ; He et al.
018 ; Hern ́andez-Aguayo et al. 2019 ; Garc ́ıa-Farieta et al. 2021 );
he gas mass fraction (e.g. Li, He & Gao 2016 ); the temperature–

ass relation (see e.g. Hammami & Mota 2017 ; Del Popolo, Pace &
ota 2019 ); the SZ profile (De Martino 2016 ); comparisons of weak

ensing data with thermal observables (e.g. Terukina et al. 2014 ;
ilcox et al. 2015 ); and the angular power spectra of the thermal

nd kinetic SZ effects (e.g. Ma & Zhao 2014 ; Bianchini & Silvestri
016 ; Roncarelli, Baldi & Villaescusa-Navarro 2018 ; Mitchell et al.
021c ). 
This paper is part of a series of works which aims to develop a

eneral framework for robust and unbiased tests of gravity using
alaxy clusters. An important component of this framework is a
apping of observable-mass scaling relations from GR to f ( R )

ravity, to accurately predict the latter from the (better-known
nowledge of the) former. As mentioned in the abo v e, this is required
n order to a v oid biased mass estimates. Most interestingly, this can
e done using a simple analytical model for the f ( R ) enhancement of
he dynamical mass – in Mitchell, Arnold & Li ( 2021d ), we tested
his mapping using the SHYBONE simulations, and demonstrated that
t performs very well for galaxy groups. Ho we ver, the SHYBONE
NRAS 514, 3349–3365 (2022) 
imulations have a box size of just 62 h −1 Mpc (‘L62’) and a
igh mass resolution, which as mentioned abo v e is more suited
or studying galaxies than galaxy clusters; indeed, these simulations
ontain only a few cluster-sized objects ( M 500 � 10 14 M �). 1 The L62
redictions of the cluster scaling relations may therefore suffer from
oor statistics and be potentially subjected to a significant influence
y sample variance. On the other hand, it has been shown that a
ufficiently high mass resolution is required for the IllustrisTNG
odel to generate sufficient levels of star formation to closely match

alaxy observations (e.g. Pillepich et al. 2018a ). Unfortunately, high-
esolution simulations which incorporate both screened modified
ravity and full baryonic physics are v ery e xpensiv e to run for
arger cosmological volumes, which has made it difficult to study
he interplay between baryonic physics and the fifth force at higher

asses. 
In this work, we will present a retuning of the IllustrisTNG
odel which can be used to run full-physics simulations at lower

esolutions without losing the good agreement with observational
ata. This retuning was a significant undertaking which involved
unning o v er 200 simulations with a reduced box size, and our new
odel can be used to run low-resolution, large-box simulations for

oth standard gravity and MG scenarios. We have used this model
o run simulations for GR and f ( R ) gravity with a significantly
ncreased box size of 301.75 h −1 Mpc, and in this work we will
resent the predictions for the observable-mass scaling relations o v er
n extended mass range 10 13 M � ≤ M 500 � 10 15 M �. 

This paper is structured as follows. In Section 2 , we provide some
ackground on the f ( R ) gravity model and our general framework.
hen, in Section 3 , we provide a detailed description of the bary-
nic physics retuning and the large-box simulations, including the
greement with galaxy observations. We present our results for the
bservable-mass scaling relations in Section 4 . Finally, we provide a
ummary of this paper in Section 5 . 

 B  AC K G R  O U N D  

n Section 2.1 , we will introduce the f ( R ) gravity model studied in
his work. Then, in Section 2.2 , we will describe the effects of the
 ( R ) fifth force on the properties of galaxy clusters and outline our
eneral framework. Throughout this section, we will adopt the unit
onvention c = 1 for the speed of light and Greek indices can take
alues 0, 1, 2, and 3. Unless stated otherwise, o v erbars (e.g. x̄ ) will be
sed to denote the background value of a quantity, while a subscript
 

will denote the present-day value of a quantity. 

.1 Theory 

he f ( R ) gravity model is constructed by adding a non-linear function,
 ( R ), of the Ricci scalar curvature, R , to the integrand of the Einstein–
ilbert action of GR: 

 = 

∫ 
d 4 x 

√ −g 

[
R + f ( R) 

16 πG 

+ L M 

]
, (1) 

here g is the determinant of the metric tensor g αβ , G is Newton’s
onstant, and L M 

is the Lagrangian density for matter fields (we
ill focus on late-time cosmology and therefore on non-relativistic
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atter). By setting the variation of the action to zero, the modified
instein field equations can be derived: 

 αβ + X αβ = 8 πGT αβ, (2) 

here G αβ is the Einstein tensor, T αβ is the stress–energy tensor and
 αβ is a new tensor which is given by 

 αβ = f R R αβ −
(

f 

2 
− � f R 

)
g αβ − ∇ α∇ βf R , (3) 

here R αβ is the Riemann tensor, � ≡ ∇ α∇ 

α is the d’Alembert
perator and ∇ α is the cov ariant deri v ati ve compatible with the metric
 αβ . 
The quantity f R ≡ d f /d R represents the extra scalar degree of

reedom which we refer to as the ‘scalar field’. This mediates a fifth
orce which can act on scales smaller than the Compton wavelength 
f the scalar field: 

C = a −1 

(
3 

d f R 
d R 

) 1 
2 

, (4) 

here a is the cosmological scale factor. The chameleon screening 
echanism (e.g. Khoury & Weltman 2004a , b ; Mota & Shaw 2007 )

s featured by the model in order to suppress the fifth force in high-
ensity re gions, ensuring consistenc y with Solar System tests of
ravity (e.g. Will 2014 ). This is brought about by an ef fecti ve mass
f the scalar field, m eff = λ−1 

C , which becomes very large in dense
egions, significantly reducing the range of the fifth force. The fifth
orce will therefore only act in regions with shallow gravitational 
otential, which can include cosmic voids, low-mass haloes and the 
uter regions of galaxy clusters. In these regions, the total strength 
f gravity is enhanced by up to a factor of 4/3. 
In this work, we will focus on the popular Hu–Sawicki (HS)
odel of f ( R ) gravity (Hu & Sawicki 2007 ), which uses the following

rescription for the function f ( R ): 

 ( R) = −m 

2 c 1 
(−R/m 

2 
)n 

c 2 
(−R/m 

2 
)n + 1 

, (5) 

here m 

2 ≡ 8 πG ̄ρM , 0 / 3 = H 

2 
0 �M 

, with ρ̄M , 0 the present-day back-
round matter density and H 0 the Hubble constant. The model has 
hree free parameters: n , c 1 , and c 2 . Ho we ver, it can be simplified by
ssuming −R̄ � m 

2 for the background curvature, in which case the 
ackground scalar field is given by 

 ̄R ≈ −n 
c 1 

c 2 2 

(
m 

2 

−R̄ 

)n + 1 

. (6) 

ssuming that the background expansion history is practicably 
ndistinguishable from Lambda cold dark matter ( � CDM), the 
ackground curvature is given by 

− R̄ = 3 m 

2 

(
a −3 + 4 

�� 

�M 

)
, (7) 

here �� 

= 1 − �M 

. Therefore, the background scalar field at a 
iven redshift z can be re-expressed as 

 ̄R ( z) = f R0 

(
R̄ 0 

R̄ ( z) 

)n + 1 

, (8) 

here f R 0 is the present-day value of the background scalar field 
we will omit the o v erbar from this quantity throughout this work).

e note that the inequality −R̄ � m 

2 holds for a realistic choice of
osmological parameter values. Therefore, to a reasonable accuracy 
e are able to work with just two free parameters: n and f R 0 . We will

hoose n = 1 throughout this work, which is also a common choice
n literature, and we will be working with a value | f R 0 | = 10 −5 (the
F5’ model). The amplitude of the background scalar field is greater
t later times, which means that a halo with a given mass is more
ikely to be unscreened (i.e. it can feel the fifth force) at late times. 

.2 Galaxy clusters in f ( R ) gravity 

n this subsection, we describe the main components of our frame-
ork to test gravity using galaxy clusters, as illustrated in Fig. 1 ,

ncluding our previous work on cluster scaling relations in f ( R )
ravity. 

.2.1 Dynamical mass enhancement 

n this work, we will refer to two definitions of the cluster mass (or
he mass of any massive body whose gravity is of interest): the ‘true’

ass is the intrinsic mass, and can be inferred using weak lensing;
he ‘dynamical’ mass is the mass that is felt by a nearby massive test
article, and can be measured using properties related to the total
ravitational potential of the halo, including the velocity dispersion 
nd thermal properties including the X-ray temperature. In GR, the 
wo masses are expected to be equal: M 

GR 
true = M 

GR 
dyn (we will therefore

eglect the subscript from the GR mass, M 

GR , in what follows); while
n f ( R ) gravity the fifth force will enhance the dynamical mass relative
o the true mass: M 

f ( R) 
true ≤ M 

f ( R) 
dyn ≤ (4 / 3) M 

f ( R) 
true . In Mitchell et al.

 2018 ), we used dark matter-only (DMO) simulations to calibrate a
eneral model for the ratio of the dynamical mass to the true mass in
S f ( R ) gravity. This is accurately described by a tanh fitting formula,
ith the dynamical mass of low-mass (unscreened) haloes enhanced 
y a factor of 4/3 and with no enhancement for high-mass haloes
hich are efficiently screened: 

M 

f ( R) 
dyn 

M 

f ( R) 
true 

= 

7 

6 
− 1 

6 
tanh 

(
p 1 

[ 
log 10 

(
M 

f ( R) 
true M 

−1 
� h 

)
− p 2 

] )
. (9) 

e found that the parameter p 1 is approximately constant, with a
est-fitting value of p 1 = 2.21 ± 0.01. For the parameter p 2 , we
btained the following best-fitting relation: 

 2 = (1 . 503 ± 0 . 006) log 10 

( | f̄ R ( z) | 
1 + z 

)
+ (21 . 64 ± 0 . 03) . (10) 

his parameter represents the logarithmic halo mass abo v e (below)
hich haloes are expected to be mainly screened (unscreened). Our 
odel, which is an important component of the framework (cf. the

ed dotted box in Fig. 1 ), attains a very high accuracy for a wide
ange of halo masses (10 11 h 

−1 M � � M 500 � 10 15 . 5 h 

−1 M �) and
resent-day strengths of the scalar field (10 −6.5 ≤ | f R 0 | ≤ 10 −4 ). 

.2.2 Halo concentration 

n Mitchell et al. ( 2019 ), we used an extended suite of DMO
imulations to calibrate a general model for the enhancement of 
he halo concentration in f ( R ) gravity (blue dotted box in Fig. 1 ).
he concentration is an important parameter of the Navarro–Frenk–
hite density profile of dark matter haloes (Navarro, Frenk & White

997 ). Our model can therefore be used to model the effect of the fifth
orce on the halo density profile, allowing for conversions between 
alo masses defined with respect to different spherical o v erdensities.
e will not provide the model here, since it is not required for the

resent study. 
MNRAS 514, 3349–3365 (2022) 
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M

Figure 1. Flowchart illustrating our framework to constrain f ( R ) gravity using galaxy cluster number counts. In Mitchell et al. ( 2018 , 2019 ), we used dark 
matter-only simulations to calibrate models for the f ( R ) enhancements of the halo concentration ( blue dotted box ) and the dynamical mass ( red dotted box ). 
Our model for the concentration is required for conversions between halo mass definitions. In Mitchell et al. ( 2021d ), we showed that our model for the 
dynamical mass enhancement can be used to convert observable-mass scaling relations from GR to f ( R ) gravity ( green dotted box ). These can be used to link the 
observed cluster abundance to the theoretical halo mass function. In Mitchell et al. ( 2021a ), we used mock cluster catalogues to validate our MCMC pipeline 
for constraining the amplitude of the present-day background scalar field ( brown dotted box ). This pipeline will be employed in future works to test gravity. 
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.2.3 Observable-mass scaling relations 

t is often difficult and (observationally) e xpensiv e to directly
easure the dynamical mass of clusters. This can require long

xposure times and high-quality spectra and X-ray data. Instead,
he cluster mass is often inferred using its one-to-one relationship
ith the thermal properties of the intracluster gas. During cluster

ormation, the initial gravitational potential energy of the gas is
onverted into thermal energy through shock heating as it is accreted
y the dark matter halo. In GR, this leads to an approximate power-
aw mapping between the cluster mass and various thermal properties
‘mass proxies’) such as the gas temperature T gas , the Compton
 -parameter of the SZ effect Y SZ , the X-ray analogue of the Y -
arameter Y X and the X-ray luminosity L X . These observable-mass
caling relations have been widely studied in the literature using both
ydrodynamical simulations (e.g. Le Brun et al. 2017 ; Truong et al.
018 ) and observations (e.g. Ade et al. 2014 ). In f ( R ) gravity, the
ravitational potential of a halo can be enhanced by up to 1/3 by the
fth force, and consequently the gas temperature may be enhanced
y a similar factor, leading to departures from a power law (e.g. He &
i 2016 ; Hammami & Mota 2017 ) because the departure will depend
n the mass of the halo (stronger for low-mass haloes). 
In Mitchell et al. ( 2021d ), we tested two methods for mapping

etween the observable-mass scaling relations in GR and f ( R ) gravity
sing the full-physics SHYBONE simulations (the green dotted box in
ig. 1 ). One of these methods (the ‘ef fecti ve density’ approach) had
lready been proposed and studied using non-radiative simulations
y He & Li ( 2016 ). We also proposed and tested an alternative
et of mappings (the ‘true density’ approach). We found that both
ethods work well for galaxy groups and low-mass clusters for

he Y -parameters and the gas temperature, even in the presence of
he extra baryonic processes found in the full-physics simulations,
ncluding star formation, cooling and feedback. Ho we ver, the SHY-
ONE simulations only contain haloes with mass M 500 � 10 14 . 5 M �,
NRAS 514, 3349–3365 (2022) 
ncluding only a few cluster-sized objects ( M 500 � 10 14 M �). In this
ork, we will be using larger simulations to verify the previous

esults with a much larger halo sample and an extended mass
ange 10 13 M � ≤ M 500 � 10 15 M �. We will be focusing on the ‘true
ensity’ mappings, which are summarized below. 
Consider a halo in GR which has mass M 

GR and gas temperature
 

GR 
gas , and a halo in f ( R ) gravity which has true mass M 

f ( R) 
true , dynamical

ass M 

f ( R) 
dyn and gas temperature T f ( R) 

gas . If the true masses of these

aloes are equal (i.e. if M 

GR = M 

f ( R) 
true ), then the following relation

etween their gas temperatures is expected: 

 

f ( R) 
gas 

(
M 

f ( R) 
true 

)
= 

M 

f ( R) 
dyn 

M 

f ( R) 
true 

T GR 
gas 

(
M 

GR = M 

f ( R) 
true 

)
. (11) 

his relation can be understood as follows: as discussed abo v e, the
as temperature is closely related to the total gravitational potential,
hich is approximately GM dyn / R 500 . Because the dynamical mass in

 ( R ) gravity can be enhanced by up to 1/3 by the fifth force, the gas
emperature of the f ( R ) halo is expected to be enhanced relative to
he temperature of the GR halo by the same factor, 2 giving rise to
he M 

f ( R) 
dyn /M 

f ( R) 
true factor in equation ( 11 ). This factor also arises in

he relations between the f ( R ) and GR Y -parameters, since these are
inearly related to the gas temperature: 

 

f ( R) 
SZ 

(
M 

f ( R) 
true 

)
≈ M 

f ( R) 
dyn 

M 

f ( R) 
true 

Y 

GR 
SZ 

(
M 

GR = M 

f ( R) 
true 

)
, (12) 

 

f ( R) 
X 

(
M 

f ( R) 
true 

)
≈ M 

f ( R) 
dyn 

M 

f ( R) 
true 

Y 

GR 
X 

(
M 

GR = M 

f ( R) 
true 

)
. (13) 
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n the other hand, the X-ray luminosity varies as T 1 / 2 gas , therefore the

 ( R ) and GR values are related by a factor of 
(
M 

f ( R) 
dyn /M 

f ( R) 
true 

)1 / 2 
: 

 

f ( R) 
X 

(
M 

f ( R) 
true 

)
≈

( 

M 

f ( R) 
dyn 

M 

f ( R) 
true 

) 1 / 2 

L 

GR 
X 

(
M 

GR = M 

f ( R) 
true 

)
. (14) 

he Y -parameters and the X-ray luminosity also depend on the gas
ensity. During the formation of a cluster, matter is drawn from an
nitially large region, and so the ratio between the gas mass and total

ass is expected to be equal to the cosmic baryonic fraction �b / �M 

o very good approximation (e.g. White et al. 1993 ). Therefore, two
aloes with the same true mass are expected to have a similar gas
ontent regardless of whether a fifth force is acting or not, and so the
as density dependence of the abo v e observables does not contribute
ubstantial additional factors in equations ( 12 )–( 14 ). In Mitchell et al.
 2021d ), we validated this assumption for group-sized haloes using
he SHYBONE simulations (see Fig. 2 in that work), and showed 
hat the mappings given by equations ( 11 )–( 14 ) can be computed
nalytically using equation ( 9 ) for the mass ratio. 

.2.4 Further works 

n a recent work (Mitchell et al. 2021a ), we tested our general
ramework by using Markov chain Monte Carlo (MCMC) sampling 
o constrain the present-day amplitude of the background scalar field, 
 f R 0 | , using mock cluster data (brown dotted box in Fig. 1 ). In future
orks, we plan to use this sampling pipeline to constrain | f R 0 | using

eal cluster data from ongoing and upcoming surv e ys. Our pipeline
s also designed to be easily extendable to other MG models and
luster observables. For example, we recently (Mitchell et al. 2021b ) 
arried out a similar modelling of the cluster properties in the normal-
ranch Dvali–Gabadadze–Porrati (nDGP) model of gravity (Dvali, 
abadadze & Porrati 2000 ), and we have also demonstrated the 
otential in using the thermal and kinetic SZ angular power spectra 
o probe f ( R ) gravity and nDGP (Mitchell et al. 2021c ). Both of these
orks were carried out using the L62 SHYBONE simulations, therefore 

t will be important to validate these results using simulations with 
uch larger box sizes before we use our pipeline to test gravity using

eal data. This will be another use for the new baryonic model (see
ection 3.2 ), which can be used to run large-box simulations for a
ange of MG scenarios (in addition to GR). 

 SIMULATION S  A N D  M E T H O D S  

n Sections 3.1 and 3.2 , we will provide a brief summary of the
llustrisTNG model and discuss our retuning of the model parameters 
or lower resolution simulations. Our large-box simulations, which 
re used for the main results of this paper, are presented in Section 3.3 .

.1 The IllustrisTNG model 

n this section, we will briefly summarize the main features of the
llustrisTNG subgrid model (Weinberger et al. 2017 ; Pillepich et al. 
018a ) and the N -body and hydrodynamical simulation code AREPO 

Springel 2010 ), where this model is implemented. The description 
ill be kept concise, with further rele v ant details given in the next

ubsection. 
In AREPO , dark matter and gas are, respectively, sampled as

articles and cells. The gas cells in AREPO make up an unstructured,
oving Voronoi mesh. The cells are adaptive in the way that they

efine (split) and derefine (merge), such that the mass of any cell does
ot differ by more than a factor of two from the mean. The code uses
 tree-particle-mesh algorithm to solve the Poisson equation and a 
econd-order finite-volume Godunov scheme on the Voronoi mesh 
o solve the ideal magneto-hydrodynamics equations, with Powell 
leaning used to maintain the divergence constraint of the magnetic 
eld (see Pakmor, Bauer & Springel 2011 ; Pakmor & Springel
013 ). The magnetic field, which dynamically couples to gas through
agnetic pressure, is initially seeded at z = 127 with a uniform

trength of 1.6 × 10 −10 Gauss. 
The TNG model employs a subgrid scheme for star formation 

hich is based on the Springel & Hernquist ( 2003 ) model: at each
imulation time-step, for gas cells which exceed a particular threshold 
ensity, a fraction of the gas mass is converted to mass in star
articles according to the Kennicutt–Schmidt law (Pillepich et al. 
018a ). A star particle represents a population of stars with an initial
ass function given by Chabrier ( 2003 ). The evolution of these

tars and the subsequent chemical enrichment of the surrounding 
as is tracked. A portion of the gas mass in star-forming gas cells
s also converted into wind particles which are launched in random
irections (Pillepich et al. 2018a ); these represent galactic winds 
riv en by superno vae. These wind particles will eventually couple to
as cells outside their local dense interstellar medium, resulting in 
he heating and metal enrichment of the gas. Gas cells also undergo
adiative cooling which is modulated by a time-dependent ultraviolet 
ackground radiation. 
Supermassive black holes are seeded at the centre of friends-of- 

riends (FoF) groups which exceed a particular mass threshold. These 
an then grow through a combination of Eddington-limited Bondi 
as accretion and black hole mergers. The TNG model employs two
ypes of black hole feedback, depending on the accretion state of
he black hole (Vogelsberger et al. 2013 ; Weinberger et al. 2017 ): in
he low accretion state, a kinetic feedback model is employed which
roduces black hole-driven winds; while in the high accretion state, a
hermal feedback model is employed which heats up the surrounding 
as. 

It has been shown that a sufficiently high mass resolution is re-
uired in order to use the IllustrisTNG model to accurately reproduce
he observed properties of galaxy populations (e.g. Pillepich et al. 
018a ). F or e xample, a lowered mass resolution means that the gas
ells will have larger volumes, resulting in a smoothed out density
eld which can miss out the high-density peaks where star formation
ould be highest. The L62 SHYBONE simulations, with 512 3 gas cells,
ave ∼15 times lower mass resolution than that used to calibrate the
NG model (25 h −1 Mpc box with the same number of gas cells).
he gas and stellar properties of haloes from the L62 simulations still
ive a reasonable agreement with observational data; however, the 
owered resolution means that there is less star formation, resulting in
he amplitudes of the stellar mass fraction, the stellar mass function
nd the star formation rate density (SFRD) being reduced compared 
o the fiducial TNG results (for example, see fig. 4 in Arnold et al.
019 ). 

.2 Baryonic physics fine-tuning 

or this work, running f ( R ) gravity simulations with a substan-
ial number of galaxy clusters (with masses 10 14 M � � M 500 �
0 15 . 5 M �) requires a box size of at least ∼300 h −1 Mpc, which
ecessitates going to even lower resolutions than the L62 simulations 
o remain computationally feasible. In order to make this possible 
ithout losing the good agreement with observational data, it is 
ecessary to retune the parameters of the IllustrisTNG model, 
ncluding parameters which control the density threshold for star 
MNRAS 514, 3349–3365 (2022) 



3354 M. A. Mitchell, C. Arnold and B. Li 

MNRAS 514, 3349–3365 (2022) 

Figure 2. Stellar, gas and black hole properties in a sample of the L68-N256 calibration runs ( coloured solid lines ). The properties are ( clockwise from top-left ): 
stellar mass fraction; stellar mass function; gas mass fraction; stellar half-mass radius; black hole mass; star formation rate density. A selection of simulation 
(black lines with different styles) and observational (symbols or shaded regions) results from the literature are shown as a comparison. See the legends and 
Section 3.2 for further details. 
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MNRAS 514, 3349–3365 (2022) 

Figure 3. Stellar, gas and black hole properties of haloes in the L302-N1136 simulations for GR ( red lines ) and F5 ( green lines ). Apart from the coloured lines, 
the contents of this figure are identical to Fig. 2 . The red shaded regions in the subpanels for the stellar mass fraction, gas mass fraction, black hole-mass–stellar- 
mass relation, and stellar-mass–galaxy-size relation indicate the 68 per cent spread of the GR halo data. The red shaded regions for the stellar mass function and 
SFRD are errors from jackknife resampling, which are barely visible. 
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Figure 4. Gas temperature as a function of the halo mass for the full-physics L302 simulation (see Section 3 ) at redshifts 0, 0.5, and 1. The curves correspond 
to the median temperature and the mean logarithm of the halo mass M 500 computed within mass bins. Data have been included for GR ( red solid lines ) and F5 
( green dotted lines ). A rescaling to the F5 temperature has been carried out as described in Section 4.1 , as indicated by the green dashed lines. Data points are 
displayed, with each point corresponding to a GR halo ( red points ) or to a halo in F5 ( green points ), including the rescaling. Bottom row : the relative difference 
between the F5 and GR curves in the above plots. 
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ormation and the energy released by the stellar and black hole
eedback mechanisms. 

To recalibrate the baryonic physics at our desired mass resolution,
e have run a large number of realizations with a small box size
f 68 h −1 Mpc (‘L68-N256’). These runs have 256 3 dark matter
articles with mass 1 . 35 × 10 9 h 

−1 M � and, initially, the same
umber of gas cells with mass ∼ 2 . 6 × 10 8 h 

−1 M � on average.
he calibration was carried out using GR (although, as we will
how, the retuned model works equally well for F5) with the
ame cosmological parameter values as the SHYBONE simulations:
 h , �M 

, �b , n s , σ 8 ) = (0.6774, 0.3089, 0.0486, 0.9667, 0.8159),
here h = H 0 /(100 km s −1 Mpc −1 ) and n s is the power-law index
f the primordial power spectrum. The runs were all started from
he same set of initial conditions at redshift z = 127. These have
een generated using the N-GENIC code (e.g. Springel et al. 2005 ),
hich uses the Zel’dovich approximation to displace an initially
omogeneous particle distribution and obtain an initial density field
ith a prescribed linear power spectrum. Each of the input particles

s then split into a dark matter particle and a gas cell, with the ratio
f masses set by the values of the cosmic density parameters �M 

and
b . 
Halo catalogues are constructed using the SUBFIND code (Springel

t al. 2001 ) which is implemented in AREPO . This uses the FOF
lgorithm to identify FOF groups (haloes) and a gravitational un-
inding method to locate the bound substructures (subhaloes) of
ach group. By adjusting the baryonic physics parameters of our
alibration runs, we have aimed for reasonable agreement with
bservational data and empirical constraints for the six galaxy
NRAS 514, 3349–3365 (2022) 
roperties shown in Fig. 2 , which were also used to calibrate the Il-
ustrisTNG model (Pillepich et al. 2018a ). These are: the stellar mass
raction (within halo radius R 200c ), with empirical constraints from
ehroozi, Wechsler & Conroy ( 2013 ) and Kravtsov, Vikhlinin &
eshscheryakov ( 2018 ); the stellar mass function (subhaloes), with

bservations from D’Souza, Vegetti & Kauffmann ( 2015 ), Bernardi
t al. ( 2013 ), Baldry et al. ( 2012 ), and Li & White ( 2009 ); the SFRD as
 function of redshift, with observations from Behroozi et al. ( 2013 );
he gas mass fraction (within halo radius R 500c ), with observations
rom Lovisari, Reiprich & Schellenberger ( 2015 ), Gonzalez et al.
 2013 ), Pratt et al. ( 2010 ), and Sun et al. ( 2009 ); the black hole
ass versus the stellar mass (subhaloes), with the compilation of

bservations from McConnell & Ma ( 2013 ); and the galaxy size
ersus the stellar mass (subhaloes), with observational data from
aldry et al. ( 2012 ). The results for a selection of our calibration

uns are represented by the coloured solid lines. Apart from the
FRD, which is a direct output of the simulations, these lines are
enerated using mass-binning of either haloes or subhaloes (see the
arentheses abo v e). The black lines show predictions from the TNG
imulations (e.g. Marinacci et al. 2018 ; Naiman et al. 2018 ; Nelson
t al. 2018 ; Pillepich et al. 2018b ; Springel et al. 2018 ) as well as
he BAHAMAS and cosmo-OWLS simulations (Brun et al. 2014 ;

cCarthy et al. 2017 ). 
The dark blue line in Fig. 2 shows the predictions using the fiducial

NG model at our lowered resolution. Star formation is significantly
educed at this resolution compared to the fiducial TNG resolution,
hich is used by the ‘TNG L25-N512’ simulation (‘TNG100’ has a

imilar resolution, while ‘TNG300’ has ∼5 times lower resolution).
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Figure 5. SZ Compton Y -parameter as a function of the halo mass for the full-physics L302 simulation (see Section 3 ) at redshifts 0, 0.5, and 1. Apart from the 
observable, this figure has the same layout as Fig. 4 . 

Figure 6. X-ray analogue Y -parameter as a function of the halo mass for the full-physics L302 simulation (see Section 3 ) at redshifts 0, 0.5, and 1. Apart from 

the observable, this figure has the same layout as Fig. 4 . 
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Figure 7. X-ray luminosity as a function of the halo mass for the full-physics L302 simulation (see Section 3 ) at redshifts 0, 0.5, and 1. Apart from the 
observable, this figure has the same layout as Fig. 4 . 
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onsequently, the stellar mass fraction, the stellar mass function
nd the SFRD are significantly lower. The primary objective of our
etuning is therefore to achieve a greater amount of star formation
n order to obtain a closer match with the observational data. Our
hanges are described in the sections below, and the effects of these
hanges are shown in Fig. 2 . We note that the calibration runs
iscussed in this section are only a very small subset of the ∼200
imulations which were run for this calibration study: we provide
urther details of these simulations and the calibration procedure in
ppendix A . 

.2.1 Gravitational softening 

n low-resolution simulations, where the gas cells have higher
asses, there is a higher risk of two-body heating: this occurs when

wo particles come close together and incur a significant gravitational
oost to their velocities, which, if happening frequently, can raise
he internal energy and subsequently the temperature of the gas.

e have therefore increased the gravitational softening length to
/20 times the mean interparticle separation, which is about twice
he length used for the SHYBONE simulations. The gravitational force
s dampened when gas cells come within this distance, preventing
xtreme interactions. This change alone causes an o v erall reduction
f the gas temperature in our simulations, which results in more cool
as that is capable of forming stars: see the orange lines in Fig. 2 ,
hich have a greater amplitude than the dark blue lines for the stellar
ass fraction and stellar mass function. 
We also considered fractions of 1/30 and 1/10 for the softening

ength. For higher mass haloes ( M 200 � 10 12 M �), we observed that
sing a larger softening length results in greater star formation (for the
easons discussed abo v e). Ho we ver, we were unable to significantly
NRAS 514, 3349–3365 (2022) 
oost star formation at lower masses; in fact, we observed that a
arge softening length (for example, a fraction 1/10 of the mean
nter-particle separation) can even lead to less star formation for low-

ass haloes. A potential effect of using a larger softening is that the
ravitational potential well of haloes ef fecti vely becomes shallo wer.
or low-mass haloes, where the gravitational potential well is already
hallower than for high-mass haloes, this could potentially lead to
 lower density of cold gas (e.g. the gas is now less gravitationally
ound) which in turn could reduce star formation. This is a moti v ation
or using the fraction 1/20, for which we never observed the above
ffect, rather than using larger fractions. 

It is evident from Fig. 2 that, while it can increase star formation,
hanging the gravitational softening length alone is not enough to
roduce stellar contents that match observational data. 

.2.2 Stellar feedback 

or a star-forming gas cell with metallicity Z , the available wind
nergy is (Pillepich et al. 2018a ): 

 w = ē w 

[
f w ,Z + 

1 − f w ,Z 

1 + ( Z/Z w , ref ) γw ,Z 

]
×N SNII E SN11 , 51 10 51 erg M 

−1 
� , (15) 

here ē w is a dimensionless free parameter, E SNII, 51 is the available
nergy from core-collapse supernovae in units of 10 51 erg, N SNII is
he number of supernovae per stellar mass that is formed, and f w, Z ,
 w, ref , and γ w, Z are additional parameters of the model. A wind
article will eventually donate its thermal energy (along with its
ass, momentum, and metal content) to a gas cell that is outside its

ocal dense interstellar medium. This heats the gas and subsequently

art/stac1528_f7.eps
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Figure 8. X-ray analogue of the Y -parameter as a function of gas temperature for haloes from the full-physics L302 simulation (see Section 3 ) at redshifts 
0, 0.5, and 1. The curves correspond to the median luminosity and the mean logarithm of the temperature computed within temperature bins. Data has been 
included for GR ( red solid lines ) and F5 ( green dotted lines ). Data points are displayed, with each point corresponding to a GR halo ( red points ) or to a halo in 
F5 ( green points ). Bottom row : the relative difference between the F5 and GR curves in the above plots. 
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educes the efficiency of star formation (gas must be sufficiently cool 
n order to form stars). 

Star formation efficiency is reduced by our lowered gas cell 
esolution, therefore reducing the thermal heating of the gas by 
ind feedback can help to rectify this. We have achieved this in
ur retuning of the model by reducing the value of ē w from the
ducial TNG value 3.6–0.5, which lowers the energy of the winds. 
s can be seen from the green lines in Fig. 2 , this change significantly
oosts star formation o v er a wide range of halo masses. The stellar
ass fraction now has a reasonable amplitude for M 200 � 10 12 M �,
hile the amplitudes of the SFRD and stellar mass function are much

loser to the observational data. 
We have also tried varying the wind speed v w , which in the

llustrisTNG model is given by (Pillepich et al. 2018a ) 

 w = max 

[ 

κw σDM 

(
H 0 

H ( z) 

)1 / 3 

, v w , min 

] 

, (16) 

here κw is a dimensionless factor, σ DM 

is the local qD velocity 
ispersion of the dark matter particles and v w, min is the minimum 

ind velocity allowed in the model. For our calibration runs, we 
ried reducing the κw and v w, min parameters. This reduces the speed 
f the wind particles, which now take longer to transfer the thermal
nergy to the surrounding gas. Gas is therefore heated up at a slower
ate, resulting in an increased amount of star formation. We found 
hat reducing these parameters has a similar effect to reducing the ē w 
arameter, with star formation boosted o v er a wide halo mass range.
Ho we ver, we could find no clear advantage in varying the wind

peed parameters instead of ē w , or in varying all three parameters in
ombination. Moreo v er, it has been impossible to boost star forma-
ion sufficiently to get the stellar mass function and fraction matching
bservational data by varying these parameters. For simplicity, we 
herefore decided to adjust the stellar feedback using only the ē w 
arameter. 

.2.3 Star formation model 

s discussed in Section 3.1 , the star formation rate in IllustrisTNG is
omputed for gas cells using the Springel & Hernquist ( 2003 ) model.
tars can only be formed by gas cells which exceed a particular
ensity threshold, which is approximately n H ≈ 0.1 cm 

−3 . We will
efer to the value of the threshold gas density as ρ� in this work. At
ur reduced resolution, gas cells have a larger volume and therefore
 smoothed density which can miss out high-density peaks of cold
as in galaxies. In order to account for this, we have reduced ρ� from
0.1 to a fixed value of 0.08, allowing gas cells with lower density

o form stars. 
The effect of making this change, in addition to the changes listed

bo v e, is shown by the magenta lines in Fig. 2 . This further boosts
he stellar mass fraction and SFRD, which are now both in good
greement with the TNG100 results for M 200 � 10 12 M � and the
NG L25-N512 results for z � 5, respectively, and there is also now
 good agreement with the D’Souza et al. ( 2015 ), Bernardi et al.
 2013 ), and Baldry et al. ( 2012 ) observations of the stellar mass
unction for M � � 10 11 M �. 
MNRAS 514, 3349–3365 (2022) 
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Figure 9. X-ray luminosity as a function of gas temperature for haloes from the full-physics L302 simulation (see Section 3 ) at redshifts 0, 0.5, and 1. Apart 
from the observable used in the vertical axis, this figure has the same format as Fig. 8 . 
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.2.4 Black hole feedback 

n IllustrisTNG, the rate of gas accretion, Ṁ , by the central super-
assive black holes is set by the Eddington-limited Bondi accretion

ate (Weinberger et al. 2017 ): 

˙
 Bondi = 

4 πG 

2 M 

2 
BH ρ

c 3 s 

, 

Ṁ Edd = 

4 πGM BH m p 

εr σT c 
, 

Ṁ = min 
(
Ṁ Bondi , Ṁ Edd 

)
, (17) 

here M BH is the black hole mass, ρ represents the ambient density
round the black hole, c s is the ambient sound speed and εr is the
lack hole radiative efficiency. The mode of feedback depends on
hether or not the ratio Ṁ / Ṁ Edd exceeds the following threshold: 

= min 

[ 

χ0 

(
M BH 

10 8 M �

)β

, 0 . 1 

] 

, (18) 

here χ0 and β are parameters. If Ṁ / Ṁ Edd > χ , the resulting
hermal feedback will inject thermal energy into the surrounding gas
t a rate Ė therm 

= εf, high εr Ṁ c 2 , where εf, high is another parameter; and
f Ṁ / Ṁ Edd < χ , the resulting kinetic feedback will inject energy into
he surroundings at a rate Ė kin = εf, kin Ṁ c 2 , where the factor εf, kin 

epends on the ambient density ρ. Both of these feedback modes
ill reduce the efficiency of star formation in the surrounding gas,

ither by blowing gas out, so that less gas will exceed the density
hreshold for star formation, or by heating up gas which, as for stellar
eedback, reduces the amount of cool gas capable of forming stars.
s discussed abo v e, the star formation efficiency is already reduced
y our lowered gas resolution; reducing the o v erall effect of black
NRAS 514, 3349–3365 (2022) 
ole feedback on star formation therefore provides another means of
ectifying this. 

For our retuning of the black hole feedback, we have increased
r from the fiducial TNG value 0.2 to 0.22. The effect of this
hange on the o v erall energy release is quite complex: the energy
njected by thermal feedback will be boosted, unless Ṁ = Ṁ Edd (i.e.
˙
 Bondi > Ṁ Edd ) in which case the εr factors will cancel and there will

e no effect; on the other hand, from equation ( 17 ) we see that Ṁ Edd 

s lowered if εr is increased, and subsequently the ratio Ṁ / Ṁ Edd 

ill be greater and there will then be less kinetic feedback. From
his discussion, increasing εr is therefore expected to increase the
eating of the gas by thermal feedback and reduce the blowing out
f gas by kinetic feedback: two effects which would have competing
mpacts on the star formation efficienc y. F or our calibration runs,
e have observed that increasing εr from 0.18 to 0.22 slightly
oosts the amount of star formation. Therefore, it seems that the
educed blowing out of gas by kinetic feedback has the dominant 
ffect here. 

The result of making this final adjustment to the baryonic physics
odel is shown by the cyan lines in Fig. 2 . The stellar mass fraction

nd stellar mass function are both slightly boosted for high-mass
aloes. From the upper-right panel of Fig. 2 , our model now appears
o slightly o v ershoot the observ ed stellar mass function at higher

asses; this is actually a consequence of sample variance which
esults from using a small box-size. As we will show in Section 3.3 ,
he agreement is very good for the larger 301.75 h −1 Mpc box size.
he change to εr also brings the galaxy size relation into closer
greement with the TNG L25-N512 runs, while the good agreement
ith observations for the black hole mass relation, the gas mass

raction and the SFRD is unaffected. Overall, the change of εr 

rom 0.2 to 0.22 leads to very minor or negligible changes in all

art/stac1528_f9.eps
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he 6 observables plotted in Fig. 2 , especially considering the large
ncertainties in the calibration data sets, and thus in principle one 
ould do without this change. 

We also considered the minimum halo mass for black hole seeding. 
ncreasing this threshold means that, at a given time, black holes will
ave been growing for a shorter period of time and will consequently
ave a lower mass. This results in lower accretion and therefore 
educes the energy released through feedback. We found that this 
an significantly boost star formation in higher mass haloes (which 
ontain larger black holes and are therefore more susceptible to black 
ole feedback) but has very little effect on the stellar content of low-
ass haloes. We found no clear advantage to vary this in addition to

he other parameters varied in this work, therefore we adjusted the 
lack hole feedback using only the εr parameter. 

.2.5 Summary and further comments 

n summary, our retuned baryonic model uses updated parameter 
alues ρ� = 0.08, ē w = 0 . 5, and εr = 0.22, in addition to a larger
ravitational softening length, to get sufficient star formation. 
While this retuning of the baryonic physics parameters has 

ignificantly boosted star formation for haloes with total mass 
 200 � 10 12 M � and galaxies with stellar mass M � � 5 × 10 10 M �,

s shown in Fig. 2 , it is still unable to give sufficient star formation at
ower masses compared to observational data. Therefore, the stellar 

ass fraction and stellar mass function are both underestimated at 
he low-mass end, and the SFRD is underestimated at redshifts z �
 (when there are only low-mass haloes). We attempted to rectify 
his by using e ven lo wer v alues of ρ� and reduced stellar and black
ole feedback, but found that this offered little impro v ement o v erall.
e even tried switching off feedback entirely, by setting the stellar
ind energy to zero ( ̄e w = 0) and by preventing the seeding of black
oles: while this resulted in a huge amount of star formation at
asses M 200 � 10 12 M �, there was still insufficient star formation

t masses M 200 � 10 11 . 5 M � to match observations. Therefore, the 
nly way to have sufficient star formation across the full mass range
ppears to be by increasing the mass resolution. Interestingly, the 
AHAMAS simulations (McCarthy et al. 2017 ) are able to achieve 
ufficient star formation for the full mass range (see the dotted 
ines in the top panels of Fig. 2 ) despite having ∼3 × lower mass
esolution than our simulations. The BAHAMAS simulations were 
un using the GADGET-3 code (Springel 2005 ), which uses smoothed- 
article hydrodynamics rather than the Voronoi mesh. Perhaps the 
ontrasting treatments of the gas by the two codes could explain the
if ferent le vels of star formation at these lowered resolutions. One
ossible way to further boost star formation in low-mass haloes 
s by having a halo mass dependency for some of the baryonic
arameters, but this approach is beyond the scope of this work. 
n the other hand, we note that our low-resolution simulations are 
esigned primarily for studying galaxy groups and clusters ( M 500 �
0 13 M �), for which the predictions of our model appear to be very 
easonable. 

While retuning these parameters, we came across a number of 
e generacies. F or e xample, as discussed abo v e in Section 3.2.2 , we
ound that the stellar-induced wind feedback can be lowered by 
educing the speed of the winds rather than the wind energy. And,
n our final model, we could have instead used a slightly reduced ρ� 

e.g. ρ� = 0.07) and reduced εr (e.g. εr = 0.18) to achieve similar
esults. Therefore, we note that different combinations of parameter 
alues could have been used to achieve a similar level of agreement
ith the observational data. 
.3 Large-box simulation 

ur full simulation (‘L302-N1136’), which has been run using the 
etuned baryonic model at the same mass resolution as the L68-N256
alibration runs, has a box size of 301.75 h −1 Mpc and contains 1136 3 

ark matter particles and (initially) the same number of gas cells. The
imulation has been run for both GR and F5, the latter using an MG
olver which has been implemented in AREPO . This computes the
ighly non-linear scalar field of f ( R ) gravity using an adaptively
efining mesh, ensuring accurate calculations of the fifth force in 
igh-density regions (for further details, see Arnold et al. 2019 ). 
The red lines in Fig. 3 show the GR predictions of the same six

bservables as used to calibrate the baryonic model. The results are
lightly different compared to the cyan lines in Fig. 2 , which use
he same baryonic model: the predicted amplitudes of the stellar 

ass fraction and stellar mass function are slightly lower, which 
ctually impro v es the high-mass agreement with observations of the
atter; and the amplitude of the galaxy size relation is greater for
0 11 M � � M � � 3 × 10 11 M �, leading to slightly worse agreement
ith the TNG L25-N512 predictions at these masses. These effects 

re likely to be a consequence of using a much larger box size, which
s less susceptible to sample variance. The L302-N1136 simulation 
lso extends to higher masses ( M 500 ∼ 10 15 and M � ∼ 10 12 M �)
han the L68-N256 runs. At these masses, the agreement with the
bservational data in Fig. 3 looks excellent. 
The predictions for the F5 model, shown by the green lines

n Fig. 3 , agree with the GR predictions for the galaxy size and
lack hole mass relations; ho we ver, the amplitudes of the other
our observables are slightly boosted in F5 compared to GR. The
FRD is boosted for redshifts 0.5 � z � 3; this is consistent
ith the results for the SHYBONE simulations (Arnold et al. 2019 ).
he stellar mass fraction and stellar mass function are boosted at
 200 ∼ 10 12 and M � ∼ 10 11 M �, respectively, and the gas mass

raction is slightly enhanced for masses M 500 � 10 13 M �. There are
 number of possible reasons for the enhanced gas fraction in F5:
or example, the stronger gravitational force can lead to more gas
eing accumulated within R 500 by the present-day and less gas being
lown away by black hole feedback. These haloes can therefore 
ccommodate a higher level of star formation, as observed in the
ther panels. The F5 predictions are still in excellent agreement with
he observations, therefore it is not necessary to carry out a separate
etuning of the baryonic physics for this model. 

 RESULTS  

sing the L302-N1136 simulations (see Section 3.3 ), we have 
easured the observable-mass scaling relations in GR and F5 for 

aloes in the mass range 10 13 M � ≤ M 500 � 10 15 M �. 
In Section 4.1 , we will discuss the relations for the mass-weighted

as temperature T̄ gas , the SZ Y -parameter ( Y SZ ), the X-ray analogue
f the Y -parameter ( Y X ) and the X-ray luminosity L X . These have all
een computed in the same way as in Mitchell et al. ( 2021d ). The
ass-weighted gas temperature is computed as follows: 

¯
 gas = 

∑ 

i m gas ,i T i ∑ 

i m gas ,i 
, (19) 

here m gas, i and T i are the mass and temperature of gas cell i , and the
ummations include all gas cells found in the radial range 0.15 R 500 

 r < R 500 . This excludes gas cells found in the core region, which
e define as the radial range r < 0.15 R 500 , where there can be a

ignificant dispersion in the temperature profiles due to halo mergers, 
lack hole feedback and cooling. The Y SZ and Y X parameters and the
MNRAS 514, 3349–3365 (2022) 
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-ray luminosity have been computing using the following: 

 SZ = 

σT 

m e c 2 

∑ 

i 

N e ,i T i , 

Y X = M gas × T̄ gas , 

L X = 

∑ 

i 

m gas ,i ρgas ,i T 
1 / 2 
i , (20) 

here σ T is the Thomson scattering cross-section, m e is the electron
est-mass, M gas is the total gas mass within R 500 , and N e, i and
gas, i are the number of electrons and the density in gas cell i . The
ummations in equation ( 20 ) extend over the same radial range as for
quation ( 19 ); in Mitchell et al. ( 2021d ) we have checked the results
f using different core region excisions, 0.1–0.2 R 500 , and found Y SZ 

nd Y X to be insensitive to that. 
We will test the ‘true density’ mappings, given by equations ( 11 )–

 14 ), between the F5 and GR scaling relations for redshifts 0 ≤ z ≤ 1.
e will also discuss scaling relations which do not involve the cluster
ass in Section 4.2 ; these can potentially be used to test gravity using

alaxy groups and clusters with no requirement to measure or infer
he mass. 

.1 Obser v able-mass scaling relations 

he top rows of Figs 4 –7 show the F5 and GR scaling relations
or redshifts 0, 0.5 and 1, with data points representing individual
aloes. At z = 0, there are ∼8000 GR haloes with M 500 > 10 13 M �,
ncluding ∼500 cluster-sized haloes with M 500 > 10 14 M �. This is
 significant impro v ement on the L62 SHYBONE simulations, which
nly had ∼100 haloes with M 500 > 10 13 M � at z = 0. The curves
n the top rows of the figures show the median observable as a
unction of the mean logarithmic mass computed within mass bins;
he ‘true density’ rescalings of the F5 relations [see equations ( 11 )–
 14 ), where M 

f ( R) 
dyn /M 

f ( R) 
true is given by the analytical tanh formula,

quation ( 9 )] are indicated by the dashed lines. We use eight mass bins
ith constant logarithmic width o v er the range 10 13 M � ≤ M 500 ≤
0 15 . 4 M �. All bins are shown regardless of the halo count. Although
here may only be a few haloes in the highest mass bins, we note
hat these correspond to high-mass clusters for which scatter in the
caling relations, especially in the model difference between F5 and
R, is expected to be very lo w. The relati ve dif ference between the
5 and GR binned data is shown in the lower panels of the figures. 

.1.1 Temperature scaling relation 

he results for the T̄ gas ( M) scaling relation are shown in Fig. 4 . The
R data appears to follow the well-known power -law beha viour for

luster-sized objects; ho we v er, the relation appears to curv e at lower
asses, where processes such as feedback can cause additional gas

eating and break the power-law scaling. In F5, haloes are mostly
creened from the fifth force for masses M 500 � 10 14 . 5 M � at z = 0,
 500 � 10 14 M � at z = 0.5 and M 500 � 10 13 . 5 M � at z = 1, and here

he F5 temperature closely follows the GR temperature. At lower
asses, the F5 temperature becomes significantly enhanced, as the

otal gravitational potential of the halo is deepened by the fifth force.
Our rescaling of the F5 data, which we recall involves dividing

he temperature by the ratio of the dynamical mass to the true
ass (equation 11 ), can successfully account for this offset at lower
asses, restoring a < 7 per cent agreement with the GR relation.
o we ver, the rescaled F5 relation now slightly underestimates the
R relation on average. We note that at z = 0, this offset appears

o be roughly constant for cluster-sized masses; therefore, as long as
NRAS 514, 3349–3365 (2022) 
he GR scaling relation parameters are allowed to vary in MCMC
ampling (which can account for small differences in the amplitude),
his rescaling is still expected to work well in our constraint pipeline
resented in Mitchell et al. ( 2021a ). 

.1.2 Y SZ and Y X scaling relations 

he Y SZ ( M ) and Y X ( M ) relations are shown in Figs 5 and 6 ,
espectively. The GR relation appears to follow a weakly broken
ower law, with a slightly steeper slope for group-sized haloes
 M 500 � 10 14 M �) than for cluster-sized haloes ( M 500 � 10 14 M �).
gain the low-mass behaviour can be explained by feedback, which,

n addition to heating up gas, also blows gas out from the inner regions
hich in turn can lower the Y values. For example, in Mitchell et al.

 2021d ), we observed that the Y -parameter was lower in the full-
hysics simulations than in the non-radiative simulations, which did
ot include feedback. 
For lower (unscreened) masses, we observe an enhancement of

he F5 relations by up to ∼ 50 per cent compared to GR. This
s mostly corrected by our rescaling, after which the agreement
s within ∼ 12 per cent for group-sized haloes and is within a
ew per cent on average for cluster-sized objects. This is positive
ews for the constraint pipeline in Mitchell et al. ( 2021a ), which
sed this rescaling to model the Y SZ ( M ) relation for clusters in f ( R )
ravity in the redshift range 0 < z < 0.5. 

.1.3 X-ray luminosity scaling relation 

he L X ( M ) relation is shown in Fig. 7 . Mitchell et al. ( 2021d ) found
hat our rescaling based on the ratio between the dynamical and
rue halo masses was unable to accurately account for the difference
etween GR and f ( R ) gravity for this observable. That study was
arried out primarily for group-sized haloes, and for these new results
he rescaling is again unsuccessful for the mass range 10 13 M � �
 500 � 10 14 M �. The X-ray luminosity varies as T 1 / 2 gas ρ

2 
gas . For the

true density’ rescaling, which is applied here, it is assumed that
he gas temperature is enhanced by the fifth force while the gas
ensity is unchanged (see Section 2.2 ). This may not be a good
pproximation in full-physics simulations. For example, it is likely
hat there are different levels of feedback in F5 and GR. A greater
mount of feedback in one model would result in the blowing out
f gas and subsequent lowering of the gas density. This is expected
o have a much greater effect on L X , which varies as ρ2 

gas , than on
he other observables considered in this work. For the Y -parameters,
hich vary as T gas ρgas , the effects of feedback on the gas density and

he temperature can roughly balance out (e.g. Fabjan et al. 2011 ),
llowing our rescaling to perform better for these observables as
emonstrated in Figs 5 and 6 . 
While the abo v e is particularly problematic for galaxy groups,

hich are more susceptible to feedback, our rescaling appears to
ork reasonably well for cluster-sized haloes in Fig. 7 , where the

escaling brings the agreement to within 10 per cent at z = 0.
o we ver, the L X ( M ) relation is also highly scattered compared to the
ther relations considered in this work. For example, the agreement
etween F5 and GR has a large ∼ 20 per cent fluctuation at z = 1
or M 500 > 10 14 M �, even though clusters are completely screened
t this redshift. 

Based on this discussion, the T̄ gas ( M), Y SZ ( M ), and Y X ( M ) relations
re more suitable than the L X ( M ) relation for tests of gravity that
nvolve the cluster mass. 
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.2 Y X –temperature and L X –temperature relations 

n Figs 8 and 9 , we show the Y X ( ̄T gas ) and L X ( ̄T gas ) relations,
espectively, at redshifts 0, 0.5 and 1 (we have not shown the
 SZ ( ̄T gas ) relation, since this is very similar to the Y X ( ̄T gas ) relation).
he curves show the median Y X -parameter and X-ray luminosity, 

espectively, and the mean logarithmic temperature computed within 
even temperature bins, with logarithmic width 0.2, spanning the 
ange 10 −0 . 4 keV ≤ T̄ gas ≤ 10 1 keV . 

Haloes in F5 and GR with the same temperature are expected to
ave a similar dynamical mass; in this case, the F5 haloes would
ave a lower true mass than the GR haloes, and therefore a lower gas
ensity (e.g. see the ‘ef fecti ve density’ rescalings in Mitchell et al.
021d ). This explains why, for Y X ( ̄T gas ), the amplitude of the F5
elation is suppressed by up to ∼ 40 per cent compared to GR, while 
or L X ( ̄T gas ) the F5 relation is suppressed by up to ∼ 45 per cent
the differences may also be partly due to differences in the levels
f feedback in the two models). For both relations, the difference 
s greater for lower redshifts and lower temperatures, where more 
aloes are unscreened. 
Neither of these relations involve the cluster mass. Therefore, 

hese could potentially be used to test gravity using galaxy groups
nd clusters without the risk of bias from mass measurements. 
his demonstrates that, besides their abundances inferred from 

bservables such as Y SZ and Y X , the combination of different internal
bservational properties for a population of galaxy clusters or groups 
an also offer useful, possibly complementary, constraints on the 
heory of gravity. We will further explore this direction in future 
rojects. 

 SU M M A RY,  D ISCUSSION,  A N D  

O N C L U S I O N S  

unning large-box cosmological simulations which simultaneously 
ncorporate screened modified gravity and full baryonic physics can 
e computationally e xpensiv e, necessitating the use of lower mass
esolutions so that the calculations can involve fe wer particles. Ho w-
ver, this means that the gas density field is smoothed, resulting in
igh-density peaks being lost and consequently an o v erall reduction 
n star formation. This can result in poor agreement with observations 
f the stellar and gaseous properties of galaxies, galaxy groups, or
alaxy clusters. 

In this work, we have retuned the IllustrisTNG baryonic model so
hat it can be used to run full-physics simulations at a much lower
esolution while still retaining a high level of agreement with galaxy 
bservations. Calibrated using runs with a box size of 68 h −1 Mpc,
56 3 dark matter particles and, initially, 256 3 gas cells, our model 
ses updated values for the following TNG parameters (Section 3.2 ): 
he threshold gas density for star formation, ρ� , is reduced from

0.1 to 0.08; the parameter ē w which controls the energy released 
y the stellar-driven wind feedback is reduced from 3.6 to 0.5; and
he black hole radiative efficiency εr is increased from 0.2 to 0.22. In
ddition to these changes, we have also increased the gravitational 
oftening to a factor 1/20 of the mean interparticle separation. 
y reducing the heating and blowing out of gas by feedback and

wo-body interactions, and lowering the threshold density of star 
ormation, these changes boost the amount of star formation at our 
owered resolution, resulting in good agreement with observations of 
alaxy properties including the stellar mass fraction, the stellar mass 
unction, the SFRD and the gas mass fraction (Fig. 2 ). 

Using our retuned model, we have run GR and F5 simulations
ith a box size 301.75 h −1 Mpc (Section 3.3 ). The predictions
f stellar and gaseous properties in both gravity models show a
ery good match with galaxy observations, particularly for group- 
nd cluster-sized masses (Fig. 3 ), which shows that for F5 it
s not necessary to further retune the baryonic parameters. Us- 
ng these simulations, we have studied, for redshifts 0 ≤ z ≤
 and masses 10 13 M � ≤ M 500 � 10 15 M �, the scaling relations
etween the halo mass and four observable mass proxies (Sec- 
ion 4.1 ): the SZ Compton Y -parameter Y SZ and its X-ray ana-
ogue Y X , the mass-weighted gas temperature T̄ gas , and the X-ray 
uminosity L X . 

For the Y SZ ( M ) and Y X ( M ) relations, our mapping between the F5
nd GR relations, which involves dividing the F5 Y -parameter by the
atio of the dynamical mass to the true mass, is accurate to within

12 per cent for galaxy groups and just a few per cent for galaxy
lusters. This validates our method for accounting for the effect of the
fth force on the Y SZ ( M ) relation, which is currently used in our f ( R )
onstraint pipeline (Mitchell et al. 2021a ). For the T̄ gas ( M) relation,
he same rescaling is again reasonable, with � 7 per cent accuracy 
or the full range of masses. Our rescaling does not work as well for
he L X ( M ) relation, which is likely due to the greater susceptibility
f the X-ray luminosity to feedback processes. 
We have also shown (Section 4.2 ) that the Y X -temperature and

 X -temperature scaling relations can differ in F5 and GR by up to
5 per cent . These relations could potentially be used for large-scale 
ests of gravity that do not involve measuring the cluster mass, and
ence not only eliminating one potential source of uncertainty but 
lso including additional information in the model constraints. 

By running large-box full-physics simulations for a range of f ( R )
ravity field strengths, it will be possible to test our models for
he enhancements of the dynamical mass (equation 9 ) and the halo
oncentration (Mitchell et al. 2019 ) in the presence of full baryonic
hysics o v er a wide mass range. Our baryonic model can also poten-
ially be used to run large full-physics simulations for other classes
f modified gravity and dark energy models, e.g. the nDGP model
Hern ́andez-Aguayo et al. 2021 ) using the MG solvers implemented
n the AREPO code, since it is likely that a recalibration of the baryonic
arameters will not be necessary unless the model studied is an
xtreme and differs strongly from the current best-fitting � CDM 

but in that case the model is likely to have already been ruled out
y other observations). The application to the nDGP model, which is
nother popular class of MG models, will make it possible to validate
ur models for the nDGP enhancements of the halo concentration and
he HMF, which were calibrated using DMO simulations, in addition 
o extending our results for the observable-mass scaling relations 
o higher masses (Mitchell et al. 2021b ). Finally, in our study of
he thermal and kinetic SZ angular power spectra in f ( R ) gravity
nd nDGP (Mitchell et al. 2021c ), we were unable to study larger
ngular scales ( l � 500), again due to the relatively small box size of
he SHYBONE simulations: this can potentially be rectified by using 
hese larger simulations. These possibilities will be explored in future 
orks. 
The ability to run large realistic galaxy and cluster formation 

imulations for beyond- � CDM models will pro v e highly beneficial
or research in this field: not only will this endow us with numerical
ools to predict observables, such as cluster properties, that can- 
ot be studied using DMO simulations, but the hydrodynamical 
imulations enabled by such a tool can be used to quantify the
mpacts of baryons on various other observables, such as weak 
ensing and galaxy clustering. The lack of such a quantitative as-
essment would either restrict the amount of data that can be reliably
sed in model tests, or lead to biased constraints on models and
arameters. 
MNRAS 514, 3349–3365 (2022) 
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able A1. Specifications of the AREPO simulations that have been used to
une our baryonic model. These are labelled L100-N256, L86-N256, L68- 
256, and L136-N512, according to their box size and dark matter particle
umber (we note that there are initially the same number of gas cells as dark
atter particles). The simulations have all been run with standard gravity 

GR). 

pecifications Simulations 
L100-N256 L86-N256 L68-N256 L136-N512 

ox size / h −1 Mpc 100 86 68 136 
M particle number 256 3 256 3 256 3 512 3 

 DM 

/ h −1 M � 4.29 × 10 9 2.73 × 10 9 1.35 × 10 9 1.35 × 10 9 

 gas / h −1 M � 8.3 × 10 8 5.3 × 10 8 2.6 × 10 8 2.6 × 10 8 

umber of runs ∼100 ∼60 ∼50 3 

PPEN D IX  A :  BA R  Y  O N I C  PHYSICS  

A L I B R AT I O N  

n Section 3.2 , we presented our new baryonic model for low-
esolution, full-physics cosmological simulations. In particular, we 
ocused on the changes that we made to the IllustrisTNG model 
nd described only a small subset of the ∼200 calibration runs. In
his appendix, we will provide a more detailed description of the 
alibration procedure, including an outline of our simulations and 
etails of the parameter search. 
Table A1 shows the specifications of the simulations used to tune 

he baryonic model. The primary goal of the tuning was to find a
odel that can produce sufficient star formation in low-resolution 

imulations to match galaxy observations. We studied in detail 
imulations with three different mass resolutions before settling on 
he resolution of the L68-N256 simulations, which have already been 

entioned in Section 3.2 . 

1 L100-N256 simulations 

o start with, we used simulations with a box size of 100 h −1 Mpc,
ontaining 256 3 dark matter particles and (initially) the same num- 
er of gas cells (L100-N256). With an average gas cell mass of

8 . 3 × 10 8 h 

−1 M �, these have 512 times lower mass resolution
han the simulations used to calibrate the fiducial TNG model and 
he same resolution as the BAHAMAS simulations (McCarthy et al. 
017 ), which were run using GADGET-3 (Springel 2005 ) rather than
REPO . We ran ∼100 simulations at this resolution, varying the 
ollowing baryonic parameters: the threshold gas density for star 
ormation ρ� (see Section 3.2.3 ) was varied in the range [0.00, 
.13] cm 

−3 ; the parameter ̄e w controlling the stellar wind energy (see 
quation 15 ) was varied in the range [0.0,3.6]; the parameters κw 

nd v w, min controlling the stellar wind speed (see equation 16 ) were
aried o v er ranges [0.0, 29.6] and [0, 500] km s −1 , respectively; and
he black hole radiati ve ef ficiency εr (see Section 3.2.4 ) was varied in
he range [0.02, 0.20]. We also tested gravitational softening lengths 
n the range 1/40–1/10 times the mean interparticle separation. 

These runs provided a very useful insight into the effects of
hanging each parameter, ho we ver, all of the tested parameter 
ombinations at the L100-N256 resolution resulted in insufficient 
tar formation within haloes of mass M 200 � 10 13 M �, and at higher
alo masses it was difficult to simultaneously match observations for 
ifferent galaxy properties. For example, parameter combinations 
hich yielded a sufficiently high stellar mass function typically 

esulted in the stellar mass fraction being o v erestimated, and in order
o match the SFRD observations it was necessary to set either ρ� or
he stellar wind energy close to zero. We therefore decided to look
t higher resolutions. 

2 L86-N256 simulations 

eeping the dark matter particle number (and initial gas cell number)
nchanged, we initially reduced the box size to 86 h −1 Mpc (L86-
256), and e x ecuted ∼60 runs at this higher resolution. Our best
odel used a gravitational softening length of 1/20 times the mean

nter-particle separation and the following parameter combination: 
� = 0.05 cm 

−3 , ē w = 0 . 5, κw = 2, v w, min = 200 km s −1 , and εr =
.15. This gave a reasonable match with high-mass observations of 
he stellar mass fraction ( M 200 � 2 × 10 12 h 

−1 M �) and stellar mass
unction ( M � � 10 11 h 

−1 M �); ho we ver, the agreement was still poor
t lower masses and the SFRD was significantly underestimated for 
edshifts z � 2. We made some efforts to rectify this. For example,
e switched off feedback entirely by setting the wind energy to zero

nd preventing the formation of black hole particles, and we tried
sing much lower values of ρ� . While these efforts resulted in more
tar formation at lower masses, it was still not enough to match
bservational data, and at higher masses and lower redshifts there 
as now far too much star formation. 

3 L68-N256 and L136-N512 simulations 

e finally settled on the 68 h −1 Mpc (L68-N256) box size, where
e ran a further ∼50 runs to calibrate the final model presented in
ection 3.2 . Our final model, with ρ� = 0.08 cm 

−3 , ē w = 0 . 5, εr =
.22, and a softening length of 1/20 times the mean interparticle
eparation, is able to produce sufficient star formation at lower 
asses and higher redshifts than the abo v e L86-N256 model, and

nly requires changes to three of the TNG model parameters (we
ake the TNG values for κw and v w, min ). The predictions from five
f the L68-N256 runs are shown in Fig. 2 to illustrate the effects of
ach of the changes to the fiducial TNG parameter values. 

In order to assess the effects of sample variance, we also ran three
imulations with an increased box size of 136 h −1 Mpc (L136-N512)
nd the same mass resolution as the L68-N256 runs. The results from
hese simulations, which were run using our three most promising 
aryonic models, indicated that the stellar mass fraction and stellar 
ass function are slightly reduced in the larger box. This is why we

elected the abo v e model, ev en though it slightly o v erestimates the
tellar mass function in Fig. 2 . 
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