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Abstract

In this paper we study the regularity of the solutions for backward stochastic differ-

ential equations (BSDEs) with finite state Markov chains and establish its link with

associated partial differential equations (PDEs) in classical sense. Moreover, we study

the existence and uniqueness of solutions for such BSDEs under Lipschitz conditions

on f in the space L2
ρ(Rd ;Rk)⊗ L2

ρ(Rd ;Rd×k)⊗ L2
ρ(Rd × I;Rk). In this way, we es-

tablish a new connection between L2
ρ(Rd ;Rk)⊗L2

ρ(Rd ;Rd×k)⊗L2
ρ(Rd× I;Rk) valued

solutions of BSDEs and the solutions of PDEs in a Sobolev space.

Keywords: Backward stochastic differential equations, Partial differential equations,

Markov chains, Sobolev weak solutions

1. Introduction

Backward stochastic differential equations (BSDEs) were first introduced by Par-

doux and Peng [1]. Since then many progresses have been made in fundamental re-

search, for example, Peng and Wu [2], Feng, Wang and Zhao [3] studied the fully cou-

pled forward and backward stochastic differential equations (FBSDEs). Furthermore,

BSDEs have deep connections with PDEs and much influence in stochastic controls

(e.g.:[4, 5]) and mathematical finance (e.g.:[6]).
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It is remarkable that, BSDEs can give probabilistic interpretation for the quasi-

linear and semi-linear partial differential equations (PDEs). For PDEs with smooth co-

efficients, Peng [7] gave a probabilistic interpretation for systems of quasilinear PDEs

in classical sense and then Pardoux and Peng [8] studied both the classical and the

viscosity solutions of such PDEs. Barles et al. [9] studied the viscosity solution of a

kind of integral-partial differential equations by introducing BSDEs with jumps. After

that, Barles and Lesigne [10] proved that the same probabilistic interpretation holds

for variational formulation of the PDEs. Following the same line, Bally and Matoussi

[11] studied the weak solution of Backward Doubly Stochastic Differential Equations

(BDSDEs) in Sobolev space, and gave the probability interpretation for the correspond-

ing PDEs in Sobolev space. Since then, there has been a lot of research on the weak

solution of PDEs in Sobolev space. Feng, Wang and Zhao [3] studied the weak solu-

tions of coupled forward-backward stochastic differential equations and the associated

quasi-linear PDEs. For the first time, Wei, Wu and Zhao [5] studied the Sobolev weak

solutions of Hamilton-Jacobi-Bellman equations corresponding to stochastic recursive

control problems.

However, Brownian motion alone can not provide a good description of random

phenomena in reality, such as the jump phenomenon in financial markets. In order

to satisfy the need of more realistic models, we introduce Markov chains in the study

of BSDEs, which can better reflect random environment and has a strong application

significance. For example, the applications of the regime-switching model in finance

have received significant attention in recent years. It modulates the system with a

continuous-time finite-state Markov chain with each state representing a regime of the

system or level of economic indicator, which depends on the market mode that switches

among finite number states. The market mode could reflect the state of the underlying

economy, the general mood of investors in the market, and other economic factors.

There are also a lot of research on the FBSDEs with Markov chains. Cohen [12, 13]

studied BSDEs driven only by Markov chains. Wu and Tao [14] studied BSDEs driven

by Markov chains and Brownian motion (the coefficient f does not depend on Z), and

the viscosity solution to the associated PDEs. This article mainly studies the backward

stochastic differential equations driven by Brownian motion and Markov chains ( f de-
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pend on Z), and the probabilistic interpretation of their corresponding PDEs. When

f depends on Z, due to the addition of the Markov chain, the traditional Malliavin

analysis is invalid to obtain the representation of Z. We approached this difficulty in-

novatively through an approximation method. As far as we know, it is the first time

to study the smoothness of solutions to the BSDEs with Markov chains, and give the

classical solutions of PDEs with smooth coefficients. In the studies of weak solutions

in Sobolev space, the main method is based on the stochastic flow theory established by

Kunita [15] where the flow is generated by SDEs with smooth coefficient. In our prob-

lem, the coefficients of SDEs contain Markov chains, so we generalize the stochastic

flow theory, and based on this, we study the BSDEs with Markov chains and the weak

solution of the associated PDEs in Sobolev space.

The paper is organized as follows. In Section 2, we discuss the smoothness of the

solution of SDE with Markov chains, and prove that the solution is a C1-diffeomorphism,

and give the general equivalent norm theorem. Moreover, we study the smoothness of

the solution of BSDEs with Markov chains. In Section 3, the classical solutions of

PDEs under the smooth coefficients are studied. In Section 4, we prove the existence

and uniqueness of L2
ρ(Rd ;Rk)⊗ L2

ρ(Rd ;Rd×k)⊗ L2
ρ(Rd × I;Rk) valued solutions of

BSDEs with Markov chains under a functional Lipschitz condition. In Section 5, we

study the weak solutions to the associated PDEs in Sobolev space.

2. Preliminaries

2.1. SDEs with finite-state Markov chains

Let (Ω,F ,P) be a probability space, {Bt ,0 ≤ t ≤ T} be a d-dimensional Brow-

nian motion and {αt ,0 ≤ t ≤ T} a finite-state Markov chain with the state space I =

{1,2, . . . ,m}, for some positive integer m. The transition intensities are λi j(t) for i 6= j

with λi j are nonnegative and bounded and λii =−∑ j∈I\{i}λi j. Let F = (Ft)t∈[0,T ] be

the filtration generated by {Bs,αs;0 ≤ s ≤ T} and F0 contains all P-null elements of

F .

For any 0≤ t ≤ s≤ T , p≥ 1,k ∈N, we denote by Mp([t,s];Rk)(resp. Sp([t,s];Rk))

the set of Fs-progressively measurable (resp. predictable) process such that for any
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ϕs ∈Mp([t,s];Rk)(resp. ∈ Sp([t,s];Rk) ),

E
[(∫ s

t
|ϕr|2dr

)p/2]
<+∞ (resp. E sup

t≤r≤s
|ϕr|p <+∞).

By Ck(Rp;Rq), Ck
l,b(R

p;Rq), Ck
p(Rp;Rq), we denote respectively the set of functions

Ck from Rp into Rq, the set of those functions of class Ck whose partial derivatives

of order less than or equal to k are bounded (and hence the function itself growths at

most like a linear function of the variable x at infinity), and the set of those functions

of class Ck which, together with all their partial derivatives of order less than or equal

to k, grow at most like a polynomial function of the variable x at infinity. Moreover, by

Ck
b(R

p;Rq) we denote the set of those functions in Ck
l,b(R

p;Rq) which are bounded.

Let Vt( j) denote the number of jumps of {αs,0 ≤ s ≤ T} from any state in I to

state j between time 0 and t and let V denote the corresponding integer-valued ran-

dom measure on ([0,T ]× I,B([0,T ]⊗BI)). The compensator of Vt( j) is given by

1αt− 6= jλαt−, jdt, i.e.,

dṼt( j), dVt( j)−1αt− 6= jλαt−, jdt

is a martingale (compensated measure). We set λt( j) = 1αt− 6= jλαt−, j. Then the canon-

ical special semimartingale representation for α (see [16, 17]) is given by

dαt = ∑
j∈I

λαt−, j(t)( j−αt−)dt +∑
j∈I

( j−αt−)dṼt( j).

We will study the following SDEs and then give the well-known result of existence and

uniqueness of solution:dX t,x,i
s = b(s,X t,x,i

s ,α t,i
s )ds+σ(s,X t,x,i

s ,α t,i
s )dBs, s ∈ [t,T ],

X t,x,i
t = x, α

t,i
t = i, x ∈ Rd , i ∈ I,

(2.1)

where b(s, ·, i) ∈C3
l,b(R

d ;Rd) and σ(s, ·, i) ∈C3
l,b(R

d ;Rd×d) for any s ∈ [t,T ] and i ∈ I.

Moreover b(s,x, i) and σ(s,x, i) are continuous with s ∈ [t,T ] for any x ∈ Rd and i ∈ I.

We denote by {X t,x,i
s , t ≤ s≤ T} the unique strong solution of the following SDE: From

[18] we know that the SDE (2.1) has a unique continuous solution in S2([t,T ];Rd).

Next, we will study the regularity of the random field defined by {X t,x,i
s ;0 ≤ t ≤ s ≤

T,x ∈ Rd} in (t,s,x), for any i ∈ I.
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By virtue of the same procedure as in the proof of Theorem 2.1 in Chapter 2 of

Kunita [15], we give the following lemma without proof.

Lemma 2.1. For any p≥ 2 and q∈R, there exists a constant c such that for any t ∈R,

x, x′ ∈ Rd , i ∈ I, ε > 0,

E( sup
t≤s≤T

|X t,x,i
s |p)≤ c(1+ |x|p), (2.2)

E(|X t,x,i
s −X t,x,i

s′ |
p)≤ c(1+ |x|p)|s− s′|

p
2 , (2.3)

E[(ε + |X t,x,i
s |2)q]≤ c(ε + |x|2)q, (2.4)

E[(ε + |X t,x,i
s −X t,y,i

s |2)q]≤ c(ε + |x− y|2)q.

Theorem 2.2. For any p≥ 2, there is a positive constant C such that

E|X t,x,i
s −X t ′,x′,i

s′ |p ≤C
[
|x− x′|p +(1+ |x|p + |x′|p)(|t− t ′|+o(|t− t ′|)+ |s− s′|

p
2 )
]
.

Proof. The proof is a combination of Theorem 2.1 in [15] and Lemma 3.3 in [18],

which is easy to verify, so we omitted.

We get the following corollary immediately from Kolmogorov’s continuous Lemma:

Corollary 2.3. The random field defined by {X t,x,i
s , t ≤ s≤ T,x ∈Rd} is continuous in

(s,x), and the function φi(t,s,x) := E[X t,x,i
s ] is continuous in (t,s,x).

Lemma 2.4. For any p > 2, there is a positive constant c such that

E
(

sup
t≤s≤T

|∆l
hX t,x,i

s |p
)
≤ c, (2.5)

and

E|∆l
hX t,x,i

s −∆
l
h′X

t ′,x′,i
s′ |p

≤ c
[
|x− x′|p + |h−h′|p +(1+ |x|+ |x′|)p(|s− s′|

p
2 + |t− t ′|

1
2 +o(t− t ′)

1
2 )
]
,

(2.6)

where h ∈R−{0} and ∆l
hg(x) := h−1[g(x+hel)−g(x)], 1≤ l ≤ d, el denotes the l-th

vector of an arbitrary orthonormal basis of Rd .
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Proof. We first show the boundedness of E|∆l
hX t,x,i

s |p. By the mean value theorem, it

holds that

∆
l
hX t,x,i

s =el +
∫ s

t

∫ 1

0
b′(r,X t,x,i

r + v(X t,x+hel ,i
r −X t,x,i

r ),α t,i
r )∆l

hX t,x,i
r dvdr

+
∫ s

t

∫ 1

0
σ
′(r,X t,x,i

r + v(X t,x+hel ,i
r −X t,x,i

r ),α t,i
r )∆l

hX t,x,i
r dvdBr.

(2.7)

where b′ and σ ′ are the first order partial derivatives in x of b and σ respectively. By

the boundedness of b′, σ ′ and Burkholder’s inequality, we have

E|∆l
hX t,x,i

s |p ≤CE
[
1+

∫ s

t
|
∫ 1

0
b′(r,X t,x,i

r + v(X t,x+hel ,i
r −X t,x,i

r ),α t,i
r )dv∆

l
hX t,x,i

r |pdr

+
∫ s

t
|
∫ 1

0
σ
′(r,X t,x,i

r + v(X t,x+hel ,i
r −X t,x,i

r ),α t,i
r )dv∆

l
hX t,x,i

r |pdr
]

≤C+C
∫ s

t
E|∆l

hX t,x,i
r |pdr.

Therefore by Gronwall’s inequality, we see that E|∆l
hX t,x,i

s |p is bounded. By a standard

argument of Burkholder’s inequality, we get (2.5).

To prove (2.6) we discuss firstly the case when s = s′. Without loss of generality,

we assume t < t ′ < s. Let g = b;σ , set

g′1(r) = g′(r,X t,x,i
r + v(X t,x+hel ,i

r −X t,x,i
r ),α t,i

r ),

g′2(r) = g′(r,X t ′,x′,i
r + v(X t ′,x′+h′el ,i

r −X t ′,x′,i
r ),α t ′,i

r ),

g′3(r) = g′(r,X t ′,x′,i
r + v(X t ′,x′+h′el ,i

r −X t ′,x′,i
r ),α t,i

r ).

Then we have

E|∆l
hX t,x,i

s −∆
l
h′X

t ′,x′,i
s |p

≤ E|
∫ t ′

t

∫ 1

0
b′1(r)dv∆

l
hX t,x,i

r dr+
∫ t ′

t

∫ 1

0
σ
′
1(r)dv∆

l
hX t,x,i

r dBr|p

+E|
∫ s

t ′
|
∫ 1

0
b′1(r)dv∆

l
hX t,x,i

r −
∫ 1

0
b′2(r)dv∆

l
h′X

t ′,x′,i
r |dr|p

+E|
∫ s

t ′
(
∫ 1

0
σ
′
1(r)dv∆

l
hX t,x,i

r −
∫ 1

0
σ
′
2(r)dv∆

l
h′X

t ′,x′,i
r )dBr|p

= I + II + III.

From the boundedness of b′ and σ ′ and E|∆l
hX t,x,i

s |p, it is easy to get

I ≤C|t− t ′|
p
2 .
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With the continuity and boundedness of b′ and σ ′, by Burkholder’s inequality,

III ≤CE|
∫ s

t ′
|
∫ 1

0
σ
′
1(r)dv∆

l
hX t,x,i

r −
∫ 1

0
σ
′
2(r)dv∆

l
h′X

t ′,x′,i
r |2dr|p/2

≤CE|
∫ s

t ′

[∫ 1

0
|σ ′1(r)|dv|∆l

hX t,x,i
r −∆

l
h′X

t ′,x′,i
r |

+
∫ 1

0
|σ ′1(r)−σ

′
3(r)|dv|∆l

h′X
t ′,x′,i
r |

]
|pdr|

+CE|
∫ s

t ′

[∫ 1

0
|σ ′2(r)−σ

′
3(r)|dv|∆l

h′X
t ′,x′,i
r |

]
|pdr|

≤CE
∫ s

t ′
|∆l

hX t,x,i
r −∆

l
h′X

t ′,x′,i
r |pdr

+C
∫ s

t ′
E[|X t,x,i

r −X t ′,x′,i
r |2p]

1
2 E[|∆l

h′X
t ′,x′,i
r |2p]

1
2 dr

+C
∫ s

t ′
E[|X t,x+hel ,i

r −X t ′,x′+h′el ,i
r |2p]

1
2 E[|∆l

h′X
t ′,x′,i
r |2p]

1
2 dr

+C
∫ s

t ′
E[(
∫ 1

0
|σ ′2(r)|+ |σ ′3(r)|dv)2pI

{αt,i
r 6=α

t′,i
r }

]
1
2 E[|∆l

h′X
t ′,x′,i
r |2p]

1
2 dr.

We define Θ as the last term on the right hand side of the above inequality. Then by

the same discussion of (3.74) on page 107 in [18]:

Θ≤C
∫ s

t ′
E
[[
(
∫ 1

0
|2σ
′(r)|+ |3σ

′(r)|dv)2p]I
{αt,i

r 6=α
t′,i
r }

] 1
2
dr

≤CE
[
E[I
{αt,i

r 6=α
t′,i
r }
|α t,i

r ]
] 1

2 ≤C|t− t ′|
1
2 +o(|t− t ′|)

1
2 .

By Theorem 2.2, we have

III ≤C
[
|x− x′|p + |h−h′|p +(1+ |x|p + |x′|p)(|t− t ′|

1
2 +o(|t− t ′|)

1
2
]

+C
∫ s

t ′
E|∆l

hX t,x,i
r −∆

l
h′X

t ′,x′,i
r |pdr.

By the same discussion of III, we have

II ≤C
[
|x− x′|p + |h−h′|p +(1+ |x|p + |x′|p)(|t− t ′|

1
2 +o(|t− t ′|)

1
2
]

+C
∫ s

t ′
E|∆l

hX t,x,i
r −∆

l
h′X

t ′,x′,i
r |pdr.

Combining I,II and III, by Gronwall’s inequality, we have

E|∆l
hX t,x,i

s −∆
l
h′X

t ′,x′,i
s |p

≤ c
[
|x− x′|p + |h−h′|p +(1+ |x|+ |x′|)p(|t− t ′|

1
2 +o(|t− t ′|)

1
2 )
]
.
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It remains to prove (2.6) in case s 6= s′. Assuming s < s′, we have

∆
l
hX t,x,i

s −∆
l
h′X

t ′,x′,i
s′ = ∆

l
hX t,x,i

s −∆
l
h′X

t ′,x′,i
s

−
∫ s′

s

∫ 1

0

2b′(r)dv∆
l
hX t,x,i

r dr−
∫ t ′

t

∫ 1

0

2
σ
′(r)dv∆

l
hX t,x,i

r dBr.

Using (2.4) and standard arguments, together with the result we already proved when

s = s′, we can easily see (2.6) holds.

From Lemma 2.4, let h→ 0 and using Kolmogorov’s Lemma, we obtain the next

theorem immediately.

Theorem 2.5. For any t ∈ [0,T ], x ∈Rd and i ∈ I the mapping x 7→ X t,x,i
s is a.s. differ-

entiable, and the matrix of partial derivatives OX t,x,i
s (OX t,x,i

s = ( ∂Xs
∂x j )1≤i, j≤d ; t ≤ s≤ T )

possesses a version which is a.s. continuous in (s,x). Moreover the process solves the

following SDE:

OX t,x,i
s = I +

∫ s

t
b′(r,X t,x,i

r ,α t,i
r )OX t,x,i

r dr+
∫ s

t
σ
′(r,X t,x,i

r ,α t,i
r )OX t,x,i

r dBr, (2.8)

where b′ and σ ′ are matrix valued function ( ∂bi
∂x j

)1≤i, j≤d .

Now we consider the solution of the SDEs (2.1) as a stochastic flow from Rd to Rd .

According to Section 4, Chapter II in [15], Lemma 2.1 and Theorem 2.2, we have the

following theorem.

Theorem 2.6. The map X t,·,i
s : Rd → Rd is a homeomorphism a.s. This is to say that

the map X t,·,i
s is one-to-one and onto, so its inverse map exists. Moreover, the inverse

map, denoted by X̂ t,·,i
s : Rd → Rd , is also continuous in s a.s.

Lemma 2.7. Let g(r,x, i) be a continuous function of (r,x), f (r,x, i) be a C1 function

of x for any i ∈ I. Then∫ s

t
g(r,X t,y,i

r ,α t,i
r )dr|y=X̂ t,x,i

s
=
∫ s

t
g(r, X̂ r,x,αt,i

r
s ,α t,i

r )dr, (2.9)

∫ s

t
f (r,X t,y,i

r ,α t,i
r )dBr|y=X̂ t,x,i

s
=
∫ s

t
f (r, X̂ r,x,αt,i

r
s ,α t,i

r )dB̂r

−
∫ s

t
(σᵀ f ′)(r, X̂ r,x,αt,i

r
s ,α t,i

r ).
(2.10)
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Proof. The equation (2.9) is obviously. Now let’s prove (2.10). We first assume that

f (s,x, i) is a C1 function of s and a C2 function of x for any i ∈ I. Define ∆n = {t =

tn
1 < tn

2 < · · ·< tn
n = s} as a sequence of partitions of [t,s]. Then for any r ∈ [τk−1,τk),

we have by Corollary 7.8, Chapter I in [15], there is a sequence of partitions {∆n} with

|∆n| → 0 such that∫
τk

τk−1

f (r,X t,y,i
r ,α t,i

r )dBr = lim
n→+∞

∫
τk

τk−1

f ∆n(r,X t,y,i
r ,α t,i

r )I[τk−1,τk)dBr a.s.,

where

f ∆n
r =

n−1

∑
k=1

ftn
k
1[tn

k ,t
n
k+1)

.

Therefore∫ s

t
f (r,X t,y,i

r ,α t,i
r )dBr =

n−1

∑
k=1

∫
τk

τk−1

f (r,X t,y,i
r ,α t,i

r )dBr = lim
n→+∞

∫ s

t
f ∆n(r,X t,y,i

r ,α t,i
r )dBr a.s.

Then it holds that∫ s

t
f (r,X t,y,i

r ,α t,i
r )dBr|y=X̂ t,x,i

s

= lim
n→+∞

n−1

∑
j=1

f (tn
j , X̂

tn
j ,x,α

t,i
tnj

s ,α t,i
τk−1)(Btn

j+1
−Btn

j
)

= lim
n→+∞

n−1

∑
j=1

f (tn
j+1, X̂

tn
j+1,x,α

t,i
tnj+1

s ,α t,i
τk−1)(Btn

j+1
−Btn

j
)

− lim
n→+∞

n−1

∑
j=1

[
f (tn

j+1, X̂
tn
j+1,x,α

t,i
tnj+1

s ,α t,i
τk−1)− f (tn

j , X̂
tn
j ,x,α

t,i
tnj

s ,α t,i
τk−1)

]
(Btn

j+1
−Btn

j
).

(2.11)

The first limit on the right hand side exists and equals to the backward Itô integral∫ s
t g(r, X̂ r,x,αt,i

r
s ,α t,i

r )dB̂r. The second limit equals to

< f (·,X t,y,i
· ,α t,i

· ),B·−Bt >s |y=X̂ t,x,i
s

,

where the symbol < ·, ·> is the joint quadratic variation. By Itô’s formula, we have

f (s,X t,y,i
s ,α t,i

s ) = f (t,y, i)+Ns +
∫ s

t
(σᵀ f ′)(r,X t,y,i

r ,α t,i
r )dBr

+
N

∑
j=1

∫ s

t
( f (r,X t,y,i

r , j)− f (r,X t,y,i
r ,α t,i

r−))dṼr( j),
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where

Ns =
∫ s

t

[
∂ f
∂ r

(r,X t,y,i
r ,α t,i

r )+(b f ′)(r,X t,y,i
r ,α t,i

r )+
1
2
(σᵀ f ′′σ)(r,X t,y,i

r ,α t,i
r )

+
N

∑
j=1

γ
α

t,x
r , jσ(r,X t,y,i

r ,α t,i
r )
]
dr

is a process of bounded variation. Therefore, we have

< f (·,X t,y,i
· ,α t,i

· ),B·−Bt >s=
∫ s

t
(σᵀ f ′)(r,X t,y,i

r ,α t,i
r )dr.

Substitute y = X̂ t,x,i
s to the above and apply (2.9), we get that the second term of the

right hand side of (2.11) equals to

−
∫ s

t
(σᵀ f ′)(r, X̂ r,x,αt,i

r
s ,α t,i

r )dr.

It remains to prove (2.10) for general f . For each i ∈ I, choose a sequence of smooth

functions fn(r,x, i) such that fn(r,x, i)→ f (r,x, i) and f ′n(r,x, i)→ f ′(r,x, i) locally uni-

formly. Then Eq. (2.10) is valid to all fn. Let n→ +∞, we get Eq. (2.10) for f by

virtue of Theorem 7.7 in Chapter I in [15].

Remark 2.8. In the above proof, we use the backward Itô integral
∫ s

t g(r, X̂ r,x,αt,i
r

s ,α t,i
r )dB̂r

and it is well defined. If we set Gr = FB
r,s∨Fα

t,r, then for any r ∈ [t,s], g(r, X̂ r,x,αt,i
r

s ,α t,i
r ) is

Gr-adapted and the following still holds for any Gr-adapted square integrable process

g(t),

E[
∫ s

t
g(r)dB̂r] = 0, E[|

∫ s

t
g(r)dB̂r|2] = E[

∫ s

t
g(r)2dr].

Remark 2.9. By Lemma 2.7, it’s easy to get the inverse of the flow {X̂ t,x,i
s , t ≤ s ≤ T}

satisfying the following backward SDEs:

X̂ t,x,i
s = x−

∫ s

t
σ(r, X̂ r,x,αt,i

r
s ,α t,i

r )dB̂r +
∫ s

t
(σᵀ

σ
′)(r, X̂ r,x,αt,i

r
s ,α t,i

r )dr

−
∫ s

t
b(r, X̂ r,x,αt,i

r
s ,α t,i

r )dr.

Using the same procedure as in the proof of Lemma 2.4, we can prove that the inverse

flow X̂ t,·,i
s is differentiable, and the derivative OX̂ t,·,i

s is continuous in s. So X t,·,i
s defines

a C1-diffeomorphism. We denote by J(X̂ t,·,i
s ) the determinant of Jacobian matrix of

X̂ t,·,i
s , which is positive because it is a continuous function of s ∈ [t,T ], which does not

vanish and J(X̂ t,·,i
t ) = 1.
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Lemma 2.10 (Generalized equivalence of norm principle). We take ρ(x) := eF(x) as

the weight function, where F : Rd → R is a continuous function. Moreover, we as-

sume that there exists a constant R > 0 such that for |x| > R, F ∈ C2
l,b(Rd ;R) and

supx∈Rd |F ′(x)x| < +∞. For instance, we can take ρ(x) = (1+ |x|)q, with q ∈ R or

ρ(x) = e
α

1+|x| with α ∈ R. If ϕρ−1 ∈ L1(Rd). Then there exist two constants c > 0 and

C > 0 such that

c
∫
Rd
|ϕ(x)|ρ−1(x)dx≤ E

[∫
Rd
|ϕ(X t,x,i

s )|ρ−1(x)dx
]
≤C

∫
Rd
|ϕ(x)|ρ−1(x)dx. (2.12)

Moreover if Ψ : Ω× [t,T ]×Rd → R, Ψ(s, ·) is Fα
s measurable for s ∈ [t,T ] and

Ψρ−1 ∈ L1(Ω× [0,T ]×Rd), then there exist two constants c > 0 and C > 0 such

that

cE
∫ T

t

∫
Rd
|Ψ(s,x)|ρ(x)−1dx≤ E

∫ T

t

∫
Rd
|Ψ(s,X t,x,i

s )|ρ(x)−1dx

≤CE
∫ T

t

∫
Rd
|Ψ(s,x)|ρ(x)−1dx.

(2.13)

The constants c and C depend on T , ρ , the bounds of σ and the bounds of the first

(resp. first and second) derivatives of b (resp. of σ ).

Proof. We only need to verify the following inequality:

c≤ E
[J(X̂ t,x,i

s )ρ(X̂ t,x,i
s )

ρ(x)
|Fα

s

]
≤C a.s.. (2.14)

In fact, using a change of variable y = X t,x,i
s , we get∫

Rd
E(|Ψ(s,X t,x,i

s )|)ρ(x)dx =
∫
Rd

E
[
E
[
|Ψ(s,y)|J(X̂ t,y,i

s )ρ(X̂ t,y,i
s )|Fα

s
]]

dy

=
∫
Rd

E
[
|Ψ(s,y)|ρ(y)E

[J(X̂ t,y,i
s )ρ(X̂ t,y,i

s )

ρ(y)
|Fα

s
]]

dy

and if (2.14) holds, integrating with respect to s ∈ [t,T ], we get (2.13). Eq. (2.12) is a

special case of (2.13) so Lemma 2.10 is proved. Now we devote to the proof of (2.14).

We assume first that T−h≤ t ≤T for some small h> 0 and F ∈C2
l,b(Rd). Applying

Lemma 2.7 and Itô’s formula, we get the inverse of the flow {X̂ t,x,i
s , t ≤ s≤ T} satisfies

the following backward SDEs:

X̂ t,x,i
s = x−

∫ s

t
σ(r, X̂ r,x,αt,i

r
s ,α t,i

r )dB̂r +
∫ s

t
(σT

σ
′)(r, X̂ r,x,αt,i

r
s ,α t,x,i

r )dr

−
∫ s

t
b(r, X̂ r,x,αt,i

r
s ,α t,i

r )dr,
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and

F(X̂ t,x,αt,i
r

s ) = F(x)−
∫ s

t
σ(r, X̂ r,x,αt,i

r
s ,α t,i

r )F ′(X̂ r,x,αt,i
r

s )dB̂r +
∫ s

t
L̂F(X̂ r,x,αt,i

r
s )dr,

where

L̂F(X̂ r,x,αt,i
r

s ) =
1
2
(σT

σ)(r, X̂ r,x,αt,i
r

s ,α t,x,i
r )F ′′(X̂ r,x,αt,i

r
s )−b(r, X̂ r,x,i

s ,α t,i
r )F ′(X̂ r,x,i

s )

+(σOσ)(r, X̂ r,x,αt,i
r

s ,α t,i
r )F ′(X̂ r,x,i

s ).

It follows that

ρ(X̂ r,x,αt,i
r

s )

ρ(x)
= exp(F(X̂ t,x,i

s )−F(x))

= exp
(
−
∫ s

t
σ(r, X̂ r,x,i

s ,α t,i
r )F ′(X̂ r,x,i

s )dB̂r +
∫ s

t
L̂F(X̂ r,x,i

s )dr
)

= exp
(
−
∫ s

t
σ(r, X̂ r,x,i

s ,α t,i
r )F ′(X̂ r,x,i

s )dB̂r

+
1
2

∫ s

t
|σ(r, X̂ r,x,i

s ,α t,i
r )F ′(X̂ r,x,i

s )|2dr
)

× exp
(
− 1

2

∫ s

t
|σ(r, X̂ r,x,i

s ,α t,i
r )F ′(X̂ r,x,i

s )|2dr+
∫ s

t
L̂F(X̂ r,x,i

s )dr
)

:= Ms
t (x, i)N

s
t (x, i).

Since the first and second order derivatives of F , σ , and |F ′(x)x| are bounded, we have

|b(r, X̂ r,x,i
s ,α t,i

r )F ′(X̂ r,x,i
s )| ≤ c1|(1+ |X̂ r,x,i

s |)F ′(X̂ r,x,i
s )| ≤ c2.

So, there exists two constants r > 0 and R > 0 such that r ≤ Ns
t (x, i)≤ R. On the other

hand, Ms
t satisfies the following linear backward SDE

Ms
t (t, i) = 1−

∫ s

t
Mr

t (x, i)σ(r, X̂ r,x,i
s ,α t,i

r )F ′(X̂ r,x,i
s )dB̂r := 1+ Is

t (x, i),

and therefore

E[|Ms
t (x, i)|2|Fα

s ]≤ 2(1+E
[
|
∫ s

t
Mr

t (x, i)σ(r, X̂ r,x,i
s ,α t,i

r )F ′(X̂ r,x,i
s )dB̂r|2|Fα

s
]
).

Due to the independence of the Brownin Motion Bt and the Markov chains αt ,

E[|Ms
t (x, i)|2|Fα

s ]≤C(1+E
[∫ s

t
|Mr

t (x, i)σ(r, X̂ r,x,i
s ,α t,i

r )F ′(X̂ r,x,i
s )|2dr|Fα

s
]
)

≤C(1+
∫ s

t
E[|Mr

t (x, i)|2|Fα
s ]).
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By the Gronwall inequality, we have

E[|Ms
t (x, i)|2|Fα

s ]≤C a.s.,

and by a similar method,

E[|Is
t (x, i)|2|Fα

s ]≤C(s− t) a.s.

By virtue of Remark 2.9, Proposition 5.1 in [11] and the same discussion as above,

we get the result.

2.2. BSDEs with finite-state Markov chains

Let f : [0,T ]×Rd×Rk×Rk×d× I→ Rk and h : Rd → Rk. Moreover, we assume

(A.1) h ∈C3
p(Rd ;Rk);

(A.2) for any s ∈ [t,T ], i ∈ I, (x,y,z)→ f (s,x,y,x, i) is of class C3, f (s, ·,0,0, i) ∈

C3
p(Rd ;Rk), for s ∈ [t,T ] and i ∈ I;

(A.3) the first order partial derivatives in y and z of f are bounded on [t,T ]×Rd×

Rk×Rk×d× I, as well as their derivatives of order one and two with respect to x,y,z.

From now on, we will denote by N p([t,T ]× I;Rk), p ≥ 1, the space consisting of

Fs-progressively measurable process, such that for any ϕ ∈ N p([t,T ]× I;Rk),

E
[(

∑
j∈I

∫ T

t
|ϕr( j)|2λr( j)dr

)p/2]
<+∞.

From conditions (A.1)-(A.3), we know that f (s,X t,x,i
s ,y,z, i) is Fs-adapted, h(X t,x,i

T )

is FT -measure and E|g(X t,x,i
T )|2 < +∞. So, under condition (A.1)-(A.3), from [17]

we know that there exists a unique tripe (Y,Z,W ) ∈ S2([t,T ];Rk)×M2([t,T ];Rk)×

N2([t,T ]× I;Rk) which solves:
dY t,x,i

s =− f (s,X t,x,i
s ,Y t,x,i

s ,Zt,x,i
s ,α t,i

s )ds+Zt,x,i
s dBs +∑

j∈I
W t,x,i

s ( j)dṼs( j),

Y t,x,i
T = h(X t,x,i

T ), α
t,i
t = i.

(2.15)

Proposition 2.11. For any 0≤ t ≤ T , x ∈ Rd , p > 1, we have

(Y t,·,i
· ,Zt,·,i

· ,W t,·,i
· (·)) ∈ Sp([t,T ];Rk)×Mp([t,T ];Rk)×N p([t,T ]× I;Rk).
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Proof. Let ϕn,p(x) = (x∧n)p + pnp−1(x−n)+. Then ϕn,p ∈C1(R+),

ϕ
′
n,p(x) = p(x∧n)p−1

is bounded and absolutely continuous in x and ϕ ′′n,p(x) = p(p−1)(x∧n)p−21[0,n](x).

Applying Itô’s formula for semi-martingale (cf Theorem 5.1 in Chapter II, [19]) to

ϕn,p(|Ys|2), we get

ϕn,p(|YT |2)+2
∫ T

s
ϕ
′
n,p(|Yr|2)Yr f (r,Xr,Yr,Zr,αr)dr

=ϕn,p(|Ys|2)+2
∫ T

s
ϕ
′
n,p(|Yr|2)YrZrdBr +2

∫ T

s
ϕ
′′
n,p(|Yr|2)|YrZr|2dr

+
∫ T

s
ϕ
′
n,pTr(ZrZT

r )dr+∑
j∈I

∫ T

s

[
ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2)

]
dVr( j)

+∑
j∈I

∫ T

s

[
ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2)−2ϕ

′
n,p(|Yr|2)YrWr( j)

]
λr( j)dr

=ϕn,p(|Ys|2)+2
∫ T

s
ϕ
′
n,p(|Yr|2)YrZrdBr +2

∫ T

s
ϕ
′′
n,p(|Yr|2)|YrZr|2dr

+
∫ T

s
ϕ
′
n,pTr(ZrZT

r )dr+∑
j∈I

∫ T

s

[
ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2)

]
dVr( j)

+∑
j∈I

∫ T

s

[
ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2)

−ϕ
′
n,p(|Yr|2)(|Yr−+Wr( j)|2− (|Yr−|2))

]
λr( j)dr

+∑
j∈I

∫ T

s
ϕ
′
n,p(|Yr|2)|Wr( j)|2λr( j)dr.

(2.16)

Since (Ys,Zs,Ws( j))∈ S2([t,T ];Rk)×M2([t,T ];Rk)×N2([t,T ]× I;Rk) and the bound-

edness of ϕ ′n,p, it follows from the B-D-G inequality, that

E
[

sup
0≤s≤T

|
∫ s

0
ϕ
′
n,p(|Yr|2)YrZrdBr|

]
≤Cpnp−1||Y ||S2 ||Z||M2 .

Moreover, from the boundedness of ϕn,p, there exists a bounded and predictable

process φs( j) such that

ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2) = φr( j)(Y ᵀ
r−Wr( j)+ |Wr( j)|2).
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By the B-D-G inequality, we have

E
[

sup
0≤t≤T

∑
j∈I

∫ T

s
|ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2)|dṼr( j)

]
=E
[

sup
0≤t≤T

∑
j∈I

∫ T

s
|φr( j)(Yr−Wr( j)+ |Wr( j)|2)|dṼr( j)

]
≤Cpnp−1(||Y ||S2 ||W ||N2 + ||W ||2N2).

So, the dB integral and the dṼ integral are integrable with respect to the probability

measure P, hence they are martingales with zero expection.

From Taylor’s expansion of ϕn,p and the positivity of ϕ ′′n,p, we conclude

∑
j∈I

∫ T

s

[
ϕn,p(|Yr−+Wr( j)|2)−ϕn,p(|Yr−|2)

−ϕ
′
n,p(|Yr|2)(|Yr−+Wr( j)|2−ϕn,p(|Yr−|2))

]
λr( j)dr ≥ 0.

(2.17)

Taking expection on (2.16) and from Assumption (A.2), we get that there exists a

constant q > 0 such that

Eϕn,p(|Ys|2)+E
∫ T

s
ϕ
′
n,p(|Yr|2)[|Zr|2 +∑

j∈I
|Wr( j)|2λr( j)]dr

≤Eϕn,p(|h(XT )|2)+2E
∫ T

s
|ϕ ′n,p(|Yr|2)Ys f (r,Xr,Yr,Zr,αr)|dr

≤Eϕn,p(|h(XT )|2)+2CE
∫ T

s
ϕ
′
n,p(|Yr|2)Yr(1+ |Xr|q + |Yr|+ |Zr|+ | f (r,0,0,0,αr)|)dr.

Let n→+∞, by monotone convergence theorem,

E|Ys|2p + pE
∫ T

s
(|Yr|2p−2)[|Zr|2 +∑

j∈I
|Wr( j)|2λr( j)]dr

≤E(|h(XT )|2p)+CE
∫ T

s
(|Yr|2p−2)|Yr|(1+ |Xr|q + |Yr|+ |Zr|+ sup

i∈I
| f (r,0,0,0, i)|)dr

≤E(|h(XT )|2p)+CE
∫ T

s
(1+ |Yr|2p)dr+

p
2

E
∫ T

s
(|Yr|2p−2|Zr|2)dr.

We have used condition (A.3) that supi∈I f (t,0,0,0, i)<+∞ for t ∈ [0,T ] a.e. and

the result that E|Xs|p <+∞.

It then follows from Gronwall’s inequality and Condition (A.1) that there exist

constants Cp,T and q such that

sup
0≤s≤T

E(|Ys|2p)≤Cp,T (T +E(|h(XT )|2p))≤C(1+ |x|2pq), (2.18)
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and also

E
∫ T

s
(|Yr|2p−2)[|Zr|2 +∑

j∈I
|Wr( j)|2λr( j)]dr ≤C(1+ |x|2pq). (2.19)

Taking expection on both sides of (2.16) again, letting n→+∞, combining (2.18) and

(2.19), we get that

E ∑
j∈I

∫ T

s

[
|Yr−+Wr( j)|2p−|Yr−|2p

− p(|Yr−+Wr( j)|2−|Yr−|2)|Yr|2(p−1)
]
λr( j)ds≤C(1+ |x|q).

(2.20)

From (2.18), (2.19) and (2.20), we get

E ∑
j∈I

∫ T

s

[
|Yr−+Wr( j)|2p−|Yr−|2p

]
λr( j)ds≤C(1+ |x|q). (2.21)

Now, again from Ito’s formula and (2.17),

|Ys|2p ≤ |YT |2p +2p
∫ T

s
|Yr|2(p−1)|Yr|| f (r,Xr,Yr,Zr,αr)|dr

− p
∫ T

s
|Yr|2(p−1)|Zr|2dr− p ∑

j∈I

∫ T

s
|Yr|2(p−1)|Wr( j)|2λr( j)dr

−2p
∫ T

s
|Yr|2(p−1)YrZrdBr−∑

j∈I

∫ T

s

[
|Yr−+Wr( j)|2p−|Yr−|2p

]
dVr( j).

It follows from (2.18) and (2.19) that the above dB integral is uniformly integrable, and

from (2.21) that the dṼ integral is a uniformly integrable martingale. It is then easy to

conclude that

E( sup
t≤s≤T

|Ys|2p)≤C(1+ |x|q).

Finally, for any t ≤ a≤ s≤ b≤ T ,∫ s

a
ZrdBr +∑

j∈I

∫ s

a
Wr( j)dṼr( j) = Ys−Ya +

∫ s

a
f (r,Xr,Yr,Zr,αr)dr.

Hence, from Burkholder-Davis-Gundy’s inequality, for any p ≥ 2, there exists a con-

stant Cp such that

E
[(∫ b

a
(|Zr|2 +∑

j∈I
|Wr( j)|2λr( j))dr

)p/2]
≤CpE

[
sup

a≤s≤b
|
∫ s

a
ZrdBr +∑

j∈I

∫ s

a
Wr( j)dṼr( j)|p

]
≤Cp

(
1+(b−a)p/2E

[(∫ b

a
(|Zr|2 +∑

j∈I
|Wr( j)|2λr( j))dr

)p/2
])

.
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Hence, provided b−a≤C−4/p
p , then

E
[(∫ b

a
(|Zr|2 +∑

j∈I
|Wr( j)|2λr( j))

)p/2
dr
]
≤C(1+ |x|q)

and we finish the proof.

Proposition 2.12. For any p ≥ 2, there exist reals Cp and cp such that for any 0 ≤

t, t ′ ≤ s≤ T , x, x′ ∈ Rd , h,h′ ∈ R\{0}, 1≤ i≤ d,

E
[

sup
s∈[0,T ]

|Y t,x,i
s −Y t,x′,i

s |p
]
+E

[(∫ T

t∧t ′
|Zt,x,i

s −Zt ′,x′,i
s |2ds

)p/2]
+E

[(
∑
j∈I

∫ T

t∧t ′
|Ws( j)t,x,i−Ws( j)t ′,x′,i|2λs( j)ds

)p/2]
≤Cp(1+ |x|+ |x′|)cp(|x− x′|p + |t− t ′|1/2 +o(|t− t ′|1/2))

and

E
[

sup
s∈[0,T ]

|∆l
hY t,x,i

s −∆
l
h′Y

t,x′,i
s |p

]
+E

[(∫ T

t∧t ′
|∆l

hZt,x,i
s −∆

l
h′Z

t ′,x′,i
s |2ds

)p/2]
+E

[(
∑
j∈I

∫ T

t∧t ′
|∆l

hWs( j)t,x,i−∆
l
h′Ws( j)t ′,x′,i|2λs( j)ds

)p/2]
≤Cp(1+ |x|+ |x′|)cp(|x− x′|p + |t− t ′|1/2 + |h−h′|p +o(|t− t ′|1/2)).

Proof. We first treat the case t = t ′. For x,x′ ∈ Rd ,

Y t,x,i
s −Y t,x′,i

s =
(∫ 1

0
h′(X t,x′,i

T +θ(X t,x,i
T −X t,x′,i

T ))dθ

)
[X t,x,i

T −X t,x′,i
T )]

+
∫ T

s

(
ϕr(x,x′)[X t,x,i

r −X t,x′,i
r )]+ψr(x,x′)[Y t,x,i

r −Y t,x′,i
r ]

φr(x,x′)
)

dr−
∫ T

s
(Zt,x,i

r −Zt,x′,i
r )dBr

−∑
j∈I

∫ T

s
(W t,x,i

r ( j)−W t,x′,i
r ( j))dṼs( j),

where

ϕr(x,x′) =
∫ 1

0
f ′x(Σ

x,x′
r,θ )dθ ,ψr(x,x′) =

∫ 1

0
f ′y(Σ

x,x′
r,θ )dθ ,φr(x,x′) =

∫ 1

0
f ′z(Σ

x,x′
r,θ )dθ

and

Σ
x,x′
r,θ =(r,X t,x′,i

r +θ(X t,x,i
r −X t,x′,i

r ),Y t,x′,i
r +θ(Y t,x,i

r −Y t,x′,i
r ),Zt,x′,i

r +θ(Zt,x,i
r −Zt,x′,i

r ),α t,i
r ).
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Combining the arguments of Proposition 2.11 and Theorem 2.2, we obtain:

E
[

sup
0≤s≤T

|Y t,x,i
s −Y t,x′,i

s |p
]
≤Cp(1+ |x|q + |x′|q)|x− x′|p. (2.22)

In fact we should restrict the sup to t ≤ s ≤ T , but (2.22) follows easily from that

restricted results. We have moreover

E
[(∫ T

s
||Zt,x,i

s −Zt,x′,i
s ||2ds

)p/2]
≤C(1+ |x|q + |x′|q)|x− x′|p (2.23)

and

E
[(

∑
j∈I

∫ T

t
||Ws( j)t,x,i−Ws( j)t,x′,i||2ds

)p/2]
≤C(1+ |x|q + |x′|q)|x− x′|p.

We next have

∆
l
hY t,x,i

s =
∫ 1

0
h′(X t,x,i

T +θh∆
l
hX t,x,i

T )∆l
hX t,x,i

T dθ

+
∫ T

s

∫ 1

0

[
f ′x(Ξ

t,x,h,i
r,θ )∆l

hX t,x,i
r + f ′y(Ξ

t,x,h,i
r,θ )∆l

hY t,x,i
r + f ′z(Ξ

t,x,h,i
r,θ )∆l

hZt,x,i
r
]
dθdr

−
∫ T

s
∆

l
hZt,x,i

r dBr−∑
j∈I

∫ T

s
∆

l
hW t,x,i

r ( j)dṼs( j),

where Ξ
t,x,h,i
r,θ = (r,X t,x,i

r +θh∆l
hX t,x,i

r ,Y t,x,i
r +θh∆l

hY t,x,i
r ).

It is easy to deduce by (2.22) and (2.23) that

E[ sup
0≤s≤T

|∆l
hY t,x,i

r |p]+E[
(∫ T

s
||∆l

hZt,x,i
r ||2

)p/2ds]

+∑
j∈I

E[
(∫ T

s
||∆l

hZt,x,i
r ||2λs( j)

)p/2
]<+∞.

Using Itô’s formula to |∆l
hY t,x,i

s |p and the similar arguments in Proposition 2.11 and

Lemma 2.4, we obtain that there exists Cp and q such that

E[ sup
0≤s≤T

|∆l
hY t,x,i

r |p]+E[
(∫ T

s
||∆l

hZt,x,i
r ||2

)p/2ds]

+∑
j∈I

E[
(∫ T

s
||∆l

hZt,x,i
r ||2λs( j)

)p/2
]≤Cp(1+ |x|q + |x′|q + |h|q)).

(2.24)
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Finally,

∆
l
hY t,x,i

s −∆
l
h′Y

t,x′,i
s =

∫ 1

0
h′(X t,x,i

T +θh∆
l
hX t,x,i

T )∆l
hX t,x,i

T dθ

−
∫ 1

0
h′(X t,x′,i

T +θh′∆l
h′X

t,x′,i
T )∆l

h′X
t,x′,i
T dθ

+
∫ T

s

∫ 1

0

[
f ′x(Ξ

t,x,h,i
r,θ )∆l

hX t,x,i
r − f ′x(Ξ

t,x′,h′,i
r,θ )∆l

h′X
t,x′,i
r
]
dθdr

+
∫ T

s

∫ 1

0

[
f ′y(Ξ

t,x,h,i
r,θ )∆l

hY t,x,i
r − f ′y(Ξ

t,x′,h′,i
r,θ )∆l

h′Y
t,x′,i
r

]
dθdr

+
∫ T

s

∫ 1

0

[
f ′z(Ξ

t,x,h,i
r,θ )∆l

hZt,x,i
r − f ′z(Ξ

t,x′,h′,i
r,θ )∆l

h′Z
t,x′,i
r
]
dθdr

−
∫ T

s
[∆l

hZt,x,i
r −∆

l
h′Z

t,x′,i
r ]dBr

−∑
j∈I

∫ T

s
[∆l

hW t,x,i
r ( j)−∆

l
hW t,x′,i

r ( j)]dṼs( j),

where

As(x,h;x′,h′) =
∫ 1

0
h′(X t,x,i

T +θh∆
l
hX t,x,i

T )∆l
hX t,x,i

T dθ

−
∫ 1

0
h′(X t,x′,i

T +θh′∆l
h′X

t,x′,i
T )∆l

h′X
t,x′,i
T dθ

+
∫ T

s

∫ 1

0

[
f ′x(Ξ

t,x,h,i
r,θ )∆l

hX t,x,i
r − f ′x(Ξ

t,x′,h′,i
r,θ )∆l

h′X
t,x′,i
r
]
dθdr

+
∫ T

s

∫ 1

0

[
f ′y(Ξ

t,x,h,i
r,θ )− f ′y(Ξ

t,x′,h′,i
r,θ )

]
∆

l
h′Y

t,x′,i
r dθdr

+
∫ T

s

∫ 1

0

[
f ′z(Ξ

t,x,h,i
r,θ )− f ′z(Ξ

t,x′,h′,i
r,θ )

]
∆

l
h′Z

t,x′,i
r dθdr,

and f ′y(x,h;x′,h′) =
∫ 1

0 f ′x(Ξ
t,x,h,i
r,θ ). Again by the procedure of Proposition 2.11 and

Lemma 2.4, using the properties of f and (2.22), we deduce that

E
[

sup
0≤s≤T

|∆l
hY t,x,i

s −∆
l
h′Y

t,x′,i
s |p

]
≤Cp(1+ |x|q + |x′|q + |h|q + |h′|q)

× (|x− x′|p + |h−h′|p),

E
[(∫ T

s
||∆l

hZt,x,i
s −∆

l
h′Z

t,x′,i
s ||2ds

)p/2]
≤Cp(1+ |x|q + |x′|q + |h|q + |h′|q)

× (|x− x′|p + |h−h′|p)
and

∑
j∈I

E
[(∫ T

s
||∆l

hW t,x,i
s ( j)−∆

l
h′W

t,x′,i
s ( j)||2λs( j)ds

)p/2]
≤Cp(1+ |x|q + |x′|q + |h|q + |h′|q)× (|x− x′|p + |h−h′|p).
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Indeed, take Itô’s formula to |∆l
hY t,x,i

s −∆l
h′Y

t,x′,i
s |2p with p≥ 1 and t ≤ a≤ b≤ T ,

|OY t
b |

2p−|OY t
a |2p =−

∫ b

a
2p|OY t

r |2p−1( f ′x(r)+ f ′y(r)+ f ′z(r))dr

+
∫ b

a
2p|OY t

r |2p−1|OZt
r|dBr +

∫ b

a
p(2p−1)|OY t

r |2p−2|OZt
r|2dr

+∑
j∈I

∫ b

a

[
|OY t

r−+OW t
r ( j)|2p−|OY t

r−|2p]dṼr( j)

+∑
j∈I

∫ b

a
p|OY t

r |2p−2|OW t
r ( j)|2λr( j)dr

+∑
j∈I

∫ b

a

[
|OY t

r +OW t
r ( j)|2p−|OY t

r |2p

− p(|OY t
r +OW t

r ( j)|2−|OY t
r |2)|OY t

r |2p−2]
λr( j)dr,

where OY t
r =∆l

hY t,x,i
r −∆l

h′Y
t,x′,i
r , OZt

r =∆l
hZt,x,i

r −∆l
h′Z

t,x′,i
r , OW t

r =∆l
hW t,x,i

r −∆l
h′W

t,x′,i
r ,

and

f ′x(r) =
∫ 1

0
f ′x(Ξ

t,x,h,i
r,θ )∆l

hX t,x,i
r − f ′x(Ξ

t,x′,h′,i
r,θ )∆l

h′X
t,x′,i
r dθ ,

f ′y(r) =
∫ 1

0
f ′y(Ξ

t,x,h,i
r,θ )∆l

hY t,x,i
r − f ′y(Ξ

t,x′,h′,i
r,θ )∆l

h′Y
t,x′,i
r dθ ,

f ′z(r) =
∫ 1

0
f ′z(Ξ

t,x,h,i
r,θ )∆l

hZt,x,i
r − f ′z(Ξ

t,x′,h′,i
r,θ )∆l

h′Z
t,x′,i
r dθ .

It is easy to deduce that the last term on the right hand side of the last equation is

positive. Let us only show that how to deal with the “hardest” term comparing with the

proof of Theorem 2.9 in [8]:

|E
∫ b

a
f ′z(r)|Y t

r |2p−1dr|

= |E
∫ b

a

(∫ 1

0
[ f ′z(Ξ

t,x,h,i
r,θ )∆l

hZt,x,i
r − f ′z(Ξ

t,x′,h′,i
r,θ )∆l

h′Z
t,x′,i
r ]dθ

)
|Y t

r |2p−1dr|

≤CE
∫ b

a
||∆l

hZt,x,i
r −∆

l
h′Z

t,x′,i
r ||× |Y t

r |2p−1dr|

+CE
∫ b

a
||∆l

hZt,x,i
r ||

(∫ 1

0
|Ξt,x,h,i

r,θ −Ξ
t,x′,h′,i
r,θ |dθ

)
|Y t

r |2p−1dr|

≤ 1
2

E
(

sup
a≤r≤b

|∆l
hY t,x,i

r −∆
l
h′Y

t,x′,i
r |2p

)
+ c(b−a)E

[(∫ b

a
||∆l

hZt,x,i
r −∆

l
h′Z

t,x′,i
r ||2dr

)p]
+ c

√
E
[(∫ b

a
||∆l

hZt,x,i
r ||2dr

)p]√
E
[(∫ b

a

∫ 1

0
|Ξt,x,h,i

r,θ −Ξ
t,x′,h′,i
r,θ |2dθdr

)p]
.
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We note that the first two terms on the right hand side are subtracted from the left

terms of the full inequality, with (b− a) small enough, and the last term is estimated

with the help of (2.24). Note also that we choose first b= T , a= T−α , then b= T−α ,

a = T −2α , etc.

We now deal with the case that t ≤ t ′. Without loss of generality, we set t ≤ t ′ and

by the uniqueness of solution of the BSDE, we have Y t,x,i
s = Y

t ′,X t,x,i
t′ ,α

t,i
t′

s ,

E
[

sup
s∈[0,T ]

|Y t,x,i
s −Y t ′,x′,i

s |p
]

≤ E
[

sup
s∈[0,T ]

|Y
t ′,X t,x,i

t′ ,i
s −Y t ′,x′,i

s |p
]
+E

[
sup

s∈[0,T ]
|Y

t ′,X t,x,i
t′ ,i

s −Y
t ′,X t,x,i

t′ ,α
t,i
t′

s |p
]

≤CE(1+ |x|q + |X t,x,i
t ′ |

q)|X t,x,i
t ′ − x′|p +CE

[
sup

s∈[0,T ]

(
|Y

t ′,X t,x,i
t′ ,i

s |p + |Y
t ′,X t,x,i

t′ ,α
t,i
t′

s |p
)

I
α

t,i
t′ 6=i

]
≤C

√
E(1+ |x|q + |X t,x,i

t ′ |2q)
(√

E|X t,x,i
t ′ − x|2p + |x− x′|p

)
+C
√

E
[
|X t,x,i

t ′ |2q
]√

E
[
I
α

t,i
t′ 6=i].

Then by virtue of Theorem 2.2 and Markov property, and the same procedures to Zt,x,i
s ,

W t,x,i
s ( j), ∆l

hY t,x,i
s , ∆l

hZt,x,i
s and ∆l

hW t,x,i
s ( j), we get the result.

Corollary 2.13. The function

(s, t,x) 7→ E[Y t,x,i
s ]

belongs to C0,0,2([0,T ]× [0,T ]×Rd ;Rk), and in particular

(t,x)→ E[Y t,x,i
t ] = Y t,x,i

t ∈C0,2
p ([0,T ]×Rd ;Rk).

3. Related PDEs: classical sense

In this section, we will build the connection of our BSDEs with the following sys-

tem of PDEs:

∂u
∂ t

(t,x, i) =−L u(t,x, i)− f (t,x,u(t,x),(Ouσ)(t,x, i), i)

− ∑
j 6=i, j∈I

λi j(t)(u(t,x, j)−u(t,x, i)),

u(T,x, i) = h(x), (t,x, i) ∈ [0,T ]×Rn× I,

(3.1)
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where

L ϕ(t,x, i) =
1
2

n

∑
p,q=1

(σσ
T )pq(t,x, i)

∂ 2

∂xp∂xq
ϕ(t,x, i)+

n

∑
p=1

bp(t,x, i)
∂

∂xp
ϕ(t,x, i).

In [14], the viscosity solution of this kind of PDEs has been discussed but without

the dependence of f on z. In this section, we are going to study the classical solution

of the above PDEs.

Theorem 3.1. Let b ∈C3
l,b, σ ∈C3

l,b, f and h satisfy the assumptions (A.1)-(A.3). Then

the function defined by

u(t,x, i) =: Y t,x,i
t , (t,x, i) ∈ ([0,T ]×Rd× I)

is the unique solution of the partial differential equation (3.1) in C1,2([0,T ]×Rd ;Rk)

Before proceeding to the proof of Theorem 3.1, let us give the following two lem-

mas first.

Lemma 3.2. Under the assumptions in Theorem 3.1, for all (t,x, i) ∈ [0,T ]×Rd × I,

we have a.s.
Y t,x,i

s = u(s,X t,x,i
s ,α t,i

s ),

W t,x,i
s ( j) = u(s,X t,x,i

s , j)−u(s,X t,x,i
s ,α t,i

s−).
(3.2)

where the function u was defined in Theorem 3.1. Moreover, for all (x, i) ∈ Rd× I, for

a.e. s ∈ [0,T ], we have a.s.

Zt,x,i
s = (Ouσ)(s,X t,x,i

s ,α t,i
s ). (3.3)

Proof. The proof of equation (3.2) can be obtained from the uniqueness of the solution

of BSDE (2.15). For the details of the proof one can refer to Lemma 4.2 in [14]. Now

we prove the equation (3.3). By virtue of the general Itô’s formula [see Theorem 1.45
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in [18]] and (3.2), we have

u(t +h,x, i)−u(t,x, i)

=u(t +h,x, i)−u(t +h,X t,x,i
t+h ,α

t,i
t+h)+u(t +h,X t,x,i

t+h ,α
t,i
t+h)−u(t,x, i)

=−
∫ t+h

t
(Ouσ)(t +h,X t,x,i

r ,α t,i
r )dBr−

∫ t+h

t
Lu(t +h,X t,x

r ,α t,i
r )dr

−∑
j∈I

∫ t+h

t
(u(t +h,X t,x,i

r , j)−u(t +h,X t,x,i
r ,α t,i

r−))λt( j)dr

−∑
j∈I

∫ t+h

t
(u(t +h,X t,x,i

r , j)−u(t +h,X t,x,i
r ,α t,i

r−))dṼr( j)

−
∫ t+h

t
f (r,X t,x,i

r ,Y t,x,i
r ,Zt,x,i

r ,α t,i
r )dr+

∫ t+h

t
Zt,x,i

r dBr + ∑
j∈I, j 6=i

∫ t+h

t
W t,x,i

r ( j)dṼr( j).

(3.4)

Combining (2.2), (2.18) and (2.24), it is easy to deduce that the function f , Ouσ and

Lu grow at most like a polynomial function of the variable x at infinity. Moreover,

the transition intensities λi j(t) are bounded and positive. As u(t + h,x, i)− u(t,x, i) is

deterministic, we get by taking expectation in the preceding equality that

|u(t +h,x, i)−u(t,x, i)| ≤C(1+ |x|q)|h|, t, t +h ∈ [0,T ]. (3.5)

From (3.4) and (3.5), by virtue of Burkholder’s inequality, we have

E
∫ t+h

t
|(Ouσ)(t +h,X t,x,i

r ,α t,i
r )−Zt,x,i

r |2dr

+E ∑
j∈I

∫ t+h

t
|u(t +h,X t,x,i

r , j)−u(t +h,X t,x,i
r ,α t,i

r−)|2λt( j)dr

≤ 2E
∫ t+h

t
|θ(r)|2dr+2|u(t +h,x, i)−u(t,x, i)|2,

where

θ(r) =−Lu(t +h,X t,x
r ,α t,i

r )−∑
j∈I

(
u(t +h,X t,x,i

r , j)

−u(t +h,X t,x,i
r ,α t,i

r−)
)
λr( j)− f (r,X t,x,i

r ,Y t,x,i
r ,Zt,x,i

r ,α t,i
r ).
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Then by a simple calculus, we have

1
2

E
∫ t+h

t
|(Ouσ)(r,X t,x,i

r ,α t,i
r )−Zt,x,i

r |2dr

≤ 2E|
∫ t+h

t
θ(r)dr|2 +2|u(t +h,x, i)−u(t,x, i)|2

+8E
∫ t+h

t
|(Ouσ)(t +h,X t,x,i

r ,α t,i
r )− (Ouσ)(r,X t,x,i

r ,α t,i
r )|2dr

≤C(1+ |x|q)|h|2.

Consequently, considering a partition tn
k = t + hk2−n,0 ≤ k ≤ 2n, we have from the

preceding estimate applied to (tn
k , t

n
k+1) instead of (t, t +h) and Hölder’s inequality:

E
∫ t+h

t
|(∆uσ)(r,X t,x,i

r ,α t,i
r )−Zt,x,i

r |2dr

= E[
2n−1

∑
k=0

E[
∫ tn

k+1

tn
k

|(∆uσ)(r,X
tn
k ,y, j

r ,α
tn
k , j

r )−Z
tn
k ,y, j

r |2dr|Ftn
k
]|y=X t,x,i

tnk
, j=α

t,i
tnk

]

≤C(1+ |x|q)
2n−1

∑
k=0

(h2−n)2→ 0, as n→+∞.

Then (3.3) follows.

Lemma 3.3. Let g ∈Cp(Rd). Then

(
(s, t,x)→ E[g(X t,x,i

s∨t )]
)
∈Cp([t,T ]× [0,T ]×Rd) for any i ∈ I.

Proof. Fix (s, t,x, i), t ≤ s≤ T , and let 0≤ t ′ ≤ s′ ≤ T,x,x′ ∈Rd with |x−x′| ≤ 1. Then

E[g(X t,x,i
s )]−E[g(X t ′,x′,i

s′ )]≤ E[|g(X t,x,i
s )−g(X t ′,x′,i

s′ )|I
{|X t,x,i

s |≤N,|X t,x,i
s −X t′,x′,i

s′ |≤δ}
]

+E[|g(X t,x,i
s )−g(X t ′,x′,i

s′ )|I{|X t,x,i
s |>N}]+E[|g(X t,x,i

s )−g(X t ′,x′,i
s′ )|I

{|X t,x,i
s −X t′,x′,i

s′ |>δ}
].

Clearly, there exists a constant N(ε,x) which is only dependent on ε and x, such that

E[|g(X t,x,i
s )−g(X t ′,x′,i

s′ )|I{|X t,x,i
s |>N}]

≤ E[(|g(X t,x,i
s )−g(X t ′,x′,i

s′ )|)2]1/2P{|X t,x,i
s |> N}1/2

≤CE(1+ |X t,x,i
s |+ |X t ′,x′,i

s′ |)q 1
N

E[|X t,x,i
s |2]1/2

≤ C
N
(1+ |x|)q ≤ ε

3
, if N ≥ N(ε,x).
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Fixing N = N(ε,x), then there exists δ ?(ε,N)> 0 such that

E[|g(X t,x,i
s )−g(X t ′,x′,i

s′ )|I
{|X t,x,i

s |≤N,|X t,x,i
s −X t′,x′,i

s′ |≤δ}
]

≤ sup
|y|≤N,|y−y′|≤δ ?

|g(y)−g(y′)| ≤ ε

3
, if δ ≤ δ

?(ε,N).

Now we fix δ ? = δ ?(ε,N). Then there exists δ (δ ?,ε,x)

E[|g(X t,x,i
s )−g(X t ′,x′,i

s′ )|I
{|X t,x,i

s −X t′,x′,i
s′ |>δ}

]

≤C(1+ |x|)q 1
δ

E[|X t,x,i
s −X t ′,x′,i

s′ |2]1/2

≤ C
δ
(1+ |x|)q(|s− s′|+ |t− t ′|

1
2 +o(t− t ′)

1
2 + |x− x′|2)1/2

≤ ε

3
,

if |s− s′|+ |t− t ′| 12 +o(t− t ′)
1
2 + |x− x′|2 ≤ δ (δ ?,ε,x).

Hence, if |s− s′|+ |t− t ′| 12 +o(t− t ′)
1
2 + |x− x′|2 ≤ δ (δ ?,ε,x),

|E[g(X t,x,i
s )]−E[g(X t ′,x′,i

s′ )]| ≤ ε.

Proof of Theorem 3.1. From Lemma 3.2 we have Y t,x,i
s = u(s,X t,x,i

s ,α t,i
s ) and W t,x,i

s ( j)=

u(s,X t,x,i
s , j)−u(s,X t,x,i

s ,α t,i
s−) when j 6=α

t,i
s−. From Corollary 2.13, u(·, ·, i)∈C0,2([0,T ]×

Rd). Let h > 0 be such that t +h≤ T . Clearly, Y t,x,i
t+h = Y

t+h,X t,x,i
t+h ,α

t,i
t+h

t+h . Hence by virtue

of Eq.(3.4) and Proposition 2.12 we know that x→ f (s,x,u(s,x, i),(Ouσ)(s,x, i), i) and

x→L u(s,x, i) are in Cp(Rd) and continuous in s. Then from Lemma 3.3, the functions

(s, t,x)→ E[ f (s,X t,x,i
s ,u(s,X t,x,i

s ,α t,i
s ),(Ouσ)(s,X t,x,i

s ,α t,i
s ),α t,i

s )]

and

(s, t, t ′,x)→ E[Lu(t ′,X t,x,i
s )]

are continuous.
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Let now t = t0 < t1 < · · ·< tn = T , we have

h(x)−u(t,x, i) = E[h(x)−u(t,x, i)]

=−
n−1

∑
k=0

∫ tk+1

tk
E
[
Lu(tk+1,X tk,x,i

r ,α tk,i
r )+ f (r,α tk,i

r ,X tk,x,i
r ,Y tk,x,i

r )
]
dr

− ∑
j∈I, j 6=i

∫ tk+1

tk
λ

α
tk ,i
t− , j

E[u(tk+1,X tk,x,i
r , j)−u(tk+1,X tk,x,i

r ,α tk,i
r )]dr

+EΘ,

where Θn
t is the sum of all dB and dṼr( j) integral. It is easy to see that the above

dB and dṼr( j) integrals are uniformly integrable. So Θn
t is a martingale with zero

expectation. It follows from Corollary 2.13 that, if we take a sequence of partitions

t = tn
0 < tn

1 < · · · tn
n = T such that limn→+∞ supk<n(t

n
k+1− tn

k ) = 0, we obtain in the limit

that

h(x)−u(t,x, i) =−
∫ T

s

[
Lu(s,x, i)+ f (r, i,x,u(t,x, i),(Ouσ)(t,x, i))

]
dr

− ∑
j∈I, j 6=i

∫ T

t
λi, j(s)(u(s,x, j)−u(s,x, i))dr.

So, we get that u(·, ·, i) ∈C1,2([0,T ]×Rd) and solves equation (3.1).

It remains to prove the uniqueness of the solution. Let u(·, ·, i) ∈ C1,2([0,T ]×

Rd ;Rk) be any solution of (3.1) and put

Ŷ t,x,i
s = u(s,X t,x,i

s ,α t,i
s ),

Ẑt,x,i
s = (Ouσ)(s,X t,x,i

s ,α t,i
s ),

Ŵ t,x,i
s ( j) = u(s,X t,x,i

s , j)−u(s,X t,x,i
s ,α t,i

s−).

From the general Ito’s formula and equation (3.1) we have

Ŷt = g(XT )+
∫ T

t
f (s,Xs,Ŷs, Ẑs,αs)ds−

∫ T

t
ẐsdBs−∑

j∈I

∫ T

t
Ŵs( j)dṼs( j).

The uniqueness comes from the uniqueness of the solution of BSDE (2.15).

4. BSDEs in integrable function space with Markov chains

In the previous discussion on the BSDEs with Markov chains, we have assumed

that the coefficient f must satisfy the traditional Lipschitz condition in variables y and
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z. However, in this section, we will introduce another type of Lipschitz condition on

f , called the functional Lipschitz condition and will study the solutions of the BSDEs

with Markov chains under such condition. Assume that.

(B.0) b(s, ·, i) ∈ C2
l,b(Rd ;Rd), σ(s, ·, i) ∈ C3

b(R
d ;Rd×d) for s ∈ [t,T ] and i ∈ I. More-

over, b and σ are continuous in s;

(B.1) h : Rd → Rk is Borel measurable and
∫
Rd |h(x)|2ρ−1(x)dx <+∞;

(B.2) f : Ω× [0,T ]×Rd ×Rk×Rd×k× I→ R is progressively measurable and func-

tional Lipschitz, i.e. for all t ∈ [0,T ], i∈ I and any Y1, Y2 ∈ L2
ρ(Rd ;Rk), X ∈ L2

ρ(Rd ;Rd),

Z1, Z2 ∈ L2
ρ(Rd ;Rd×k), there exists a constant C, such that∫
Rd
| f (t,X(x),Y1(x),Z1(x), i)− f (t,X(x),Y2(x),Z2(x), i)|2ρ

−1(x)dx

≤C
∫
Rd
(|Y1(x)−Y2(x)|2 + |Z1(x)−Z2(x)|2)ρ−1(x)dx,

and

∑
j∈I

∫ T

t

∫
Rd
| f (s,x,0,0, i)|2ρ

−1(x)dxds <+∞,

where ρ is the weighted function defined in Lemma 2.10.

Definition 4.1. Let S be a Banach space with norm || · ||S and Borel σ -field S .

We denote by M2([t,T ];S) the set of B[t,T ] ⊗F/S measurable random processes

{φ(s)}t≤s≤T with values on S satisfying:

(i) φ(s) : Ω→ S is Fs-adapted for t ≤ s≤ T ;

(ii) E[
∫ T

t ||φ(s)||2Sds]<+∞.

We denote by N2([t,T ]× I;S) the set of B[t,T ]⊗F/S measurable random pro-

cesses for each j ∈ I {φ(s, j)}t≤s≤T, j∈I with values on S satisfying:

(i) φ(s, j) : Ω→ S is Fs-adapted measurable for t ≤ s≤ T , j ∈ I;

(ii) E[∑ j∈I
∫ T

t ||φ(s( j))||2Sλs( j)ds]<+∞.

We also denote by S2([t,T ];S) the set of B[t,T ]⊗F/S measurable random pro-

cesses {φ(s)}t≤s≤T with values on S satisfying:

(i) φ(s) : Ω→ S is Fs-adapted measurable for t ≤ s≤ T ;
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(ii) E[supt≤s≤T ||φ(s)||2Sds]<+∞.

We denote by L2
ρ(Rp;Rq) the ρ-weighted Hilbert space, with the normal

||φ ||2L2
ρ

:=
∫
Rd
|φ(x)|2ρ(x)−1dx.

Definition 4.2. A triple of process (Y t,x,i
s ,Zt,x,i

s ,W t,x,i
s ( j)) is called a solution of BSDE

(2.15) if (Y t,·,i
· ,Zt,·,i

· ,W t,·,i
· )∈ S2([t,T ];L2

ρ(Rd ;Rk))×M2([t,T ];L2
ρ(Rd ;Rd×k))×N2([t,T ]×

I;L2
ρ(Rd ;Rk)) and (Y t,x,i

s ,Zt,x,i
s ,W t,x,i

s ( j)) satisfies BSDE (2.15) for a.a. x with proba-

bility one. Due to the density of C0
c (Rd ;Rk) in L2

ρ(Rd ;Rk), it is equivalent to that for

an arbitrary ϕ ∈C0
c (Rd ;Rk),(Y t,x,i

s ,Zt,x,i
s ,W t,x,i

s ( j))∫
Rd

Y t,x,i
s ϕ(x)dx =

∫
Rd

h(X t,x,i
T )ϕ(x)dx+

∫ T

s

∫
Rd

f (r,X t,x,i
r ,Y t,x,i

r ,Zt,x,i
r ,α t,i

r )ϕ(x)dxdr

−
∫ T

s
〈
∫
Rd

Zt,x,i
r ϕ(x)dx,dBr〉−∑

j∈I

∫ T

t

∫
Rd

W t,x,i
r ( j)ϕ(x)dxdṼr( j).

(4.1)

First, we give a lemma, which is a straightforward extension of Lemma 3.3 in [20].

Lemma 4.3. Under conditions (B.0)-(B.2), if there exists (Y·(·),Z·(·),W·(·, ·))∈M2([t,T ];

L2
ρ(Rd ;Rk))×M2([t,T ];L2

ρ(Rd ;Rd×k))×N2([t,T ]× I;L2
ρ(Rd ;Rk)) satisfying the spa-

tial integral form of Eq. (2.15), i.e. (4.1) for t ≤ s≤T , then Y·(·)∈ S2([t,T ];L2
ρ(Rd ;Rk))

and therefore (Y·(·),Z·(·),W·(·, ·)) is a solution of Eq. (2.15).

Theorem 4.4. Under condition (B.1)-(B.2), BSDE (2.15) has a unique solution (Y t,·,i
· ,Zt,·,i

·

,W t,·,i
· ) in S2([t,T ];L2

ρ(Rd ;Rk))×M2([t,T ];L2
ρ(Rd ;Rd×k))×N2([t,T ]×I;L2

ρ(Rd ;Rk)).

Proof. First, we consider the linear BSDE

Ỹ t,ϕ,i
s =

∫
Rd

h(X t,x,i
T )ϕ(x)dx+

∫ T

s

∫
Rd

f̃ (r,X t,x,i
r ,α t,i

r )ϕ(x)dxds−
∫ T

s
Z̃t,ϕ,i

r dBs

−∑
j∈I

∫ T

s
W̃ t,ϕ,i

r ( j)dṼs( j),
(4.2)

where f̃ ∈M2([t,T ];L2
ρ(Rd ;R1)) and h satisfy (B.1). We denote by

Ar( j) := {ω ∈Ω|α t,i
r = j, j ∈ I; t ≤ r ≤ T}.
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Then for any ϕ ∈ C0
c (Rd ;Rk), by virtue of the Hölder’s inequality and Lemma 2.10,

we have

E
[∫

Rd
h(X t,x,i

T )ϕ(x)dx
]2
≤ E

[∫
Rd
|h(X t,x,i

T )|2ρ
−1(x)dx

]
E
[∫

Rd
ϕ(x)2

ρ(x)dx
]

≤CE
[∫

Rd
|h(x)|2ρ

−1(x)dx
]
<+∞.

By similarly, we can get

E
[∫

Rd
f̃ (r,X t,x,i

r ,α t,i
r )ϕ(x)dx

]2
≤CE

[∫
Rd
| f̃ (r,X t,x,i

r ,α t,i
r )|2ρ

−1(x)dx
]

=CE ∑
j∈I

[∫
Rd
| f̃ (r,X t,x,i

r , j)|2IAr( j)ϕ(x)dx
]2

≤C ∑
j∈I

E
[∫

Rd
| f̃ (r,x, j)|2ρ

−1(x)dx
]
<+∞.

Then according to Tao, Wu and Zhang [14], BSDE (4.2) has a unique solution(
Ỹ t,ϕ,i

s , Z̃t,ϕ,i
s ,W̃ t,ϕ,i

s ( j)
)
∈ S2([t,T ];Rk)⊗M2([t,T ];Rd×k)⊗N2([t,T ]× I;Rk).

The solution of our problem will be (Ỹ t,ϕ,i
s , Z̃t,ϕ,i

s ,W̃ t,ϕ,i
s ( j)) defined by ϕ 7→

(Ỹ t,ϕ,i
s , Z̃t,ϕ,i

s ,W̃ t,ϕ,i
s ( j)) are linear functionals on L2

ρ(Rd ;Rk)×L2
ρ(Rd ;Rd×k)×L2

ρ(Rd ;Rk).

We use the explicit form of Ỹ t,·,i
s

Ỹ t,ϕ,i
s = EFs

[∫
Rd

h(X t,x,i
T )ϕ(x)dx+

∫ T

s

∫
Rd

f̃ (r,αr,X t,x,i
r )ϕ(x)dxds

]
≤CEFs

[∫
Rd
|h(X t,x,i

T )|2ρ
−1(x)dx

] 1
2
[∫

Rd
|ϕ(x)|2ρ(x)dx

] 1
2

+
∫ T

s

[∫
Rd
| f̃ (r,α t,i

r ,X t,x,i
r )|2ρ

−1(x)dx
] 1

2
[∫

Rd
|ϕ(x)|2ρ(x)dx

] 1
2
ds

≤CEFs

{[∫
Rd
|h(X t,x,i

T )|2ρ
−1(x)dx

] 1
2
+
∫ T

s

[∫
Rd
| f̃ (r,αr,X t,x,i

r )|2ρ
−1(x)dx

] 1
2
dr
}

×
[∫

Rd
|ϕ(x)|2ρ(x)dx

] 1
2
.

Then by Lemma 2.10, we get

sup
s∈[t,T ]

E
[
||Ỹ t,·,i

s ||L2
ρ (Rd ;Rk)

]
= sup

s∈[t,T ]
E sup

ϕ∈L2
ρ (Rd ;Rk)

|Ỹ t,ϕ,i
s |

||ϕ||L2
ρ (Rd ;Rk)

<+∞. (4.3)

Moreover, we can choose a version of Ỹ t,ϕ,i
s that is linear in ϕ . So, we get that

Y t,·,i
s is a functional and by Riesz representation theorem Ỹ t,·,i

· ∈M2([t,T ];L2
ρ(Rd ;Rk)).

Next, we study Z̃t,·,i
s and W̃ t,·,i

s ( j) by the method of mollifiers.
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We take hm (resp. f̃ m) as smooth functions which approximate h (resp. f̃ ) in

L2
ρ(Rd) (resp. L2

ρ([t,T ]×Rd)). Denote by (Ỹ t,x,i
s,m ,Z̃t,x,i

s,m ,W̃ t,x,i
s,m ) the solution of the fol-

lowing BSDE:

Ỹ t,x,i
s,m = hm(X t,x

T )+
∫ T

s
f̃ m(r,X t,x,i

r ,αr)ds−
∫ T

s
Z̃t,x,i

r,m dBs−∑
j∈I

∫ T

s
W̃ t,x,i

r,m ( j)dṼs( j).

(4.4)

We define Ỹ t,ϕ,i
s,m :=

∫
Rd Ỹ t,x,i

s,m ϕ(x)dx, Z̃t,ϕ,i
s,m :=

∫
Rd Z̃t,x,i

s,m ϕ(x)dx and W̃ t,x,i
s,m ( j) :=

∫
Rd W̃ t,x,i

s,m ( j)

ϕ(x)dx. By a standard calculus for BSDE with Markov chains (see e.g., [14] Theorem

3.2)

E
[

sup
t≤s≤T

|Ỹ t,ϕ,i
s,m − Ỹ t,ϕ,i

s |2 +
∫ T

s
|Z̃t,ϕ,i

s,m − Z̃t,ϕ,i
s |2 +∑

j∈I
|W̃ t,ϕ,i

s,m ( j)−W̃ t,ϕ,i
s ( j)|2ds

]
≤CE

[∫
Rd
|h(X t,x,i

T )−hm(X t,x,i
T )|ϕ(x)dx

]2

+CE
[∫ T

s

∫
Rd
| f̃ (r,X t,x,i

r ,α t,i
r )− f̃ m(r,X t,x,i

r ,α t,i
r )|ϕ(x)dx

]2

≤CE
[∫

Rd
|h(X t,x,i

T )−hm(X t,x,i
T )|2ρ

−1(x)dx
][∫

Rd
ϕ(x)2

ρ(x)dx
]

+CE ∑
j∈I

[∫
Rd
| f̃ (r,X t,x,i

r , j)− f̃ m(r,α t,i
r ,X t,x,i

r )|2ρ
−1(x)dx

][∫
Rd

ϕ(x)2
ρ(x)dx

]
≤C

∫
Rd
|h(x)−hm(x)|2ρ

−1(x)dx+∑
j∈I

∫ T

s

∫
Rd
| f̃ (r, j,x)− f̃ m(r, j,x)|2ρ

−1(x)dx

→ 0, as m→+∞.

(4.5)

Let us define u(t, ·, i) := Ỹ t,·,i
t and um(t, ·, i) := Ỹ t,·,i

t,m . By (4.5), we have as m→+∞∫
Rd

um(t,x, i)ϕ(x)dx =
∫
Rd

Ỹ t,x,i
t,m ϕ(x)dx→

∫
Rd

Ỹ t,x,i
t ϕ(x)dx =

∫
Rd

u(t,x, i)ϕ(x)dx.

This implies that um(t, ·, i)→ u(t, ·, i) weakly in the space L2
ρ−1(Rd). Moreover, using

a change of variable y = X t,x,i
s , we get

Ỹ t,ϕ,i
s,m =

∫
Rd

um(s,X t,x,i
s ,α t,i

s )ϕ(x)dx =
∫
Rd

um(s,y,α t,i
s )ϕ i

t (s,y)dy = Ỹ s,Φ,α
t,i
s

s,m ,

where Φ(x) = ϕ i
t (s,x) and ϕ i

t (s,x) = ϕ(X̂ t,x,i
s )J(X̂ t,x,i

s ). A similar discussion to (4.5)

gives

E
[

sup
s≤s≤T

|Ỹ s,Φ,α
t,i
s

s,m − Ỹ s,Φ,α
t,i
s

s |2 +
∫ T

s
|Z̃s,Φ,α

t,i
s

s,m − Z̃s,Φ,α
t,i
s

s |2

+∑
j∈I
|W̃ s,Φ,α

t,i
s

s,m ( j)−W̃ s,Φ,α
t,i
s

s ( j)|2ds
]
→ 0, as m→+∞.
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So that

Ỹ t,ϕ,i
s = lim

m→+∞
Ỹ t,ϕ,i

s,m = lim
m→+∞

Ỹ s,Φ,α
t,i
s

s,m = Ỹ s,Φ,α
t,i
s

s =
∫
Rd

u(s,x,α t,i
s )Φ(x)dx.

We get Ỹ t,·,i
s = u(s,X t,·,i

s ,α t,i
s ). Furthermore, since Zt,x,i

s,m = (Oumσ)(s,X t,x,i
s ,α t,i

s ), by

using a change of variable and integration by parts formula, we have

Z̃t,ϕ,i
s,m =

∫
Rd
(Ouσ)(s,X t,x,i

s ,α t,i
s )ϕ(x)dx

=
∫
Rd
(Ouσ)(s,x,α t,i

s )ϕ i
t (s,x)dx

=
∫
Rd

u(s,x,α t,i
s )
[
−O(σ(s,x,α t,i

s )ϕ i
t (s,x))

]
dx

= Ỹ s,Ψ,α
t,i
s

s,m ,

where Ψ(x) =−O(σ(s,x,α t,i
s )ϕ i

t (s,x)). Passing the limit in the above we get

Z̃t,ϕ,i
s = Ỹ s,Ψ,α

t,i
s

s

=
∫
Rd

u(s,x,α t,i
s )
[
−O(σ(s,x,α t,i

s )ϕ i
t (s,x))

]
dx

=
∫
Rd
(Ouσ)(s,X t,x,i

s ,α t,i
s )ϕ(x)dx.

That is Z̃t,·,i
s = (Ouσ)(s,X t,·,i

s ,α t,i
s ). Here Ou is the weak derivative in Sobolev space.

Moreover, from the boundness of σ and σ ′, we have

E
∫
Rd
(Ouσ)(s,X t,x,i

s ,α t,i
s )ϕ(x)dx

=−E
∫
Rd

u(s,X t,x,i
s ,α t,i

s )O(σ(s,X t,x,i
s ,α t,i

s )ϕ(x))dx

≤
[

E
∫
Rd

u(s,X t,x,i
s ,α t,i

s )2
ρ
−1(x)dx

] 1
2
[

E
∫
Rd
[σ ′(s,X t,x,i

s ,α t,i
s )OX t,x,i

s ϕ(x)]2ρ(x)dx
] 1

2

+

[
E
∫
Rd

u(s,X t,x,i
s ,α t,i

s )2
ρ
−1(x)dx

] 1
2
[

E
∫
Rd
[σ(s,X t,x,i

s ,α t,i
s )ϕ ′(x)]2ρ(x)dx

] 1
2

≤
[
∑
j∈I

u(s,x, j)2
ρ
−1(x)dx

] 1
2
[∫

Rd
ϕ(x)2

ρ(x)dx
] 1

2
.

This implies

E
[
||Z̃t,·,i

s ||L2
ρ (Rd ;Rk)

]
= E

 sup
ϕ∈L2

ρ (Rd ;Rk)

|Z̃t,ϕ,i
s |

||φ ||L2
ρ (Rd ;Rk)

<+∞.
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So, Z̃t,·,i
s is also a distribution and Z̃t,·,i

· ∈M2([t,T ];L2
ρ(Rd ;Rd×k)). Furthermore,

W̃ t,ϕ,i
s,m ( j) =

∫
Rd

[
um(s,X t,x,i

s , j)−um(s,X t,x,i
s ,α t,i

s−)
]
ϕ(x)dx

=
∫
Rd

[
u(s,x, j)−u(s,x,α t,i

s−)
]
ϕ

i
t (s,x)dx

= Ỹ t,Φ, j
s,m − Ỹ

t,Φ,α
t,i
s−

s,m .

Passing the limit as above we get

W̃ t,ϕ,i
s ( j) = Ỹ s,Φ, j

s − Ỹ
s,Φ,α

t,i
s−

s

=
∫
Rd

[
u(s,x, j)−u(s,x,α t,i

s−)
]
ϕ

i
t (s,x)dx

=
∫
Rd

[
u(s,X t,x,i

s , j)−u(s,X t,x,i
s ,α t,i

s−)
]
ϕ(x)dx.

So, we get W̃ t,·,i
s ( j) = u(s,X t,·,i

s , j)− u(s,X t,·,i
s ,α t,i

s−) and it is clear that W̃ t,·,i
s ( j) is a

linear functional as Ỹ t,·,i
s is a linear functional. From (4.3) we get W̃ t,·,i

· (·) ∈ N2([t,T ]×

I;L2
ρ(Rd ;Rk)). So by Lemma 4.3, Ỹ t,·,i

· ∈ S2([t,T ];L2
ρ(Rd ;Rk)).

Until now, we have proved that the linear BSDE (4.2) has a unique solution. We

next discuss the nonlinear case by the Picard iteration.

Given (Y t,x,i,N−1
s ,Zt,x,i,N−1

s ,W t,x,i,N−1
s )∈M2([t,T ];Rk)×M2([t,T ];Rk)×N2([t,T ]×

I;Rk), define (Y t,x,i,N
s ,Zt,x,i,N

s ,W t,x,i,N
s ) as follows:

Y t,x,i,N
s =h(X t,x,i

T )+
∫ T

s
f (r,X t,x,i

r ,Y t,x,i,N−1
r ,Zt,x,i,N−1

r ,α t,i
r )dr−

∫ T

s
〈Zt,x,i,N

r ,dBr〉

−∑
j∈I

∫ T

s
W t,x,i,N

r dṼs( j).

(4.6)

Let (Y t,x,i,0
s ,Zt,x,i,0

s ,W t,x,i,0
s ) = (0,0,0). By condition (B.1) and (B.2) and Lemma 2.10,

we know h(·) and f (r,X t,x,i
r ,0,0) satisfy the condition in Step 1. So equation (4.6) has a

unique solution (Y t,·,i,1
· ,Zt,·,i,1

· ,W t,·,i,1
· )∈M2([t,T ];L2

ρ(Rd ;Rk))×M2([t,T ];L2
ρ(Rd ;Rd×k

))×N2([t,T ]× I;L2
ρ(Rd ;Rk)). Moreover, by virtue of Condition (B.2) and Lemma

2.10, we have
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E
∫ T

s

∫
Rd
| f (r,X t,x,i

r ,Y t,x,i,1
r ,Zt,x,i,1

r ,α t,i
r )|2ρ

−1(x)dxdr

= E
∫ T

s

∫
Rd
| f (r,X t,x,i

r ,Y t,x,i,1
r ,Zt,x,i,1

r ,α t,i
r )− f (r,X t,x,i

r ,0,0,α t,i
r )

+ f (r,X t,x,i
r ,0,0,α t,i

r )|2ρ
−1(x)dxdr

≤ 2 ∑
j∈I

E
∫ T

s

∫
Rd
| f (r,X t,x,i

r ,0,0, j)|2ρ
−1(x)dxdr

+CE
∫ T

s

∫
Rd
(|Y t,x,i,1

r |2 + |Zt,x,i,1
r |2)ρ−1(x)dxdr

<+∞.

So both h and f (r,X t,x,i
r ,Y t,x,i,1

r ,Zt,x,i,1
r ) satisfy the condition in step 1. Following the

same procedure, we obtain a sequence of (Y t,x,i,N
s ,Zt,x,i,N

s ,W t,x,i,N
s )N=0,1,2,··· which is

from the iterated mapping (4.6) from M2([t,T ];L2
ρ(Rd ;Rk))×M2([t,T ];L2

ρ(Rd ;Rd×k))×

N2([t,T ]× I;L2
ρ(Rd ;Rk)) to itself. Next we will prove that (4.6) is a contraction map-

ping. For this, define

Y t,x,i,N
s =Y t,x,i,N

s −Y t,x,i,N−1
s , Zt,x,i,N

s = Zt,x,i,N
s −Zt,x,i,N−1

s , W t,x,i,N
s =W t,x,i,N

s −W t,x,i,N−1
s ,

f N
(s,x) = f (s,X t,x,i

s ,Y t,x,i,N
s ,Zt,x,i,N

s )− f (s,X t,x,i
s ,Y t,x,i,N−1

s ,Zt,x,i,N−1
s ), N = 1,2,3, · · ·

t ≤ s≤ T . Then, for a.e. x ∈ Rd , we have

Y t,x,i,N
s =

∫ T

s
f N−1

(r,x)dr−
∫ T

s
〈Zt,x,i,N

r ,dBr〉−∑
j∈I

∫ T

s
W t,x,i,N

r ( j)dṼr( j).

Applying Itô’s formula to eKs|Y t,x,i,N
s |2, by condition (B.2), we can deduce that∫

Rd
eKs|Y t,x,i,N

s |2ρ
−1dx+K

∫ T

s

∫
Rd

eKr|Y t,x,i,N
r |2ρ

−1(x)dxdr

+
∫ T

s

∫
Rd

eKr|Zt,x,i,N
r |2ρ

−1(x)dxdr+
∫ T

s

∫
Rd

eKr
∑
j∈I
|W t,x,i,N

r |2ρ
−1(x)dxdr

≤
∫ T

s

∫
Rd

eKr(2C|Y t,x,i,N
s |2 + 1

2
|Y t,x,i,N−1

s |2 + 1
2
|Zt,x,i,N−1

s |2)ρ−1(x)dxdr

−
∫ T

s

∫
Rd

2eKr|Y t,x,i,N
s ||Zt,x,i,N

s |ρ−1(x)dxdBr

−
∫ T

s

∫
Rd

2eKr
∑
j∈I
|W t,x,i,N

r ||Y t,x,i,N
r |dxdṼr( j).

(4.7)
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Then we have

(K−2C)E
[∫ T

s

∫
Rd

eKr|Y t,x,i,N
r |2ρ

−1(x)dxdr
]
+E

[∫ T

s

∫
Rd

eKr|Zt,x,i,N
r |2ρ

−1(x)dxdr
]

+E
[∫ T

s

∫
Rd

eKr
∑
j∈I
|W t,x,i,N

r |2ρ
−1(x)dxdr

]
≤ 1

2
E
[∫ T

s

∫
Rd
|Y t,x,i,N−1

s |2ρ
−1(x)dxdr

]
+

1
2

E
[∫ T

s

∫
Rd
|Zt,x,i,N−1

s |2)ρ−1(x)dxdr
]

≤ 1
2

E
[∫ T

s

∫
Rd
|Y t,x,i,N−1

s |2ρ
−1(x)dxdr

]
+

1
2

E
[∫ T

s

∫
Rd
|Zt,x,i,N−1

s |2)ρ−1(x)dxdr
]

+
1
2

E
[∫ T

s

∫
Rd

eKr
∑
j∈I
|W t,x,i,N−1

r |2ρ
−1(x)dxdr

]
.

(4.8)

Letting K = 2C+ 1, from the contraction principle, the mapping (4.6) has a triple of

fixed point (Y t,·,i
· ,Zt,·,i

· ,W t,·,i
· ) that is the limit of the Cauchy sequence {(Y t,·,i

· ,Zt,·,i
· ,W t,·,i

· )

}+∞

N=1 in M2([t,T ];L2
ρ(Rd ;Rk))×M2([t,T ];L2

ρ(Rd ;Rd×k))×N2([t,T ]× I;L2
ρ(Rd ;Rk)).

We then prove Y t,·,i
· is also a limit of Y t,·,i,N

· in S2([t,T ];L2
ρ(Rd ;Rk)) as N→ +∞. For

this, we only need to prove {Y t,·,i,N
· }+∞

N=1 a Cauchy sequence in S2([t,T ];L2
ρ(Rd ;Rk)).

By virtue of the Burkholder-Davis-Gundy inequality, from (4.7), we have

E
[

sup
t≤s≤T

∫
Rd

eKs|Y t,x,i,N
s |2ρ

−1(x)dx
]
≤C1E

[∫ T

s

∫
Rd

eKr(|Y t,x,i,N−1
s |2 + |Zt,x,i,N−1

s |2

+ |Y t,x,i,N
s |2 + |Zt,x,i,N

s |2 + |W t,x,i,N
s |2)ρ−1(x)dxdr

]
,

(4.9)

where C1 is a constant which is independent of N. Without loss of any generality,
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assume that M ≥ N. Combine (4.8) and (4.9), we have

E
[

sup
t≤s≤T

∫
Rd

eKs|Y t,x,i,N
s −Y t,x,i,M

s |2ρ
−1(x)dx

]
≤

M

∑
l=N+1

E
[

sup
t≤s≤T

∫
Rd

eKs|Y t,x,i,l
s |2ρ

−1(x)dx
]

≤
M

∑
l=N+1

C1E
[∫ T

s

∫
Rd

eKr(|Y t,x,i,l−1
s |2 + |Zt,x,i,l−1

s |2 + |Y t,x,i,l
s |2 + |Zt,x,i,l

s |2

+ |W t,x,i,l
s |2)ρ−1(x)dxdr

]
≤

M

∑
l=N+1

3
2

C1E
[∫ T

s

∫
Rd

eKr(|Y t,x,i,l−1
s |2 + |Zt,x,i,l−1

s |2)ρ−1(x)dxdr
]

≤
+∞

∑
l=N+1

(
1
2
)l−23C1E

[∫ T

s

∫
Rd

eKr(|Y t,x,i,1
s |2 + |Zt,x,i,1

s |2)ρ−1(x)dxdr
]

→ 0 as M,N→+∞.

5. Related PDEs: weak sense

In Section 4, we proved the existence and uniqueness of BSDE (2.15) in integrable

space. In this section, we will discuss the related PDE in the Sobolev space.

We define H the set of functions u(s,x, i) such that (u,Ouσ)∈L2([0,T ]×Rd ;Rk)⊗

L2([0,T ]×Rd ;Rd×k) for each i∈ I with the norm
(∫ T

0
∫
Rd (|ω(s,x, i)|2+|(Oωσ)(s,x, i)|2

+∑ j∈I |(ω(s,x, j)−ω(s,x, i)|2λi j(s)dxds)
) 1

2
. Following a standard argument as in the

proof of the completeness of the Sobolev spaces, we can prove H is complete.

Definition 5.1. We say that u ∈H is a weak solution of the PDE (3.1) if u satisfies∫ T

t

∫
Rd

u(s,x, i)∂sϕ(s,x)dxds+
∫
Rd

u(t,x, i)ϕ(t,x)dx−
∫
Rd

h(x)ϕ(T,x)dx

+
1
2

∫ T

t

∫
Rd
(σTOu)(s,x, i)(σT (t,x, i)Oϕ(s,x))dxds

+
∫ T

t

∫
Rd

u(s,x, i)div((b−A)ϕ(s,x)dxds

=
∫ T

t

∫
Rd

ϕ(s,x) f (s,x,u(s,x),(Ouσ)(s,x, i), i)dxds

+∑
j∈I

∫ T

t

∫
Rd

λi j(s)(u(s,x, j)−u(s,x, i))ϕ(s,x)dxds

(5.1)

35



for every ϕ ∈C1,+∞
c ([0,T ]×Rd), where A j =∑

d
i=1

∂

∂xi
(σσT )i j(s,x, i) and A=(A1,A2, · · ·

,Ad)
ᵀ.

Theorem 5.2. Under conditions (B.1)-(B.2), if we define u(t,x, i) = Y t,x,i
t , where Y t,x,i

s

is the solution of BSDE (2.15), then ui(t,x) is the unique weak solution of Eq.(3.1) with

u(T,x, i) = h(x). Moreover, u(s,X t,x,i
s ) =Y t,x,i

s for a.e. s ∈ [t,T ], x ∈Rd and for all i ∈ I

a.s.

Proof. Existence. From Theorem 3.1, we know that um(t,x, i) defined in the proof

of Theorem 4.4 is the unique classical solution of the following PDE:

um(t,x, i) =h(x)+
∫ T

t
L um(s,x, i)ds+

∫ T

t
f̃ m(s,x, i)ds

+ ∑
j∈I, j 6=i

λi j(t)(um(t,x, j)−um(t,x, i)).
(5.2)

Then by the formula of integration by parts,∫
Rd

um(t,x, i)ϕ(t,x)dx−
∫
Rd

h(x)ϕ(T,x)dx+
∫ T

t

∫
Rd

um(s,x, i)∂sϕ(s,x)dxds

=−1
2

∫ T

t

∫
Rd
(σᵀOum)(s,x, i)σᵀ(s,x, i)Oϕ

i(s,x)dxds

−
∫
Rd

u(s,x, i)div((b−A)ϕ(s,x))dxds+
∫ T

t

∫
Rd

f̃ m(s,x, i)ϕ(s,x)dxds

+ ∑
j∈I, j 6=i

∫ T

t

∫
Rd

λi j(s)(um(s,x, j)−um(s,x, i))dxds.

(5.3)

But by standard estimates

E
[∫ T

t

∫
Rd
(|Ỹ t,x,i

s,m − Ỹ t,x,i
s |2 + |Z̃t,x,i

s,m − Z̃t,x,i
s |2

+∑
j∈I
|W̃ t,x,i

s,m ( j)−W̃ t,x,i
s ( j)|2λi j(s))ρ−1(x)dxds

]
→ 0, as m→+∞.

And as m1, m2→+∞,

E
[∫ T

t

∫
Rd
(|ũm1(s,X t,x,i

s , i)− ũm2(s,X t,x,i
s , i)|2 + |ũm1(s,X t,x,i

s , i)− ũm2(s,X t,x,i
s , i)|2

+∑
j∈I
|ũm1(s,X t,x,i

s , j)− ũm1(s,X t,x,i
s ,α t,i

s−)+ ũm2(s,X t,x,i
s ,α t,i

s−)− ũm2(s,X t,x,i
s , j)|2

λi j(s))ρ−1(x)dxds
]
→ 0.

(5.4)
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Now by Lemma 2.10 and Eq. (5.4), we can see that ũm is a Cauchy sequence in

H . So there exists ũ ∈H such that (ũm,Oũmσ)→ (ũ,Oũσ) in L2([0,T ]×Rd ;Rk)⊗

L2([0,T ]×Rd ;Rd×k)). Moreover Ỹ t,x,i
s = ũ(s,X t,i

s ,α t,i
s ), Z̃t,x,i

s = (Oũσ)(s,X t,i
s ,α t,i

s ) and

W̃ t,x,i
s ( j) = ũ(s,X t,i

s , j)− ũ(s,X t,i
s ,α t,i

s−) for a.e. s ∈ [t,T ], x ∈ Rd a.s.. Now it is easy to

pass the limit as m→+∞ in (5.3) to get ũ which solves Eq. (3.1).

For the nonlinear case, we set f̃ (t,x, i) = f (t,x,u(t,x, i),(Ouσ)(t,x, i), i). From

(A.2) we know that f satisfies the condition of f̃ . Then v =Ouσ and u solves the PDE

(5.2) with f̃ (s,x, i) = f (s,x,u(s,x, i),(Ouσ)(s,x, i), i). Moreover it’s easy to check that

Eq. (5.3) coincides with the Eq. (5.1) with f̃ = f . So we have obtained a solution of

the PDE (5.1).

Uniqueness. Let u be a weak solution of (3.1). From the proof of Theorem 4.4 we

know, Y t,·,i
· := u(·,X t,·,i

· ,α t,i
s ), Zt,·,i

· := (Ouσ)(·,X t,·,i
· ,α t,i

s ) is the unique solution of the

following BSDE:

Y t,x,i
s =h(X t,x,i

T )+
∫ T

s
f (r,X t,x,i

r ,u(r,X t,x,i
r ,α t,i

r ),(Ouσ)(r,X t,x,i
r ,α t,i

r ))dr

−
∫ T

s
Zt,x,i

r dr−∑
j∈I

∫ T

s
W t,x,i

r ( j)dṼr.

Then the uniqueness of the PDE (5.1) follows from the uniqueness of the solution of

the BSDE (2.15).

6. Concluding remarks

In this paper, we studied the BSDEs with Markov chains in Sobolev space and

the associated PDEs both in classical and weak sense. The existence and uniqueness

results of the solutions to the BSDEs and associated PDEs were given. Our results

provide a powerful tool to solve models with Markov chains in practice by virtue of

the PDEs technique. For the studies of the BSDEs and PDEs in Sobolev space, we

generalized the stochastic flow theory associated with SDEs driven by both Brownian

motion and Markov chains, in which the coefficients b and σ are smooth enough. If

b and σ only satisfy the Lipschitz condition and the BSDEs driven by Markov chains

and doubly Brownian motions, it is difficult to prove the stochastic flow results and the

existence and uniqueness of the weak solution to the associated stochastic PDEs. We
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shall come back to this case in the future work.
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