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Automatic responses to musical intervals: Contrasts in acoustic
roughness predict affective priming in Western listeners

James Armitage,a) Imre Lahdelma,b) and Tuomas Eerolac)

Department of Music, Durham University, Durham, DH1 3RL, United Kingdom

ABSTRACT:
The aim of the present study is to determine which acoustic components of harmonic consonance and dissonance

influence automatic responses in a simple cognitive task. In a series of affective priming experiments, eight pairs of

musical intervals were used to measure the influence of acoustic roughness and harmonicity on response times in a

word-classification task conducted online. Interval pairs that contrasted in roughness induced a greater degree of

affective priming than pairs that did not contrast in terms of their roughness. Contrasts in harmonicity did not induce

affective priming. A follow-up experiment used detuned intervals to create higher levels of roughness contrasts.

However, the detuning did not lead to any further increase in the size of the priming effect. More detailed analysis

suggests that the presence of priming in intervals is binary: in the negative primes that create congruency effects the

intervals’ fundamentals and overtones coincide within the same equivalent rectangular bandwidth (i.e., the minor

and major seconds). Intervals that fall outside this equivalent rectangular bandwidth do not elicit priming effects,

regardless of their dissonance or negative affect. The results are discussed in the context of recent developments in

consonance/dissonance research and vocal similarity.
VC 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1121/10.0005623
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I. INTRODUCTION

The contrast between consonance and dissonance is a vital

feature of Western music. Consonance is typically perceived

as agreeable and stable, while dissonance, in turn, is perceived

as disagreeable and in need of resolution (Tramo et al., 2001).

Consonance/dissonance has both a vertical and a horizontal

aspect: single isolated intervals (two concurrent pitches) and

chords (three or more concurrent pitches) represent vertical
consonance/dissonance, while the sequential relationships

between these in melodies and chord progressions represent

horizontal consonance/dissonance (Parncutt and Hair, 2011).

The current research refers exclusively to the vertical aspect.

Empirical research concerning consonance and disso-

nance frequently relies on self-report methods, which come

with a well-documented set of limitations (see, e.g., Fazio

and Olson, 2003, for review). Priming, on the other hand,

captures participants’ automatic responses to the stimuli,

avoiding demand characteristics in a question that is under-

pinned by both physiology and culture (see, e.g., Herring

et al., 2013, for review). Previous studies using an affective

priming paradigm have shown that valenced chords (e.g.,

consonant-positive, dissonant-negative) facilitate the evalua-

tion of similarly valenced target words (see, e.g., Steinbeis

and Koelsch, 2011). Recent research by Lahdelma et al.
(2020) has found that this congruency effect is not present

when intervals, as opposed to chords, are used as primes.

Lahdelma et al. suggested tentatively that this finding was a

consequence of the higher levels of roughness and/or harmon-

icity found in the four-note chords compared to the intervals

rather than as a consequence of the number of notes in the

chords per se. Roughness is often seen as prevalent in the per-

ception of dissonance but not in the perception of consonance

(see, e.g., Hutchinson and Knopoff, 1979), as dissonant inter-

vals contain less overall roughness than dissonant chords.

Apart from roughness, another major acoustic factor related

to consonance and dissonance is harmonicity, which has been

demonstrated to contribute to perception of consonance in a

variety of settings (McDermott et al., 2010). The study by

Lahdelma et al. (2020), however, tested only four distinct

intervals, which poses a possible limitation.

The present study aims to disentangle the role of specific

acoustic properties of the intervals, namely roughness and har-
monicity. It considers automatic responses to these acoustic

components as indexed in an affective priming paradigm (see

Sec. I B, below) rather than by self-report methods frequently

employed in consonance-dissonance research.

A. Consonance and dissonance

1. Acoustic roughness

Historically, the acoustic and perceptual characteristics

of consonance and dissonance were placed on a sound

a)Electronic mail: james.e.armitage@durham.ac.uk, ORCID: 0000-0001-

9802-7479.
b)ORCID: 0000-0001-6193-928X.
c)ORCID: 0000-0002-2896-929X.

J. Acoust. Soc. Am. 150 (1), July 2021 VC Author(s) 2021. 5510001-4966/2021/150(1)/551/10

ARTICLE...................................

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1121/10.0005623
mailto:james.e.armitage@durham.ac.uk
http://crossmark.crossref.org/dialog/?doi=10.1121/10.0005623&domain=pdf&date_stamp=2021-07-22


theoretical and empirical footing by Helmholtz (1885) who

proposed acoustic roughness as an explanation for why

some musical intervals are considered dissonant and dis-

agreeable. There is consensus that the sensation of rough-

ness is caused by interference patterns between wave

components of similar frequency that give rise to beating

(see, e.g., Hutchinson and Knopoff, 1978), which in turn

creates the sound qualities that listeners typically perceive

as unpleasant. Based on his findings of the relationship

between roughness and dissonance, von Helmholtz derived

that consonance in turn is the absence of roughness and con-

cluded that roughness (or lack thereof) is the cause of both

consonance and dissonance in music. Coming to a similar

conclusion later, Terhardt (1984) proposed that the evalua-

tion of consonance in isolated intervals and chords is mostly

governed by sensory consonance, i.e., a lack of unpleasant

features of a sound such as sharpness (the presence of spec-

tral energy at high frequencies) and roughness.

The perception of roughness has a biological substrate,

as beating occurs at the level of the basilar membrane in the

inner ear when the frequency components are too close

together to separate (see, e.g., Tramo et al., 2001). This

range is known as the critical bandwidth (Fletcher and

Munson, 1933). According to Smith and Abel (1999, p. 21)

“a critical band is 100 Hz wide for center frequencies below

500 Hz, and 20% of the center frequency above 500 Hz.” A

more recent formulation of this concept, the equivalent rect-

angular bandwidth (ERB) (see Patterson, 1976) approxi-

mates the basilar membrane as being made up of rectangular

bandpass filters. Fundamental frequencies processed within

the same bandpass filter are perceived as acoustically rough.

Compared to the critical bandwidth, the ERB typically

encompasses a narrower range of frequencies (Smith and

Abel, 1999). Although the ERB formulation is very much an

approximation, it nevertheless provides a useful framework

for considering aspects of vertical harmony.

The sensitivity to roughness seems to be present cross-

culturally (see McDermott et al., 2016), but its appraisal dif-

fers significantly across musical styles and cultures: while a

typical Western listener hears roughness as disagreeable, it

is deliberately harnessed in the vocal practice of beat dia-
phony (known as Schwebungsdiaphonie in German litera-

ture) in for example the Baltic and Balkan regions of Europe

(see, e.g., Ambrazevičius, 2017) and in Papua New Guinea

(Messner, 1981). Several models of roughness exist such as

those by Hutchinson and Knopoff (1978), Vassilakis (2001),

and Wang et al. (2013). These models, which are based on

emulations of the human auditory system perceiving the

sensation of roughness, largely agree on the amount of

roughness in different intervals. Figure 1 shows how rough-

ness varies for intervals over the octave from C4 to C5 as the

distance between the two fundamentals increases by one

cent—equal to 1/1200 of an octave.

While roughness was long accepted as a sufficient

explanation for consonance and dissonance (see Helmholtz,

1885; Terhardt, 1984), later counterarguments were made

for why it is not all-encompassing in explaining its

underlying cause. First, perceptions of consonance and dis-

sonance seem to remain when the tones of a chord are pre-

sented independently to the ears (i.e., dichotically),

precluding physical interaction at the input stage and thus

greatly reducing the perception of roughness (McDermott

et al., 2010). However, it has been pointed out that beats

could also occur centrally, within a binaural critical band

rather than being based on cochlear interactions (Carcagno

et al., 2019). Second, the perceived consonance of a chord

does not seem to increase when roughness is artificially

reduced by removing partials from complex tones (e.g.,

Nordmark and Fahl�en, 1988). Third, it has been shown that

participants with congenital amusia (i.e., a neurogenetic dis-

order characterised by an inability to recognise or reproduce

musical tones) exhibit abnormal consonance perception but

normal roughness perception (Cousineau et al., 2012).

Recent research in roughness (Arnal et al., 2015; Arnal

et al., 2019) highlights the presence of roughness in, for

example, alarm signals and suggests that acoustic roughness

is responsible for activating salience-related aversive

responses, particularly in the amygdala. Interestingly, Arnal

et al. (2015) found that this activation was common to

screams, alarm signals and—crucially for the present

study—acoustically rough musical intervals. Additionally,

Koelsch et al. (2018) found that stimuli high in acoustic

roughness were associated with increased activation in the

left planum polare and the orbital sulcus of the orbitofrontal

cortex, a region associated with negative reinforcement

(Kringelbach and Rolls, 2004 ).

2. Harmonicity

Another possible explanation that has been put forward

to explain consonance and dissonance in addition to rough-

ness is the acoustic property of harmonicity, which denotes

how closely the spectral frequencies of a sound correspond

to a harmonic series. A single musical pitch is the combina-

tion of the fundamental frequency plus its overtones, which

FIG. 1. (Color online) Roughness using the model by Wang et al. (2013)

for intervals from unison to octave divided into 1200 cents. Frequency-

dependent critical bandwidth boundaries are shown for the first three inter-

vals (ERBa¼m2, ERBb¼M2, ERBc¼m3) reflecting the different mean

frequencies of the intervals in our design (see Sec. II B) using the ERB

bandwidths (Moore and Glasberg, 1983).
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typically follow the harmonic series. If an interval is made

of two tones that share a large proportion of their overtones

(e.g., the perfect fifth) then the interval is high in harmonic-

ity. Conversely, intervals whose overtones do not signifi-

cantly overlap (e.g., the major seventh) are considered low

in harmonicity. In other words, harmonicity posits that in

consonant pitch combinations of the component frequencies

produce an aggregate spectrum that is typically harmonic,

i.e., it resembles the spectrum of a single sound. In contrast,

dissonant intervals and chords produce an inharmonic spec-

trum (Cousineau et al., 2012).

Harmonicity offers a conception of consonance that is

defined constructively rather than by the absence of rough-

ness. Like roughness, harmonicity may have a biological

underpinning, albeit at the central rather than peripheral

level (Tramo et al., 2001), even if this is debated (Carcagno

et al., 2019). Preference for high levels of harmonicity has

been found to correlate with preference for consonance

(McDermott et al., 2010), and it has been suggested that this

link might be related to the advantages of recognising

human vocalisation (Bowling and Purves, 2015). Another

possibility is that, unless humans are born with a preference

for harmonicity, it is acquired simply through exposure to

natural sounds or music (McDermott et al., 2010).

B. Affective priming

Affective priming is a common paradigm in both social

and cognitive psychology and is employed in diverse

domains such as memory, social psychology, psycholinguis-

tics, and psychopathology as an indirect measure of attitudes

(see, e.g., Herring et al., 2013, for a review). In the affective

priming paradigm, two stimuli are presented near-

simultaneously. The extent to which the first (prime) stimu-

lus influences responses to the second (target) stimulus in a

classification task (for instance where the target is to be clas-

sified as positive or negative) is indexed by reaction time or

accuracy rate. In particular, affective priming studies fre-

quently consider congruency effects. Typically, in congruent

conditions (i.e., when the prime and target stimuli share an

affective feature such as valence), reaction times (RTs) are

faster than in incongruent conditions (i.e., when the prime

and target stimuli do not share the affective feature).

Congruency effects have been associated with a range of

auditory stimuli, for instance, affective sounds (Scherer and

Larsen, 2011) and music (Goerlich et al., 2011). Affective

priming has been used in a small number of vertical har-

mony studies (Bakker and Martin, 2015; Costa, 2013;

Lahdelma et al., 2020; Sollberger et al., 2003; Steinbeis and

Koelsch, 2011). There is a consensus amongst these authors

that chords are associated with congruency effects, for

instance dissonant (or minor) chords paired with negative

words and consonant (or major) chords paired with positive

words are associated with faster RTs and/or higher accuracy

rates than the converse. Despite the relative strength of

agreement in the existence of congruency effects, there is

relatively little discussion as to what drives these effects,

either in terms of cognition or in terms of the specific acous-

tic properties of the chords. Steinbeis and Koelsch (2011)

and Bakker and Martin (2015) suggest activation of affec-

tive concepts in the semantic memory and conflict-

resolution in cross-modal integration respectively as

possible causal factors on a cognitive level. The specific fea-

tures of chords that may be responsible for congruency are

not explored beyond modality, consonance-dissonance, reg-

ister, and numerosity. However, although Steinbeis and

Koelsch (2011) and Lahdelma et al. (2020) do tentatively

suggest that acoustic roughness is responsible for presence

of priming effects, the experimental manipulations varied

consonance, modality, and numerosity rather than varying

roughness directly. Moreover, the authors’ conclusions in

favour of roughness cannot be considered conclusive owing

to the absence of consideration of other factors, such as

harmonicity.

C. The present study

The extent to which acoustical aspects (roughness and

harmonicity) contribute to the perception of consonance/dis-

sonance in intervals has remained contentious. The present

study sought to explore the extent to which roughness and

harmonicity influence automatic responses on a simple word

evaluation task. As affective priming is an indirect measure,

it is expected to yield valuable information on the impor-

tance of these individual factors’ contributions to the per-

ception of consonance and dissonance. The present study

considered whether intervals can influence behaviour on a

word evaluation task. An important question in cognitive

psychology that has remained unclear in previous research

is what property of the prime is responsible for activating

the nodes in the semantic-affective network that lead to

affective priming – perceived valence (i.e., positive or nega-

tive) or consonance/dissonance (teasing apart the compo-

nents of roughness and harmonicity). The present study used

ten interval pairs that were chosen to contrast in terms of

their roughness or harmonicity (see Sec. II B) to prise apart

the differential contributions of these acoustic components

of consonance and dissonance to affective priming. The

intervals were chosen to maximise contrasts between the

interval pairs in terms of roughness and harmonicity.

In a similar previous experiment (Lahdelma et al.,
2020), it was found that when positive or negative words

were preceded by tetrachords (four concurrent pitches),

there were significant congruency effects—i.e., positive

words were classified more quickly when preceded by a

consonant rather than a dissonant chord, and vice versa for

negative words. Notably, these congruency effects were

absent for intervals. Lahdelma et al. suggested that the con-

text of exposure to tetrads might dampen responses to inter-

vals and so the present experiments set out to examine

whether diatonic intervals can drive priming effects without

the confound of exposure to more complex chords. Ten sep-

arate within-subjects sub-experiments were conducted

online, one for each pair of intervals (see Table II). There
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were separate participants for each sub-experiment.

Participants were asked to classify a sequence of emotional

words as either positive or negative. Each word was pre-

ceded by the brief sounding of a musical interval. To evalu-

ate the extent to which manipulating the amount of

roughness and harmonicity can influence results of the

behavioural task, each sub-experiment used two intervals,

chosen for their contrast in roughness, harmonicity, or both.

We predicted that intervals where there were high contrasts

in harmonicity or roughness (or both) would be associated

with congruency effects in RT, whereas interval pairs that

did not contrast greatly in roughness or harmonicity would

not be associated with congruency effects.

Following the first ten sub-experiments, to probe the

role of roughness further, we tested two interval pairs

involving artificially detuned minor seconds (played with

both the piano timbre and with the Shepard tone, see Sec.

II B for details). It is speculated that response to acoustic

roughness confers an evolutionary advantage. For instance,

alarm signals, whether in nature or man-made, are fre-

quently high in roughness (Arnal et al., 2015). Indeed, spe-

cifically in the case of human vocalisation, roughness has

been linked to perceived anger (B€anziger et al., 2015),

screams (Schwartz et al., 2019), and infant cries (Koutseff

et al., 2018). Consequently, it was predicted that these inter-

val pairs which exhibited a higher difference in roughness

than the standard diatonic intervals would elicit even greater

priming effects than the high roughness contrast intervals.

II. METHODS

A. Participants

Participants were recruited via Prolific Academic, a

crowdsourcing platform targeted specifically for academic

research. Following deletions (17 participants; see Sec.

III A), 379 participants (197 female, 178 male, 4 other/prefer

not to say, mean age¼ 36.2; standard deviation¼ 12.4)

completed the study. All participants reported corrected-to-

normal or normal vision and were right-handed native

speakers of English. 295 participants identified as non-

musicians. Ethical approval was granted by the Music

Department Ethics Committee, University of Durham.

Informed consent was provided via an online checkbox.

B. Materials and stimuli

Ten auditory stimuli were generated in total, eight dia-

tonic intervals (equal tempered in common with Costa, 2013

and Sollberger et al., 2003) plus two intervals manipulated

in tuning to maximise roughness. The diatonic interval pairs

were chosen so as to maximise the contrasts in harmonicity

and roughness; the diatonic intervals were classified as

being high or low in contrast in roughness (DRoughness)

and high or low in contrast in harmonicity (DHarmonicity),

so there were altogether four conditions spanning the con-

trasts in roughness and harmonicity (see Table II). The dia-

tonic intervals were created in accordance with the

procedure employed by Bowling et al. (2018), where the

fundamental frequencies (f0) of the pitches in each interval

were adjusted so that the mean f0 of both pitches in each

interval pair was C4 (261.63 Hz). Descriptors of roughness

and harmonicity are given in Table I. Roughness calcula-

tions were carried out using the model developed by Wang

et al. (2013). The analyses were duplicated using the

Vassilakis (2001) and Hutchinson and Knopoff (1978) mod-

els, and with a composite model (mean roughness value of

all three models). Harmonicity was calculated using the

model by Harrison and Pearce (2018) which simulates the

way listeners search the auditory spectrum for occurrences

of harmonic spectra; harmonicity values under alternative

harmonicity models operate similarly in this context and a

composite model is detailed in the supplementary material.

For the follow up sub-experiments, the two artificial inter-

vals were combined with perfect fifths to create two addi-

tional interval pairs: a detuned minor second and a perfect

fifth in Shepard Tones and piano timbre (hereafter abbrevi-

ated to s2/S5 and d2/P5, respecively). These interval pairs

were classified as being “Extreme” in roughness contrast.

As an additional diagnostic measure of dissonance, the

first 13 partials (fundamental plus twelve overtones) were

extracted from each single tone from the intervals presented

TABLE II. Interval pairs tested for priming index (difference in roughness

and harmonicity given in brackets) and number of participants.

Intervals D Roughness D Harmonicity N

m3/M3 Low (1.00) Low (1.97) 39

m6/M6 Low (1.23) Low (1.93) 44

TT/P5 Low (1.70) High (8.98) 37

M7/P5 Low (1.58) High (9.00) 37

m2/P5 High (9.00) High (9.00) 39

m2/TT High (7.30) Low (0.02) 38

M2/P5 High (3.79) High (4.58) 33

m2/M3 High (5.34) Low (3.72) 37

s2/S5 Extreme (12.61) N/A 37

d2/P5 Extreme (15.67) N/A 38

TABLE I. Intervals, notation, and key descriptors.

Interval (Abbr.) Roughness Harmonicity Partials/ERB

Minor second (m2) 10.00 1.00 23

Major second (M2) 4.79 5.42 25

Minor third (m3) 3.66 2.79 18

Major third (M3) 4.66 4.72 15

Perfect fourth (P4) 3.64 10.00 14

Tritone (TT) 2.70 1.02 15

Perfect fifth (P5) 1.00 10.00 13

Minor sixth (m6) 4.75 4.72 14

Major sixth (M6) 5.98 2.79 15

Minor seventh (m7) 5.70 5.42 14

Major seventh (M7) 2.58 1.00 12

Minor second (detuned piano) 14.44 -

Minor second (detuned Shepard) 10.11 -

Perfect Fifth (Shepard) �5.56 -
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below. For each interval, we calculated the ERB about the

mean of each pair of partials using the formula derived by

Moore and Glasberg (1983), generating 169 (i.e., 13� 13)

ERBs and checked whether the frequencies fell within this

band. Table I details how many partial pairs for each inter-

val fell within ERBs. The ERB was defined as the frequency

band between the boundary suggested by Moore and

Glasberg (1983) and 10 Hz. Table I excludes those partial

pairs that fell within 10 Hz because beating effects due to

frequency differences of less than 10 Hz would be perceived

as amplitude modulation or “beats” rather than roughness

(see, e.g., Roederer, 2008, p. 38); a further limitation of this

measure is that very close alignments of overtones would

contribute to a sense of harmonicity, for instance in the case

of P5.

For the primes in the initial experiment, there were

eight different pairings of intervals: m3/M3, m6/M6, TT/P5,

m2/P5, and M7/P5, m2/TT, M2/P5, and m2/M3. These

interval pairings were generated with Ableton Live 9 (a

music sequencer software), using the Synthogy Ivory Grand
Pianos II sample-based plug-in. For the piano interval pairs,

the applied sound font was Steinway D Concert Grand. No

reverb was used, and the intervals had a fixed velocity (65)

in order to have a neutral and even sound. The artificial

interval pairs comprised d2/P5 (detuned minor second) and

s2/S5 (Shepard tones). In the d2/P5 interval pairing the

minor second interval was created by taking a unison and

detuning one pitch down by �90 cents; this procedure cre-

ated a notably high amount of roughness when measured

with the models by Vassilakis (2001) and Wang et al.
(2013). The pairing s2/S5 was created using Shepard tones

that have octave-spaced partials from 16 Hz to 20 kHz with

cosine-curve-shaped spectral envelope (for the code used to

generate the Shepard tones, see the supporting informa-

tion)4. The detuning of the minor second interval using the

Shepard tone was created by shifting the odd partials above

the fundamental upward and partials below downward by a

detuning constant d. The constant was determined to yield a

maximal roughness at d¼ 0.024 using the roughness models

by Vassilakis and Wang et al. Table II shows the pairs of

primes and the differences in their acoustic parameters. We

used a median split to classify the differences in roughness

and harmonicity as High or Low. The classification as High

or Low DRoughness and High or Low DHarmonicity

remained unchanged when we calculated composite

Roughness and Harmonicity measures (see supplementary

material).

The loudness of the stimuli was equalised by setting

them to the same peak sone level. The sound files were con-

verted to stereo (same signal in both channels) as 44.1 kHz,

32 bits per sample waveform audio files. The length of each

interval was exactly 800 ms including a 10 ms fadeout.

Figure 2 shows the spectra of a selection of stimuli along-

side details of the calculation of the differences in

roughness.

The target words were chosen from the database of

affective norms for English words compiled by Warriner

et al. (2013). All the words consisted of one or two syllables

and were controlled for arousal so that there were four low-

arousal and four high-arousal words in the positive and neg-

ative categories Warriner et al. (2013). The negative words

were Flaccid (3.43), Hijack (1.84), Rabid (2.95), Coma
(1.89), Saggy (2.62), Dismal (2.6), Arrest (2.33), Morgue
(1.79) (the Warriner et al., 2013 valence ratings on a scale

of 1–7 are given in brackets); the positive words were

Climax (7.53), Gentle (7.42), Lively (7.12), Rest (7.86),
Excite (7.79), Payday (7.95), Relax (7.82), Comfy (7.25).
The target words were presented in white size 40 Arial font

on a black background. The priming task was coded using

PsyToolkit (Stoet, 2017). RT distributions collected via
PsyToolkit and Prolific Academic have been found to be

comparable to RT distributions collected in a controlled lab-

oratory environment (Armitage and Eerola, 2019).1

C. Procedure

The experiment consisted of a standard word classifica-

tion task with affective priming. Each item consisted of the

prime (interval) presented simultaneously with a fixation

cross for 250 ms. At 250 ms, the fixation cross was replaced

with the target word. Participants were instructed to press

the “z” key if the target word was negative and the “m” key

if it was positive. The target word remained onscreen for

1500 ms; key presses greater than 2000 ms after the onset of

the target word were classed as timeouts. Participants ini-

tially completed a ten-item familiarisation block, which was

followed by the experimental block of 32 items. During the

practice block, participants were informed whether or not

their response was correct immediately after each item. No

indication of accuracy was given during the experimental

block.

III. RESULTS

A. Statistical analysis

Statistical analyses were carried out in R (R Core Team,

2018) with alpha¼ 5%. Each participant’s RTs were fitted

to a Gamma distribution using the R library fitdistrplus
(Delignette-Muller and Dutang, 2015). RTs shorter than

250 ms or slower than the 95th percentile of each partici-

pant’s Gamma distribution were deleted (the mean 95th per-

centile was 936 ms, so a typical participant’s RTs would lie

in the range from 200 to 936 ms). Similarly, incorrect

answers and timeouts (i.e., RTs greater than 2000 ms) were

also deleted prior to analysis. Data from participants who

failed to reach a 75% accuracy rate was deleted from the

analysis. Overall, 89.6% of data were retained. Data were

analysed with a Generalized Linear Mixed model (GLMM)

(model fitted using the glmer function from the R library

lme4, Bates et al. (2015). GLMM analysis of RT data is dis-

cussed in Lo and Andrews (2015). Congruence,

DHarmonicity and DRoughness were included as fixed fac-

tors; participants were treated as random factors. The model

used a Gamma family with an inverse link function.2 To test

the appropriateness of the Gamma distribution, each
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individual particpant’s RT distribution was tested for good-

ness of fit against the Gamma distribution previously calcu-

lated (see above) via a Kolmogorov-Smirnov test. Of the

382 Kolmogorov-Smirnov tests, 11 returned significant

results, p< 0.05 in each case. Finally, we carried out a

binomial test (r ¼ 12, n ¼ 379, p¼ 0.05), which proved

non-significant, p¼ 0.98, suggesting that significant

Kolmogorov- Smirnov tests had occurred at no more fre-

quently than chance levels and that the gamma function

provides an adequate representation of the distributions.

The structure of the GLMM was RT �DHarmonicity
�CongruenceþDRoughness�Congruenceþ1jParticipant.
The effects of this model were then subject to a type III

analysis of variance (ANOVA). The p-values in the subse-

quent planned contrast analysis were subject to Bonferroni

corrections for multiple comparisons. Standardised effect

sizes are not reported for the GLMM (Baguley, 2009).

B. Relationship between priming and stimulus
features

Stimuli were grouped according to their acoustic prop-

erties: High vs Low difference in acoustic roughness

(DRoughness), and High vs Low difference in harmonicity

(DHarmonicity).3 Response times in the High vs Low

DRoughness difference conditions and the High vs Low

DHarmonicity conditions were compared alongside the

overall congruency effect (Congruent vs Incongruent condi-

tions). As predicted, congruency effects were present in the

High DRoughness condition. The key interaction DRoughness

� Congruence proved significant, v2ð1Þ ¼ 5:67; p ¼ 0:02.

The main effect of DHarmonicity was non-significant v2ð1Þ
¼ 0:54; p ¼ 0:46 as was the interaction DHarmonicity

� Congruence, v2ð1Þ ¼ 0:35; p ¼ 0:55. Owing to the pres-

ence of the interaction, we do not report on the main effects

of DRoughness or Congruence. Planned contrasts were car-

ried out for the four DHarmonicity �D Roughness condi-

tions, with results as follows: The High DHarmonicity

� High DRoughness condition showed significant congru-

ency effects (Incongruent: mean¼ 671 ms, SD¼ 170;

Congruent: mean¼ 664 ms, SD¼ 166), zð1Þ ¼ 2:72;
p ¼ 0:01. Congruency effects were also present in the Low

DHarmonicity � High DRoughness condition (Incongruent:

mean¼ 684 ms, SD¼ 155; Congruent: mean¼ 670 ms,

SD¼ 151), zð1Þ ¼ 3:11; p ¼ 0:004. However, the High

DHarmonicity � Low DRoughness did not yield significant

congruency effects, zð1Þ ¼ 0:492; p ¼ 1:00, (Incongruent:

mean¼ 690 ms, SD¼ 184; Congruent: mean¼ 687 ms,

SD¼ 169). Additionally, no congruency effects were present

in the Low DHarmonicity � Low DRoughness condition,

(Incongruent: mean¼ 683 ms, SD¼ 169; Congruent: mean-

¼ 682 ms, SD¼ 175), zð1Þ ¼ 0:920; p ¼ 0:920. Mean

response times per Congruency, DRoughness and

DHarmonicity are shown in Fig. 3. Within-subjects Wilcoxon

FIG. 2. Amplitudes and Spectra for sample Stimuli.
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tests on the congruency effects for individual prime pairs

are reported in the supplementary material.

C. Roughness manipulation

To probe the role of roughness further, we introduced

two artificial intervals that were designed to test the influ-

ence of more extreme differences in roughness, d2 and S2

(detuned minor seconds played with piano and Shepard tone

timbres). Two further sub-experiments were carried out

employing the same procedure but using these artificial

stimuli as primes, with the expectation that the increase in

DRoughness would, on average, increase the difference in

response times between the congruent and incongruent con-

ditions. As the key measure of congruency effects is the dif-

ference in response times, we carried out a simple linear

correlation test on difference in roughness vs the difference

in response time between the Congruent and Incongruent

conditions (referred to from hereon as priming index
for brevity) for the expanded data set of ten interval pairs.

The correlation was statistically significant, r ¼ 0:12; tð377Þ
¼ 2:63; p ¼ 0:02. However, the low r value and visual

inspection of Fig. 3 suggested that, rather than a linear rela-

tionship, there is a step-like relationship—i.e., the increase

in DRoughness is not associated with an additional increase

in the priming index. To test this, the interval pairs were

split into three categories by difference in roughness: Low

(m3/M3, m6/M6, M7/P5, TT/P5), High (m2/P5, m2/TT,

m2/M3, M2/P5), and Extreme (made up of the manipulated

intervals d2/P5 and s2/S5). Owing to the clear a priori com-

peting hypotheses (linear vs step-like dependence on

DRoughness), we used a planned contrasts approach, where

the dependent variable was the priming index. The planned

comparisons were between the Low DRoughness and the

combined High and Extreme DRoughness groups, and

finally between the separate High and Extreme DRoughness

groups.

For the first contrast, there was a statistically significant

difference in the size of the priming index between the Low

(mean index¼ –2.21 ms, SD¼ 95.9 ms) and the combined

High and Extreme groups (mean index¼ 22.4 ms,

SD¼ 83.5), tð376Þ ¼ 2:38; p ¼ 0:04. However, there was

no significant difference in priming index between the High

(mean¼ 10.9 ms, SD¼ 42.3) and Extreme (mean¼ 11.3 ms,

SD¼ 40.9) DRoughness groups, tð376Þ ¼ 0:07; p ¼ 1:00,

suggesting that increasing the level of roughness does not

increase the strength of the automatic response, supporting

the hypothesis that the relationship between DRoughness

and priming index is step-like rather than linear—that is,

beyond a certain threshold, a further increase in the rough-

ness contrast is not associated with a further increase in the

priming index.

IV. DISCUSSION

We have demonstrated that interval pairs that differ by

only a small amount in terms of acoustic roughness do not

influence responses on a word classification task. On the

other hand, intervals that differ more significantly in rough-

ness do influence the responses. Notably, out of the two

acoustic components that are seen as prevalent in the per-

ception of consonance/dissonance, namely, roughness and

harmonicity (see Harrison and Pearce, 2020; Parncutt and

Hair, 2011), roughness was the only component that influ-

enced the responses. Harmonicity failed to reach signifi-

cance and, consequently, it seems likely that harmonicity

contributes less to congruency effects in this setting than

roughness—and the question of whether it contributes at

all remains unresolved. Interestingly, the pairs m3/M3 and

m6/M6 failed to influence responses to the classification

task. This suggests that these interval pairs are not dissimilar

enough in terms of roughness to elicit priming effects when

presented by themselves, which is striking in the light that

minor/major triads have been shown to be effective primes

for negative/positive words in an affective priming setting

(Steinbeis and Koelsch, 2011). Curiously, when used as the

“negative” prime in the pairing tt/P5, the tritone was not

congruent with negative words, and was, in fact, an effective

prime for positive words when paired with the maximally

rough minor second interval due to its relatively low rough-

ness (see Table I). Given that the tritone carries convention-

ally a negative connotation in Western music (see, e.g.,

Costa et al., 2000) and has historically been described as

“diabolic” (Partch, 1974), it seems important that further

research should probe the relationship between cultural

convention and acoustic components and how they could

differentially influence automatic and appraisal judgements

about consonance and dissonance. See Fig. 4.

Although several contemporary models of consonance

and dissonance attempt to integrate the concepts of rough-

ness, harmonicity, and other non-acoustic factors (see, e.g.,
FIG. 3. (Color online) Mean RTs for Low, High, and Extreme levels of

DRoughness and Low and High levels of DHarmonicity.
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Harrison and Pearce, 2020; Parncutt and Hair, 2011), the

present study suggests that in this context of looking exclu-

sively at musical intervals in an affective priming setting,

roughness is the most important acoustic variable.

Critically, the intervals that are associated with increased

priming index, m2 and M2, fall within the critical bandwidth

(see Patterson, 1976). The comparison of the minor and

major thirds provides a particularly interesting case. The

minor third falls theoretically just within the ERB.

However, the priming index for the m3/M3 pairing did not

differ significantly from zero. To probe this further, we con-

sidered whether the partials of the two notes in the interval

co-occurred in the basilar membrane within the same ERB

(see Table I). This suggests that although the fundamentals

lie within the same ERB for m3, the number of overtones

lying within the same ERBs (18) is considerably less than is

the case for m2 (23) and M2 (25), creating a much less

rough effect overall. It should be noted that this approach

does not account for relative amplitudes of the partials and

that the ERB formulation is an approximation—rather than

a binary distinction, the degree of activation falls away

more gradually. Moreover, it is not clear exactly how the

summation of these interactions occurs. Nevertheless, it

does provide a tentative explanation of why an automatic

response was detected for other intervals in the ERB approx-

imation (m2 and M2) but not for m3.

If we consider only the “rough” intervals (i.e., the dia-

tonic intervals m2, M2, and the artificial intervals d2 and

s2), we did not detect a difference in the size of the congru-

ency effects between interval pairs where the difference in

roughness was high compared to the extreme. This suggests

that some qualitative difference exists between intervals that

fall either within or outside this specific degree of ERB acti-

vation, but that beyond this threshold, the degree of rough-

ness does not influence the priming index. Indeed, the

results of the present experiment are consistent with the sug-

gestion by Scharf (1970) that “listeners react one way when

the stimuli are wider than the critical band and another way

when the stimuli are narrower” (p. 196): intervals such as

m2 and M2 create a significant overlap in critical bands in

both fundamentals and higher partials.

An important question is why it is the contrast in rough-

ness, rather than harmonicity, that has a greater influence on

the size of the priming index? Compared to harmonicity,

roughness is uniquely situated in being associated with, for

example, alarm signals, and is thought to convey an advan-

tage in enacting automatic responses (Arnal et al., 2015).

One speculative explanation is that it is not dissonance per
se that is pre-activating negative concepts. The human audi-

tory system is well attuned to human vocalisations as they

carry acoustic information about for example bodily states

(see Pouw et al., 2020). Rough sounds are particularly

salient and are associated with activation across large areas

of the cortex (Arnal et al., 2019). It may also be that the

salience of roughness, rather than its contribution to conso-

nance or dissonance, is responsible for the priming effects.

However, both in producing and attending to rough sounds,

for instance, cries of infants Koutseff et al. (2018) or angry

voices (B€anziger et al., 2015), sensitivity to roughness might

confer an evolutionary advantage. This advantage explains

why roughness in particular and not harmonicity is associ-

ated with an increase in the priming index, i.e., a stronger

behavioural response to the valenced stimuli. It is plausible

that the automatic response present in the priming index is

driven by biological adaptation to acoustic factors: acousti-

cally rough intervals activate responses associated with

acoustically rough human vocalisations such as growls,

screams, or cries. Indeed, recent research argues that

responses to roughness in music have been exploited in the

context of film music (Trevor et al., 2020). Notably, in the

case of the major second interval, this seems to happen quite

subconsciously, if we go by the notion of composer/theorist

Paul Hindemith who proposes that the major second sounds

“almost consonant to our ears” (Hindemith, 1942, p. 85). On

an empirical note, the major second interval has indeed been

found to be perceived as more consonant than the minor sev-

enth and major seventh intervals (Bowling et al., 2018).

Although the present study provides a behavioural

method for tapping the roughness construct, it should be

noted that at this stage, the size of the effect is relatively

small. Moreover, it is useful in indicating contrasts in rough-

ness rather than as a direct measure of roughness.

Nevertheless, roughness contrast is an objective method that

taps into automatic perception as opposed to aesthetic judge-

ments and it might mitigate semantic confounds which have

been problematic for consonance/dissonance research in

general as well as for specifically cross-cultural research

endeavours into the question (see Bowling et al., 2017;

Lahdelma and Eerola, 2020). Such an objective new method

can help to investigate the appreciation of dissonance across

musical cultures.

The present result provides, to some extent, an explana-

tion of the observation that, in the absence of previous expo-

sure to Western diatonic harmony, there is no preference for

consonant intervals over dissonant intervals, although there

is a small preference for large over small intervals

FIG. 4. (Color online) Difference in roughness vs priming index for dia-

tonic intervals. Three groups of pairings (Low, High, and Extreme D
Roughness) highlighting the contrasts.
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(McDermott et al., 2016). The results of the present study

suggest that the binary division is not whether an interval is

categorised as consonant or dissonant, but on how much

overlap there is in ERBs between the various partials—

which is potentially higher in the case of for instance m2 or

M2 than M7. The present study offers an explanation of

automatic responses to acoustically rough intervals based on

biological imperatives to respond to alarm signals present in

human vocalisation. However, it should be noted that the

emphasis in the present study is on automatic responses.

Consonance and dissonance more broadly (e.g., cognitive or

aesthetic appraisal) may well be underpinned by harmonic-

ity or factors not considered in the present study such as cul-

tural conventions. Future research should consider whether

this biological imperative underpins dissonance perception

more broadly or whether this sort of priming paradigm

presents a special case. The role of culture in this effect also

warrants further investigation, in particular, whether it can

be replicated with participants who have had frequent expo-

sure to, for instance, beat diaphony in musical cultures that

promote roughness for its aesthetic value (Ambrazevičius,

2017; Messner, 1981). Additionally, future research could

test the viability of exploiting acoustic roughness in alarm

signals, for instance, by using the major 2nd interval, which

provokes an automatic response in this priming context yet

is not as unpleasant as other more extreme sounds.
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