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Abstract

Renaming is a task in distributed computing where n processes are assigned
new names from a name space of size m. The problem is called tight if
m = n, and loose ifm > n. In recent years renaming came to the fore again
and new algorithms were developed. For tight renaming in asynchronous
shared memory systems, Alistarh et al. describe a construction based on the
AKS network that assigns all names withinO(logn) steps per process. They
also show that, depending on the size of the name space, loose renaming can
be done considerably faster. For m = (1 + ε) · n and constant ε, they
achieve a step complexity of O(log logn).

In this paper we consider tight as well as loose renaming and introduce
randomized algorithms that achieve their tasks with high probability. The
model assumed is the asynchronous shared-memory model against an adap-
tive adversary. Our algorithm for loose renaming maps n processes to a
name space of size m = (1 + 2/(logn)`) · n = (1 + o(1)) · n performing
O(`·(log logn)2) test-and-set operations. In the case of tight renaming, we
present a protocol that assigns n processes to n names with step complexity
O(logn), but without the overhead and impracticality of the AKS network.
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This algorithm utilizes modern hardware features in form of a counting de-
vice which is also described in the paper. This device may have the potential
to speed up other distributed algorithms as well.
Keywords: tight renaming, loose renaming, distributed algorithm, shared
memory model, randomized algorithm

1. Introduction

Renaming is a task in distributed computing in which processes are as-
signed distinct names from a new and usually small name space. The number
of processes is denoted by n, the size of the name space by m. The problem
is called tight if m = n and loose if m > n. Dependent on the model, the
processes communicate synchronously via messages or have asynchronous ac-
cess to shared memory. In the former case, the objective is to restrict the
number of communication rounds and possibly the size of the messages; in
the latter case, the objective is to minimize the (total) step complexity. The
step complexity is the maximum number of accesses to the shared memory by
any process; the total step complexity sums up the accesses by all processes.
We assume that an arbitrary number of processes can fail which are chosen
by an adaptive adversary.

In recent years renaming gained new popularity and several papers ap-
peared that investigated renaming in the synchronous message-passing model
[1, 2, 3] and in the asynchronous shared-memory model [4, 5, 6, 7, 8, 9, 10, 11].
Assuming the shared-memory model with the names stored in test-and-set
registers, the authors of [8] describe a construction based on the AKS net-
work that assigns all names to a tight name space within O(log n) steps per
process. For loose renaming in the same model, it is shown in [10] that
O(log log n) steps are sufficient to provide n processes with distinct names
from a name space of size (1 + ε) · n where ε is a constant.

In this paper we consider tight as well as loose renaming in the asyn-
chronous shared-memory model1. The presented algorithms use random bits
and achieve their tasks with high probability2.

1This paper is an extended version of work published in [12]. It provides a more detailed
description and analysis including the total step complexity and the space complexity of
the algorithms.

2An event A occurs with high probability (w.h.p.) if Pr [A] ≥ 1−1/nc for some constant

2



For tight renaming, our algorithm has a step complexity of O(log n),
asymptotically equal to the algorithm of Alistarh et al. [8] while avoiding the
overhead of an AKS network. The total step complexity is lower with O(n)
(compared to O(n log n) [8]). In order to achieve this result, the names must
be stored in a special type of hardware register with an integrated counting
device.

Our two algorithms for loose renaming map n processes to a name space
of size m = (1 + ε) · n w.h.p. where ε = o(1). The first algorithm requires a
name space of size m = (1 + 2/(log log n)`) · n and has a step complexity of
O((log log n)`). For the second algorithm, the size of the name space is only
m = (1 + 2/(log n)`) · n and the step complexity O((log log n)2). To the best
of our knowledge, these are the first algorithms that achieve almost tight
renaming (i.e., with only a sublinear addition of names) in a poly-double-
logarithmic number of steps.

The remainder of the paper is structured as follows: After a discussion
of the related work in Section 2, the model is described in Section 3. The
special hardware register which used by the algorithm for tight renaming is
explained in Section 4. This algorithm is stated and analyzed in Section 5.
The algorithms for loose renaming are discussed in Section 6. The paper is
summarized and concluded in Section 7.

2. Related Work

There is a substantial amount of work on algorithms for renaming in dif-
ferent models. In this section we only consider results in the asynchronous
shared-memory model using test-and-set (TAS) registers, similar to our model.
The names are stored in TAS registers. Unless stated otherwise, testing such
a register is assumed to be an atomic hardware operation and takes one step.
The first process that tests a TAS register wins it and gets the name in it.
If several processes test a TAS register at the same time, an arbitrary one of
them wins it.

Additionally, we focus on randomized algorithms; for an overview of de-
terministic algorithms we refer the reader to [5]. We distinguish between
loose and tight renaming. In loose renaming the name space is larger than
the number of processes, whereas in tight renaming the size of the name

c > 0.
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Tight renaming Loose renaming
Complexity Name space Complexity

Step O(log2 n) [8] (1 + ε)n log log n+O(1) [10]
complexity O(log k) [8] (AKS) O(k) O((log log k)2) [10]

Ω(log n) [8] O(n) Ω(log log n) [10]
Total step O(n log2 n) [4, 8] (1 + ε)n O(n log2 n) [13]
complexity O(k log k) [8] (AKS) (1 + ε)k O

(
k log2 k

log2(1+ε)

)
[4]

(1 + ε)n O(n) [10]
O(k) O(k log log k) [10]

Table 1: Known lower and upper bounds for the model used in this paper. All upper
bounds hold with high probability. The lower bound for loose renaming assumes a linear
number of TAS objects. ε > 0 is a constant. Using k instead of n is to indicate that the
respective algorithm is adaptive. AKS marks the algorithm using an AKS network.

space equals the number of processes. In the case of adaptive renaming, the
number of processes is not known in advance. Table 1 summarizes the step
complexity results from the literature.

Loose Renaming. Panconesi et al. [13] were the first to use randomization for
loose renaming. They use a probabilistic TAS register that selects a winner
among parallel accesses with probability 1−o(1). They present an algorithm
that assumes a name space of size (1+ε)n for a constant positive ε. The total
step complexity of their algorithm is O(n log2 n) with probability 1− o(1).

In [4] Alistarh et al. present the first adaptive randomized renaming al-
gorithm where the contention k, i.e. the actual number of participating pro-
cesses, is not known in advance. They propose an adaptive TAS register
implementation called RatRace with access costs O(log2 k). Based on that
implementation, the algorithm performs loose renaming on a name space of
size (1 + ε) · k and has a total step complexity of O(k log4 k/ log2(1 + ε))
(where a log2 k factor would be saved in the case of constant-cost TAS ac-
cess). The space complexity of the RatRace algorithm is reduced from O(k3)
to O(k) by Giakkoupis and Woelfel in [9]. They also show that test-and-
set can be implemented with a step complexity of O(log∗ k) assuming an
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oblivious adversary, where log∗ denotes the iterated logarithm3.
Alistarh et al. [10] present one non-adaptive algorithm, ReBatching, and

two adaptive ones, AdaptiveReBatching and FastAdaptiveReBatching, as-
suming TAS registers given in hardware and an adaptive adversary which is
allowed to see the state of all processes (including the results of coin flips)
when making its scheduling choices. We use their results in Section 6, which
is why we phrase them in the following theorem and restate the ReBatching
algorithm (Algorithm 1).

Theorem 1 (Theorem 4.1, 5.1 and 5.2 in [10]). For any fixed ε > 0 and a
name space of size (1 + ε)n, ReBatching uses O(n) TAS objects and achieves
w.h.p. step complexity at most log log n+O(1) and total step complexity O(n)
against an adaptive adversary.

The adaptive algorithms require a name space of size O(k). AdaptiveRe-
Batching has step complexity O((log log k)2) and FastAdaptiveReBatching
a total step complexity of O(k log log k).

The ReBatching algorithm divides the name space of size (1 + ε)n into
disjoint sets Bi, 0 ≤ i ≤ dlog log ne, where |B0| = n and, for i > 0, |Bi| =
dεn/2ie. Every process tests ti TAS registers from each set Bi, until it wins
one. The ti are defined in the pseudocode of Algorithm 1.

The authors of [10] also show a lower bound of Ω(log log n) on the step
complexity of randomized renaming given an oblivious adversary and that the
name space and the number of TAS objects are linear in n. For deterministic
algorithms, in comparison, the lower bound is known to be Ω(n) and, thus,
exponentially worse [11].

Tight renaming. In [14] Eberly et al. consider a renaming problem in which
the name space size ` is smaller than the number n of processes. They use
a different model that allows processes to release names and assume that no
more than k ≤ ` processes hold or acquire names at the same time. Their
randomized tight renaming algorithm has an amortized step complexity of
O(k log k) where the step complexity is here defined as the maximum number
of steps that any process performs to find a name.

Alistarh et al. [4] present a very simple tight renaming algorithm called
ReShuffle which lets every process choose one random object out of all TAS

3The iterated logarithm of k is the number of times the logarithm must be applied
before the result is equal to or is less than 1.
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Algorithm 1 ReBatching(n, ε) [10]
1: /* m = d(1 + ε)ne */
2: shared: array B[0 . . .m− 1] of TAS objects
3: /* κ = dlog log ne
4: for each i ∈ {0, . . . , κ}

5: ti =


d17 ln(8e/ε)/εe if i = 0
1 if 1 ≤ i ≤ κ− 1
3 if i = κ

6: bi =

n if i = 0
dεn/2ie if 1 ≤ i ≤ κ

7: si = ∑
0≤j<i bj

8: Bi = B[si . . . si + bi − 1] */
9: for all processes in parallel do

10: for i ∈ {0, . . . , κ} do
11: for ti times do
12: choose random TAS object x in Bi i.u.r.
13: if x is won then
14: break

objects in each round, until it wins a name. It is shown that ReShuffle has
a total step complexity of O(n log2 n) if a TAS access has constant costs. In
the paper the costs of an access are O(log2 n), and the total step complexity
is given as O(n log4 n). In Section 6, we use a similar algorithm for loose
renaming.

In [8] Alistarh et al. give two new randomized algorithms for tight re-
naming which work in the presence of an adaptive adversary. The first al-
gorithm called BitBatching divides the TAS registers storing the names into
` = O(log n) clusters of decreasing size. The first `−1 clusters have size n·2−i

for i = 1, ..., `− 1; the last cluster contains the remaining O(log n) registers.
Every process goes through the clusters sequentially and tests O(log n) reg-
isters in each of them, until it wins one and thus gets a name. The step
complexity of the algorithm is therefore O(log2 n) if the TAS registers are
implemented in hardware. We use the basic idea of their approach in two
algorithms for tight and loose renaming.

The second tight renaming algorithm in [8] transforms any sorting net-
work into an adaptive renaming protocol with an expected step complexity
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cost equal to the depth of the sorting network. Using an AKS sorting net-
work, this gives a strong adaptive renaming algorithm with step complexity
O(log k) and total step complexity O(k log k). This approach has the disad-
vantage that while the depth of the AKS network is logarithmic, the constant
is a rather unwieldy, not to mention the complicated structure of an AKS
network. It also needs a large amount of TAS registers because the width of
the network equals the initial name space of the processes. The authors show
that the step complexity is asymptotically optimal. Deterministic algorithms
for tight renaming, on the other hand, have a step complexity of Θ(n) [11].

Our tight renaming algorithm in Section 5 has the same step complexity
as the AKS network algorithm, but a better total step complexity. Besides,
it is simpler and more space-efficient, yet requires a special type of hardware
register.

3. Preliminaries

3.1. Model
The considered machine model is the asynchronous shared-memory model

with concurrent reads and concurrent writes (CRCW). The processes follow
an algorithm composed of steps. Any number of processes may fail by crash-
ing, and a failed process does not perform further steps in the execution.
The order in which processes perform steps and their crashes are controlled
by an adversary. We assume an adaptive adversary that is allowed to see
the state of all processes (including the results of coin flips) when making its
scheduling choices.

The asynchronous shared memory contains the name space withm names
and can be accessed by all n processes. Besides the name space, additional
memory can be used as temporary memory. Like in [11], each name is stored
in a test-and-set (TAS) register that can be concurrently tested by several
processes, but only won by one process.

For our tight renaming algorithm, we use a special hardware register,
called τ(s)-register. It includes a counting device with TAS bits, i.e. TAS
registers consisting of only one bit. In each step each process is allowed to
test at most one TAS register or TAS bit. When a process wins a TAS bit,
the bit, initially set to 0, is set to 1, and the process knows that it has been
successful. When a process wins a TAS register, it is assigned the name in
it. Like in other papers, e.g. [11], we assume that concurrent accesses to the
same TAS register or TAS bit can be executed in one step and that every name
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and address can be read or written in one step. Some of these names and
numbers have log n bits (or more). Likewise it is assumed that a processor’s
registers and instructions can handle numbers of this size and run processor
instructions like xor and popcnt on these numbers in O(1).

The τ(s)-register and the counting device are described in more detail in
Section 4.

3.2. Technical tools
In the technical parts of this paper we use the following versions of the

well-known Chernoff concentration inequality.

Lemma 2. Let X1, . . . , Xn be independent random variables such that Xi ∈
{0, 1}. Let pi = P (Xi = 1) = E[Xi], X = ∑n

i=1 Xi and µ = E[X] =∑n
i=1 E[Xi] = ∑n

i=1 pi. Then,

1. For any δ ∈ [0, 1], P [X ≥ (1 + δ) · µ] ≤ e−µδ2/3.
2. For any δ ≥ 1, P [X ≥ (1 + δ) · µ] ≤ e−µδ/3.
3. For any δ > 0, P [X ≤ (1− δ) · µ] ≤ e−µδ2/3.
4. For any δ > 0, P [X ≥ (1 + δ) · µ] ≤

(
eδ

(1+δ)1+δ

)µ
.

4. τ (s)-register

In order to efficiently calculate tight renaming, our algorithm depends on
special hardware registers, called τ(s)-registers. Each of these registers has
two parts: (i) a set of s TAS registers that contain the names, (ii) a counting
device managing 2 log n TAS bits. The counting device counts the number of
TAS bits set and allows at most s of them to be permanently set; the others are
unset again. Any process that wants to get a name has to permanently win
one of the 2 log n TAS bits first. After checking if the TAS bit is permanently
set, the process systematically goes through the TAS registers, until it wins
one of them, and retrieves the name. It must win one of the TAS register
because there are exactly s of them and at most s processes are allowed to
search.

As the TAS registers and the search are straightforward, we only have a
closer look at the counting device.
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4.1. Counting Device
The counting device is composed of 2 log n individual TAS bits and can

restrict the number of permanently set 1-bits to any positive threshold s ≤
2 log n. We assume that all individual bits of a τ(s)-register have the same
clock as input and that it is possible to read all 2 log n individual bits within
one operation. The register operates in clock cycles that are divided in
phases. The synchronization of the bits permits that supernumerary TAS bits
can be unset before the counting device is accessed again by new processes.

However, we do not make any assumptions about the arrival or the order
of the requests. Processes can use different clocks and send their requests
asynchronously at any time. Yet, since requests are only answered in a certain
phase, the processing may start with a (constant) delay. The implementation
of a τ(s)-register is based on Algorithm 2 which represents one clock cycle.

Algorithm 2 Algorithm of τ(s)-register
1: allowed_bits← s− popcnt(in_reg)
2: for i ∈ {1, . . . , 2 log n} in parallel do
3: processes test-and-set bit bi
4: if s < popcnt(in_reg) then
5: util_reg0 ← out_reg xor in_reg
6: for i ∈ {1, . . . , 2 log n} in parallel do
7: util_regi ← util_reg0 << (i− 1)
8: if popcnt(util_regi) = allowed_bits then
9: if bt(util_regi, 1) then

10: util_regi ← util_regi >> (i− 1)
11: out_reg← out_reg or util_regi
12: in_reg← out_reg
13: else
14: out_reg← in_reg

The counting device has two main registers: in_reg and out_reg. The
register in_reg contains the TAS bits the processes access. The bits of register
out_reg can be read by the processes to check whether they have really won
their respective TAS bit. After each execution, both registers are updated
such that exactly those bits are set in in_reg that have been won by processes
and that out_reg is an exact copy of in_reg. Aside from these two registers,
2 log n+ 1 auxiliary registers util_regi, i = 0, ..., 2 log n, are needed.
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A clock cycle is divided in two phases, the first one covers lines 1–3, the
second lines 4–14: In the first line, the algorithm determines the number of
bits the register in_reg is short of the threshold s. Then, in lines 2–3, the
TAS bits of in_reg parallelly handle requests of processes. Every request to
a TAS bit bi fails if bi is already set to 1. If bit bi is unset and if there is
at least one request to bi, bi will be (preliminarily) set by exactly one of the
processes. All other requests to bi fail.

If the threshold s is exceeded in line 4, (popcnt(in_reg) − s) many of
the new bits have to be removed. For this purpose, util_reg0 is prepared in
line 5 as a copy of in_reg without the old bits, i.e. the bits set prior to this
cycle. The algorithm then shifts util_reg0 by every possible number of bits
(line 7) and selects the only resulting bit array util_regi which has both, the
correct number of new bits (line 8) and a 1-bit in the first position (line 9).
(The first bit is tested using the instruction bt(util_regi, 1).) util_regi is
shifted back (line 10) and combined with the old bits in out_reg (line 11).
The resulting bit array having exactly s bits, s − allowed_bits old and
allowed_bits new bits, is stored in out_reg (line 11) and in_reg (line 12).

If the threshold s is not exceeded in line 4, in_reg can simply be copied
to out_reg (line 14).

A process that won a TAS bit (in line 3) has to check whether this TAS
bit was later unset (in line 12). It can be certain that the TAS bit is unset
as soon as it is unset in in_reg, and it can be certain to have won it, once
the according bit has also been set in out_reg. In the latter case, it can
immediately start searching the TAS registers for a free name.

Each step of the algorithm can be performed in a constant number of
time steps, usually in one time step, so that the τ(s)-register only induces
a constant slowdown compared to a standard TAS register. Nevertheless,
there is a significant hardware overhead of O(log n) additional registers and
arithmetic logic units. It is therefore unlikely that such a register will be
actually built, but it could be constructed based on this description.

4.2. Example
Figure 1 describes one cycle of a τ(log n)-register where log(n) = 10.

Before the cycle 7 of the 10 names are assigned (indicated by filled quad-
rangles), and thus 7 of the 2 · log(n) = 20 TAS bits were won. The in_reg
contains the old won bits as well as 6 bits newly tested in the current cy-
cle. The out_reg only contains the old bits. Since there are only 3 names
left, 3 of the 6 newly set bits must be unset for which the utility registers
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in_reg	before	cycle

out_reg	before	cycle

util_reg_0

util_reg_1

util_reg_2

util_reg_3

util_reg_13

util_reg_2log(n)

util_reg_13	right	shifted

registers	with	names	before	cycle

out_reg	after	cycle

registers	with	names	after	cycle

in_reg	after	cycle

Figure 1: Example cycle of a τ(logn)-register.

util_regi are used. (They would not be used if the threshold of 10 was
not exceeded.) util_reg0 only contains the new bits which are obtained by
XORing in_reg and out_reg. util_regi, 1 ≤ i ≤ 2 · log(n), is obtained by
left-shifting util_reg0 by i − 1 positions. From these utility registers, the
hardware algorithm chooses the one with 10 − 7 = 3 bits in which the first
bit is set. This is util_reg13. util_reg13 is right-shifted and ORed with
out_reg to create the result which is then stored in in_reg and out_reg.
The 3 processes that have won TAS bits pick the 3 remaining names from the
10 TAS registers.
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5. Tight Renaming using τ (logn)-Registers

In this section we design and analyse an algorithm (given as Algorithm 3)
for solving the tight renaming problem using τ(log n)-registers in timeO(log n)
and spaceO(n). We start with a high-level description of algorithm and anal-
ysis and introduce the notation.

We are using an auxiliary array Taux of length 2n of TAS bits belonging
to n/ log n many τ(log n)-registers. Recall, each τ(log n)-register has 2 log n
TAS bits (which we also refer to as blocks). We divide the array into R =
logn−log logn

log 2 = O(log n) clusters C1, C2, · · · , CR defined as follows and one
cluster CR+1 with the remaining names. For i ∈ {1, ..., R}, Ci consists of

ci = 2 · n
2i

TAS bits and hence of
bi = ci

2 log n = n

2i · log n
many τ(log n)-registers (or blocks). Each of the blocks is responsible for log n
names.

Algorithm 3 Tight renaming procedure for every process
1: for i ∈ {1, . . . , R} do
2: for j ∈ {1, . . . , k} do
3: test any TAS bit in cluster Ci at random
4: if TAS bit has been won then
5: check control bit
6: if control bit has been set then
7: search associated TAS registers
8: take first free name found
9: return success

10: for all TAS registers r ∈ CR+1 do
11: test r
12: if r is won then
13: take name in r
14: return success
15: return failure

Algorithm 3 is executed by every process and proceeds in rounds. As
long as a process is active (initially all n of them), it probes the clusters in
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the order of their indices (first loop) and every cluster a constant number of
times (second loop). Hence, denoting the number of clusters by R and the
number of constant tries per cluster by k, the maximum number of rounds
is R · k = O(log n).

In every such round all active processes randomly pick one TAS bit from
the current cluster (line 3). Each TAS bit having received at least one request
accepts an arbitrary one of those. Each τ(log n)-register keeps at most log n
many successful requests (we refer to this as the block discarding step). A
process that has won the TAS bit checks the control bit of the τ(log n)-register
(see Section 4.1). If the control bit is set, it was successful. It picks a name
from the associated TAS register and becomes inactive (lines 7-9).

We will show that every τ(log n)-register receives at least k log n many
process requests in expectation, and infer that, in each τ(log n)-register, at
least half of the TAS bits receive at least one request with high probability, so
that after the block discarding step we have precisely log n accepted requests
per block. In other words, the idea is to choose cluster sizes such that w.h.p.
each block in a given cluster receives just sufficiently many requests.

If a process is not successful probing the first R clusters, it will search
the remaining TAS registers for a name. We will show in Observation 3 that
the number of these registers is O(log n).

We should like to point out that whilst we talk about rounds as though
we have a synchronized protocol, this is in fact not the case. We use the
notion only for ease of presentation. In reality, each process first tries cluster
C1, then cluster C2, and so forth, until successful. In this sense the processes
do operate in phases as indicated, but independent of one another. The
algorithm is therefore wait-free.

The main result of this section is Theorem 5. To prove it, we will use the
following observation and lemma.

Observation 3. The cluster CR and CR+1 have size

cR = cR+1 = O(log n).

Proof. CR+1 and CR have the same size because

cR+1 = 2n−
R∑
i=1

ci = 2n−
R∑
i=1

2n
2i = 2n

2R = cR.
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Since R is defined as

R = log n− log log n
log 2 = log2

n

log n

it follows that
cR = cR+1 = 2n

2R = 2 log n = O(log n).

Lemma 4. Let ` be an arbitrary, positive constant, and let c ≥ `+2. Suppose
2c log n balls are allocated into 2 log n bins independently and uniformly at
random. With probability at least 1 − 1/n`, there are no more than log n
empty bins.

Proof. For 1 ≤ i ≤ 2 log n, let Xi be a binary random variable with Xi = 1
if and only if the i-th bin remains empty. Let

X =
2 logn∑
i=1

Xi

denote the number of empty bins. The probability that a ball is allocated
to the i-th bin is 1

2 logn , and since 2c log n balls are allocated in total, the
expected value E[Xi], 1 ≤ i ≤ 2 log n, is

E[Xi] = Pr [Xi = 1] =
(

1− 1
2 log n

)2c logn

<
1
ec
.

This implies

E[X] =
2 logn∑
i=1

E[Xi] <
2 log(n)
ec

.

We wish to apply a Chernoff-type bound to X, but clearly the Xi are
not independent. It is, however, well-known (see e.g. Theorem 46 on page 21
of [15]) that they are negatively associated, which immediately implies that
we may use any Chernoff bound (normally requiring independent random
variables) of our choosing. Intuitively, negative association of a collection of
random variables means that if we know some subset of the variables to have
“large” values, then this decreases the probability of another, disjoint subset
to take “large” values as well – in our case, if a subset of bins remains empty
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(with their Xi = 1), then another subset is less likely to remain empty as
well (with their Xi = 1).

The remainder of the proof is now a mere formality. We apply the generic
version of the Chernoff bound (given in Lemma 2) and choose δ = ec/2 − 1
so that (1 + δ) · 2 logn

ec
= log n. Notice that c > ln(2) implies δ = ec/2− 1 > 0.

Pr [X ≥ log n] = Pr [X ≥ (1 + δ)2 log(n)/ec]

≤
(

e(ec/2−1)

(ec/2)(ec/2)

)2 log(n)/ec

=
(

e(ec/2−1)2/ec

(ec/2)(ec/2)2/ec

)logn

=
(
e(1−2/ec)

ec/2

)logn

= 2logn

nc−1+2/ec

≤ n1/ log2 e

nc−1 < n1.7−c

< n−`

The last inequality follows from our constraint on c in the statement of this
lemma.

We are now ready to state and prove the main result of this section.

Theorem 5. With high probability, Algorithm 3 assigns n processes to a
name space of size n within O(log n) steps per process, using O(n) extra
space. The total step complexity is O(n).

Proof. The space can be bounded by O(n) because storing the names in
τ(log n)-registers increases the required space only by a constant factor. The
step complexity of O(log n) follows from the fact that every process following
Algorithm 3 probes R = O(log n) clusters and in every cluster only a constant
number of TAS bits. When it wins a name in the first R clusters or in the last
cluster CR+1, it will retrieve the name in O(log n) steps (see Section 4.1 and
Observation 3). So, for the first claim it remains to show that every name is
assigned with high probability. For this we will bound the probability of not
assigning all names for every block in every cluster (except for CR+1).

Every cluster Ci, 1 ≤ i ≤ R, has ci = 2n/2i TAS bits and bi = n/(2i · log n)
blocks. While it has ci/2 names, it receives requests from at least ci many
processes which can be shown by induction: Basis: Cluster C1 gets requests
from c1 = n processes and has c1/2 = n/2 names. Step: If cluster Ci gets
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requests from at least ci processes for ci/2 names, then at least ci+1 = ci/2
processes will proceed to the next cluster Ci+1 which has ci+1/2 names.

We let every process send up to 4c requests per cluster Ci, where c is a
constant. If it gets a name before, it will stop, but at least half of the processes
will send all requests, and therefore each of the bi many blocks receives at least
4c
2 ·

2n
2i ·

2i·logn
n

= 4c · log n requests in expectation. Let X denote the random
variable counting the requests one block receives. Applying a Chernoff bound
of Lemma 2, we obtain:

Pr [X ≤ 2c · log n] = Pr [X ≤ E[X]/2]

≤ e− 4c·logn
3 ·( 1

2)2

= n−c/3

If each block receives 2c log n requests, then, according to Lemma 4, half
of the 2 log n TAS bits in each block will receive at least one request with
probability 1 − n−c+2. Consequently, after the last block discarding step,
precisely log n of the 2 log n TAS bits in each block will have accepted a
request with probability at least

1− n−c/3 − n−c+2.

A union bound over all blocks proves the first claim for c large enough.
The total step complexity follows from the fact that only ci many pro-

cesses perform the (at most) k steps on cluster Ci:

R∑
i=1

ci · k + c2
R+1 =

R∑
i=1

2n
2i · k + (2 log n)2 ≤ 2nk + 4 log2 n.

6. Loose Renaming in the Standard Model

In this section we consider the problem of loose renaming where the name
space is larger than the number of processes n. In [10] the authors propose
a loose renaming algorithm of step complexity O(log log n) that uses a name
space of size (1 + ε) · n where ε > 0 is an arbitrary constant. Assuming the
same model (which is described in Section 3.1), we introduce two renaming
algorithms using smaller name spaces.
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In both cases, we first present an algorithm that renames most but not
all of n processes using a name space of size n. We call such a renaming
algorithm k-almost tight if it assigns a name to all but k processes, with
k = o(n). In Lemma 6 and 8, respectively, we show that Algorithm 4 and 5
meet this condition.

To supply names to all processes, we then apply the method from [10]
and assign to the remaining processes names from an additional name space
starting at n+ 1. The respective results are stated in Theorem 7 and 9.

Note that one can also apply the framework of [10] to transform our
algorithms into adaptive algorithms when the number k of active processes
that are looking for a name is not known in advance. Unfortunately, the
name space would become O((1 + ε) · k) where ε is an arbitrary constant.
Hence, using our protocols would not result in an improvement compared
to [10].

Algorithm 4 Almost tight renaming procedure for each process (used in
proof of Lemma 6)

1: for 2 · (log log n)` times do
2: test a TAS register r randomly chosen from all n TAS registers
3: if r has been won then
4: take name in r
5: return success
6: return failure

Lemma 6. Assume we have n test-and-set registers and n processes. Then
n

(log logn)` -almost tight renaming can be done w.h.p. in the adaptive adversary
model with a step complexity of

O((log log n)`).

Proof. We use Algorithm 4 which is very simple as every process randomly
selects from all n TAS registers in every step. For the analysis we divide the
steps into ` log2 log log n many phases. Phase i has 2i many steps. In every
step of each phase, every register receiving requests is set by an arbitrary
one of the accessing processes (and remains set for the rest of the algorithm).
This process takes the name and becomes inactive. As given in the algorithm,
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the total number of steps per process, i.e. the step complexity, is at most

` log2 log logn∑
i=1

2i ≤ 2 · (log log n)`.

We call phase i successful if, at the end of phase i, there are at most n/2i
processes that are not assigned to a register. If all ` log2 log log n phases are
successful, there will be

n

2` log2 log logn = n

(log log n)`

processes left which are not assigned to a name, and thus the renaming will
be n

(log logn)` -almost tight.
In the following we prove by contradiction that every phase is w.h.p.

successful. Fix a phase i, 1 ≤ i ≤ ` log2 log log n, and assume that phase i
is the first phase which is not successful. We can assume that during every
step of phase i, we have at least n/2i active processes (otherwise phase i is
successful) and unset registers. Hence, the total number of random choices
in phase i is at least

n

2i · 2
i = n.

The probability that an arbitrary unset register rj does not receive any of
the requests is at most (

1− 1
n

)n
≤ 1
e
.

For each rj let Xij be the binary random variable that is 1 if rj remains unset
and 0 otherwise. Let Xi = ∑

j Xij be the random variable that counts the
number of unset registers at the end of phase i. Then

E[Xi] ≤
n

2i−1 ·
(1
e

)
.

Since the Xij are negatively associated and since E[Xi] ≥ n/((log log n)`),
we can apply Chernoff bounds (Lemma 2) and obtain

Pr
[
Xi ≥

n

2i
]
≤ Pr

[
Xi ≥ E[Xi] ·

(
1 + e− 2

2

)]
≤ e

− n

(log logn)`
· (e−2)2

4·3 .
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So, w.h.p. the number of unset registers at the end of the phase is at most
n
2i , meaning that the phase is successful. Now we can use the union bound
over all phases i to show the lemma.

Theorem 7. Assume n processes and a name space of size

n ·
(

1 + 2
(log log n)`

)
.

Then, w.h.p., loose renaming can be done in the adaptive adversary model in
linear space with a step complexity of

O((log log n)`).

The total step complexity is

O(n log log log n).

Proof. First Algorithm 4 is used to assign a name to all but n/(log log n)`
many of the processes in O((log log n)`) steps (Lemma 6). In a second step,
the ReBatching algorithm (Algorithm 1) of [10] assigns names to the remain-
ing unnamed processes from the name space n+1 to n+2n/(log log n)`. The
ReBatching algorithm has a step complexity of O(log log n) (Theorem 1) so
that the step complexity of both algorithms combined is still O((log log n)`).

For the total step complexity, consider the ` log2 log log n phases defined
in the proof of Lemma 5. Assuming that every phase is successful, the
maximum number of steps in Algorithm 4 is

` log2 log logn∑
i=1

n

2i−1 · 2
i = 2n` log2 log log n,

and the ReBatching algorithm on the reduced name space has a total step
complexity of o(n).

The number of TAS registers and the space required are linear because
algorithm 4 does not require any space other than the TAS registers storing
the names, and the space requirement of the ReBatching algorithm is also
linear in the size of the name space.
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Algorithm 5 Almost tight renaming procedure for each process (used in
proof of Lemma 8 which also defines the clusters Ci)

1: for i = 1, ..., 2` log log n do
2: for j = 1, ..., 2` log log n do
3: test a TAS register r randomly chosen from all TAS registers in Ci
4: if r has been won then
5: take name in r
6: return success
7: return failure

Lemma 8. Assume that a renaming instance is given with n TAS registers
and n processes. Then, w.h.p., n/(log n)`-almost tight renaming can be done
in the adaptive adversary model with a step complexity of

(2` log log n)2.

Proof. We use Algorithm 5. This algorithm works in 2` log log n phases for
which the registers are divided into a sequence of clusters. For 1 ≤ i ≤
2` log log n, the ith cluster contains n/2i many registers. In phase i the
processes randomly choose registers from the ith cluster only. Every phase
consists of 2` log log nmany steps. In every step of every phase i, all unnamed
processes send a request to a randomly chosen TAS register from cluster i. A
register receiving requests is set by one of the accessing processes, and the
corresponding process becomes inactive.

At the beginning of phase i ≥ 2 there are at least

n−
i−1∑
j=1

n

2j = n

2i−1

many active processes. At the end of phase i at least n/2i active processes are
left which implies that at least n/2i · 2` log log n requests are sent in phase i.
The probability for a register in cluster i to receive no request is therefore at
most (

1− 2i
n

) n

2i
·2` log logn

≤ e−2` log logn = 1
(log n)2` .

Let X count the number of unvisited registers in all clusters. Then we
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have E[X] ≤ n/(log n)2` and, applying Chernoff bounds (Lemma 2),

Pr
[
X ≥ n

(log n)3`/2

]
= Pr [X ≥ (1 + δ) · E[X]]

≤ e−δE[X]/3

≤ e
−
(

n

(logn)3`/2 −E[X]
)

· 1
3

≤ e
−
(

n

(logn)3`/2 − n

(logn)2`

)
· 1

3

≤ e
−n·
(

(logn)`/2−1
3·(logn)2`

)
.

Since the number of registers outside of the clusters is n/22` log logn <
2n/(log n)2`, the number of unvisited registers and thus of unnamed processes
is w.h.p. at most

n

(log n)3`/2 + 2n
(log n)2` <

n

(log n)`
for n large enough.
Theorem 9. Assume, we have n + 2 · n

(logn)` test-and-set registers and n
processes. Then, w.h.p., loose renaming can be done in the adaptive adversary
model in linear space with a step complexity of

O((log log n)2).

The total step complexity is

O(n log log n).

Proof. The proof is very similar to the one of Theorem 7 and applies two al-
gorithms. The first is Algorithm 5 which assigns a name to all but n/(log n)`
many of the processes (Lemma 8). The second one is the ReBatching algo-
rithm (Algorithm 1) of [10] which assigns names to the remaining unnamed
processes from the name space n + 1 to n + 2n/(log n)`. The ReBatching
algorithm has a step complexity of O(log log n) on the reduced name space
(Theorem 1) so that the step complexity of both algorithms combined is
O((log log n)2).

For the total step complexity, we sum up the maximum number of steps
per phase over all phases and obtain

2` log logn∑
i=1

n

2i−1 · 2` log log n ≤ n · 4` log log n.
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The ReBatching algorithm on the reduced name space has a total step com-
plexity of o(n).

The number of TAS registers and the space required are linear because
algorithm 5 does not require any space other than the TAS registers storing
the names, and the space requirement of the ReBatching algorithm is also
linear in the size of the name space.

7. Conclusion

In this paper we have considered the renaming problem in the asyn-
chronous shared-memory model. By utilizing new hardware features and
extending the concept of the test-and-set register, we have shown that even
a fairly straightforward randomized algorithm can perform tight renaming in
O(log n) steps with high probability. The hardware added is a set of register
clusters, each containing log n names, which increase the success probability
for the random accesses of the processes by seemingly enlarging the name
space.

Our solutions to the loose renaming problem work in the standard model
in which the names are stored in “plain” test-and-set registers. The algo-
rithms are the first to achieve almost tight renaming in poly-double-logarithmic
step complexity mapping n names to a name space of size only (1 + o(1)) ·n.

While there is a known matching lower bound for loose renaming, it re-
mains open to show that the lower bound for tight renaming can be extended
to the τ -register. An interesting future task will be the exploration of mod-
ern hardware capabilities and how new features can improve solutions to
fundamental problems in distributed computing.
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